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Fig. 4. Comparative performance between the plain proposal and the probabilistic, gaussian normalization and linear combination approaches in a) the small
database; b) the Art database; and c) the Corel database.

by a factor of 4. Fractional values of p have been included
because they have been reported to provide more meaningful
results for high dimensional data, both from the theoretical and
empirical perspective [14]. In addition, these results have been
confirmed in a CBIR context [15].

C. Experimental setting

Results obtained with each distance combination are evalu-
ated by using a ranking-based method. At a first stage, the same
5 000 pairs of images (half similar and half non-similar) are
supplied to all methods as training data (except for the Gaus-
sian normalization and linear combination methods, which
do not use any training information). These are randomly
selected from the set of all possible pairs in the database. The
available categories at each repository are used to simulate
user judgments, so that images under the same category are
considered subjectively similar.

Results are evaluated on a new set composed of another
5 000 image pairs. To this end, all methods evaluated are used
to rank the 5 000 pairs in descending order of similarity. Then,
the fraction of similar pairs that appear in between the first r
positions of the ranking (recall) is measured for every value of
r = [1, 5 000], and used to visually compare the performance
of all methods.

To increase the reliability of the results, all experiments
have been repeated 100 times and results have been averaged.

D. Results

Fig. 4 shows the comparative performance of plain proposal
against the probabilistic, gaussian normalization and linear
combination approaches. This plot reveals noticeable perfor-
mance differences in recall in the Small and Art databases,
clearly in favor of the proposed approach. In the Corel
database, very similar recall results can be observed for the
three methods in all databases (only very small differences

in favour of the probabilistic method can be observed for
ranking positions r > 2 000). This may be due to the higher
subjectivity involved in the classification of the images in this
large-sized database, where different criteria might have been
applied (also by different people), that results in a classification
that considers possibly similar concepts under different labels.
As an example, the Corel database includes Insects and Insects
II as two different categories. Hence, our experimental setting
would consider images in these two groups as dissimilar.

In Fig. 5, the extended method using multiple p-norms
is compared to the plain combination proposal, when using
different Lp norms to define the similarity functions su used

in each subspace F
(u). A first interesting result relates to the

comparative performance of the different Lp norms used. No
consistent behavior is observed, and the best norm in one
database can be the worst when used with another data set.
For example, norm 0.5 performs the best in the Art database
but the worst in the small repository.

A second and more relevant result relates to the fact that
the performance when the four Lp norms are combined is
always equal or better than when using any of the single
norms. This is an interesting result because despite the large
literature on using different norms, most approaches aim at
selecting the one that offers the highest performance, rather
than combining them to improve retrieval results e.g., [14],
[15], [21]. The results obtained in this experiment suggest that
important performance gains can be obtained by combining
Lp norms.

For clarity reasons, Fig. 6 shows the performance of
the extended approach when compared to the other compet-
ing methods. It can be observed that the extended proposal
consistently performs better than the original one, and also
outperforms the other three methods in all databases. Again,
differences are specially relevant in the Small and the Art
databases. In the Corel repository, only a small difference in
favor of the extended proposal can be observed. This is in
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Fig. 5. Performance gains by using the proposed extension in a) the small database; b) the Art database; and c) the Corel database.

contrast to the result offered by the plain proposal, which
was slightly worse than the Probabilistic method for values
of r > 2000.

IV. CONCLUSIONS

In this paper, a distance combination method based on
binary pairwise comparisons between samples has been pre-
sented. In addition, an extension that uses several distances
in each subspace has been introduced. In particular, four
Lp norms per subspace have been used. Results by using
this approach have clearly outperformed the ones obtained
by using two other competitive methods. In addition, they
have provided an evidence of the potential of combining Lp

norms for retrieval tasks. The most appropriate Lp norm to be
used with the approach is an important topic that deserves
further investigation. In addition, the combination of other
similarity/distance measures is currently an issue under study.

The utility of the methods proposed depend on the partic-
ular application context. One typical application of distance
combination methods is as part of classification approaches.
However, the proposed methods result in a non-metric esti-
mate. Although this is not an inconvenience for ranking pur-
poses, the effect when used in conjunction with classification
algorithms (e.g., nearest neighbor) needs to be investigated in
more depth.

Further research that could potentially improve the results
obtained with the extended approach include a) fine tuning
the SVM by trying a wider range of parameter values or other
different kernels; b) using cross validation to determine the
most convenient set of distances to be used in each subspace
and c) using classification methods other than the ones used
in this work.
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Fig. 6. Comparative performance between the extended approach and the sum and probabilistic methods in a) the small database; b) the Art database; and c)
the Corel database.
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[15] P. Howarth and S. Rüger, “Fractional distance measures for content-
based image retrieval,” in Proceedings of the 27th European conference

on Advances in Information Retrieval Research (ECIR). Berlin,
Heidelberg: Springer-Verlag, 2005, pp. 447–456.
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