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University of Valencia. Spain
{juan.orduna,miguel.lozano}@uv.es

Abstract

The current challenge for crowd simulations is the
design and development of a scalable system that
is capable of simulating the individual behavior of
millions of complex agents populating large scale
virtual worlds with a good frame rate. In order to
overcome this challenge, this thesis proposes different
improvements for crowd simulations. Concretely, we
propose a distributed software architecture that can
take advantage of the existing distributed and multi-
core architectures. In turn, the use of these dis-
tributed architectures requires partitioning strategies
and workload balancing techniques for distributed
crowd simulations. Also, these architectures allow
the use of GPUs not only for rendering images but
also for computing purposes. Finally, the design and
implementation of distributed visual clients is another
research topic that can help to overcome this chal-
lenge.

1. Description of the Problem

Crowd simulation has become an essential tool
for many virtual environment applications, and the
extensive use of high quality virtual crowds is crucial
for many virtual environment applications in educa-
tion, training, and entertainment [1]. Crowd simula-
tion can be considered as a special case of Virtual
Environments where the avatars are intelligent agents
instead of user-driven entities. Each of these agent-
based entities can have its own goals, knowledge and
behavior [2].

On the one hand, crowd simulations must focus
on rendering visually plausible images of the envi-
ronment, requiring a high computational cost. On the
other hand, complex agents must have autonomous
behaviors, greatly increasing the computational cost
as well. The sum of these requirements results in a
computational cost that exponentially increases with
the numbers of agents in the system, requiring a
scalable design that can support huge amounts of

agents (of different orders of magnitude) by simply
adding more hardware. Thus, some proposals tackle
crowd simulations as a particle system with different
levels of details (eg:impostors) in order to reduce the
computational cost [3] due to the graphical quality.
Also, several proposals have been made to provide
efficient and autonomous behaviors to crowd simula-
tions [4]. The current challenge for these applications
is the design and development of a scalable system
that is capable of simulating the individual behavior
of millions of complex agents populating large scale
virtual worlds with a good frame rate.

2. The proposed approach and methodol-
ogy

In order to overcome the current challenge, different
improvements should be made. First, we should design
a scalable system architecture that takes into account
the underlying computer system that is being used for
crowd simulation. This system architecture is based on
a networked-server Distributed Virtual Environment
(DVE) [5]. On top of this distributed computer archi-
tecture, we propose a distributed software architecture
that can take advantage of the existing distributed and
multi-core architectures [6], [7]. In turn, the use of
distributed architectures opens other research topics,
like partitioning strategies and workload balancing
techniques for distributed crowd simulations. Also,
the use of a distributed architecture allows the use
of GPUs for computing, and not only for rendering
images of the virtual world, improving the perfor-
mance of crowd simulations. Finally, the design and
implementation of distributed visual clients is another
research topic that can help to overcome the current
challenge for crowd simulations.

The research methodology consists of performing
crowd simulations on real distributed systems imple-
menting the proposed designs and techniques. The
idea is to measure the performance of the systems
with different number of agents. Since we are using
distributed systems, the most important performance



measurements are latency and throughput [8]. Con-
cretely, we have measured the response time provided
to agents by the distributed servers controlling the
virtual world when they request their actions. In this
way, we can study the maximum number of agents
that the system can support while providing a response
time below a given threshold value. In order to define
an acceptable response time, we have considered 250
ms. as the threshold value, since it is considered as the
limit for providing realistic effects to users in DVEs
[9].

3. Significance of the research

The proposed research will allow to use crowd
simulations in a new dimension of large-scale appli-
cations and challenges. On the one hand, the realis-
tic simulation of large-scale catastrophic events like
natural disasters or terrorist attacks can help to both
the design of emergency protocols and the training
of emergency personnel. On the other hand, large-
scale crowd simulations can be used to study social
behaviors and social engineering techniques.

4. Related Work

The motion of crowds and other flock-like groups
has been modeled as interacting particles that dis-
play different behaviors in 2D/3D scenes [10], [11].
However, when the number of agents or particles
grows so does the workload generated by the crowd,
making necessary the distribution of the crowd among
different computers in order to keep an acceptable
degree of interactivity. Typically, there are two dif-
ferent approaches for distributing a crowd simulation.
One of them is based on the criterion of workload
[12], so that different groups of agents are executed
in different computers. The other approach is region-
based [13], in such a way that the virtual world is split
into regions (usually a 2D cell from a grid) and all
the agents located at a given region are assigned to a
given computer. Despite these approaches can manage
up to tens of thousands of agents, the scalability of the
application is limited by the synchronization scheme
of agents.

Several researchers have already studied the ca-
pabilities of multi-core architectures for crowd sim-
ulations. One approach has been presented for
PLAYSTATION3 which supports simulation and dis-
play of simple crowds up to 15000 individuals at
60 frames per second [14]. Another work proposes
a highly parallel implementation for multi-core pro-
cessors of and algorithm for crowd animation that the

Figure 1. Software System architecture proposed
for crowd simulation.

authors used for pedestrian simulation[15]. Despite the
high number of agents supported by these approaches,
the scalability of the system for large scale simulation
is limited, since it is not designed to be distributed
across different machines.

Also, there are other approaches that use graphics
processor units (GPUs). One of these proposals simu-
lates thousands of individuals using models designed
for gaseous phenomena [16]. Recently, some authors
have started to use GPU in an animation context (parti-
cle engine) [17], and there are also some proposals for
running simple stochastic agent simulations on GPUs
[18]. However, these proposals are far from displaying
complex behaviors at interactive rates.

5. Results Obtained

We have proposed a distributed system architecture
for crowd simulation [6]. In this scheme, a distributed
computer architecture is used to implement the client-
server software architecture shown in Figure 1. This
software architecture is mainly composed by two
elements: the action server (AS) and the client pro-
cesses (CP). The AS is devoted to execute the crowd
actions, while a CP handles a subset of the existing
agents. Agents are implemented as threads of a single
process for reducing the communication cost. Each
thread manages the perception of the environment and
the reasoning about the next action. Since reasoning
formalisms can involve a high computational cost,
each client process is hosted on a different computer,
in such a way that the system can have a different
number of client processes, depending on the number
of agents in the system. This scheme allows to prop-
erly simulate up to tens of thousands of autonomous
agents at interactive rates.

Despite of the flexibility provided by this system
architecture [6], the AS represents the system bottle-



Figure 2. Scheme of the proposed distributed
architecture with the Parallel Action Server.

neck. For that reason, the previous Action Server has
been divided into a set of processes so that each one
can be executed in parallel in a different computer
[7]. Each of these processes is denoted as an Action
Server (AS) while the whole set of processes has been
denoted as the Parallel Action Server (PAS).

In order to take advantage from the underlying sys-
tem architecture, the distribution is performed at two
levels. First, the virtual world is partitioned into a 2D
grid, and each region of the grid is assigned to an AS
process before the simulation starts. Figure 2 shows
an example of the proposed architecture, and how this
partitioning is performed. In this figure, the whole
space is partitioned into three subregions, and each
one is assigned to one AS. Once a region is assigned to
a given AS, that server is responsible for checking the
actions (eg. collision detection) of the agents located at
that region. Once the partition has been initialized, the
crowd must be also partitioned and distributed among
the CPs associated to the corresponding servers. Each
AS process hosts a copy of the Semantic Database.
However, each AS exclusively manages the portion
of the database representing the agents in its region.

Unfortunately, several problems arise when phys-
ically distributing the database. First, in order to
maintain the consistency those agents near the borders
of each region need to check their actions with the
corresponding servers. This requires the exchanging
of locking requests among the computers hosting the
partition of the database. This constraint adds a sig-
nificant overhead, and therefore it must be minimized.
Additionally, the partition must be properly balanced,
in order to avoid the saturation of the distributed
system. Otherwise, one or more computers can reach
saturation, greatly degrading the performance of the
entire system.

Figure 3. Snapshots of the partitions provided by
a) R-Tree b) GA c) QHull methods

We have studied different methods to solve the
partitioning problem in distributed crowd simulations
and we have proposed a new method that efficiently
solves the problem [19]. The partitioning problem
consists of finding a near optimal partition of regions
(containing all the agents in the system) that mini-
mizes the number of agents near the borders of the
regions, and also that properly balances the number of
agents in each region. To solve this problem we have
studied three different methods. One of them based in
the R-Tree data structure, other method implements
a Genetic Algorithm (GA) to solve the partitioning
problem and the last method uses the QuickHull
algorithm to perform the partitioning based on the
convex hull of each region managed by each server.

As an example, Figure 3 shows a snapshot of
the different partitions provided by the considered
methods during a simulation. Figure 3 a) and b) show
the partitions provided by the R-Tree and the GA
methods, respectively. It can be seen that both parti-
tions use rectangular regions, although the overlapping
among the regions provided by the GA method is
lower than the overlapping provided by the R-Tree
method. Figure 3 c) shows the partition provided by
the Convex Hull method, and it can be seen that there
is no significant overlapping among the regions of
this partition, thus significantly improving the results
provided by the GA and R-Tree methods, since the
overhead resulting from the inter-server communica-
tion is reduced.

6. Remaining objectives

The advent of the multi-core era has allowed a
huge increase in the computing bandwidth of cur-
rent processors. However, the distributed architecture
designed for crowd simulation must be adapted in



order to take advantage of the on-chip parallel comput-
ing power. New synchronization methods among the
execution threads in the distributed server are being
integrated and tested. Since these methods reduce the
synchronization overhead, initial results show that the
server throughput can be improved obtaining a good
scalability with the number of processor cores.

On other hand, the huge number of cores existing
in current Graphics Processor Units (GPUs) provides
these devices with computing capabilities that can be
exploited by crowd simulations. We have implemented
a distributed server for crowd simulations using an
on-board GPU [20]. Since the consistency maintained
by the distributed server is the critical path in the
system, we have implemented on the GPU this part
of the server. Preliminary results show that the server
throughput can be greatly increased by using GPUs.

Also, we are using GPUs for graphics rendering.
Concretely, we are developing a distributed Visual
Client Process to efficiently visualize crowd simula-
tions in 3D, allowing different user configurations like
ground walk-throughs, top view of the scene, etc.
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