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Abstract: One of the main challenges in integral imaging is to overcome the 
limited depth of field. Although it is widely assumed that such limitation is 
mainly imposed by diffraction due to lenslet imaging, we show that the most 
restricting factor is the pixelated structure of the sensor (CCD). In this 
context, we demonstrate that by proper reduction of the fill factor of pickup 
microlenses, the depth of field can be substantially improved with no 
deterioration of lateral resolution. 
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1. Introduction 

Three-dimensional (3D) image display and visualization have been subjects of great interest [1-
4]. Integral imaging is a promising 3D imaging technique that provides autostereoscopic images 
from a continuous viewpoint and does not require the use of any special glasses [5-11]. In an 
integral imaging system (I I S), a 2D collection of elemental images of a 3D object is generated 
by a microlens array, and recorded in a sensor such as a CCD. Each elemental image has a 
different perspective of the 3D object. The recorded 2D elemental images are displayed by an 
optical device, such as a LCD, placed in front of another microlens array to reconstruct the 3D 
image. Since its rebirth in 1997 by Okano et al. [12], many important theoretical and 
experimental contributions on integral imaging have been reported [13-27]. 

One of the main problems facing integral imaging is its limited depth of field (DOF). The 
DOF of I IS is influenced by many parameters related with both the capture and the display 
setups. However,  to reconstruct a clear 3D integral image of an axially elongated 3D object, it 
is essential to capture sharp 2D elemental images of the object. It is commonly assumed that the 
DOF is governed by the limited focal depth of the microlenses used in the pickup. Therefore, 
techniques have been proposed to improve the DOF while maintaining the resolution. These 
methods are based on the use of amplitude modulated microlenses [20], the use of a uniaxial 
crystal plate to alter the optical path length [23], the synthesis of real and virtual image fields 
[24] or on the use of lenslets with non-uniform focal lengths and aperture sizes [25]. 

In this paper, we show that the most restricting factors of lateral resolution at any depth is 
the pixelated structure of the recording device (CCD). It is slightly surprising, considering the 
age of Lippmann’s proposal, the little theoretical consideration, nor experimental one, 
concerning this topic. Let us remark in this sense only the paper by Okano et al. [12], were the 
influence of the circle of confusion of the camera was analyzed in terms of geometrical optics. 
Park et al. [16] studied the influence of pixelation on resolution, but in the display process. 
What we demonstrate here is that the elemental images corresponding to a wide range of axial 
positions of the 3D object have the same lateral resolution, which is imposed by the detector 
pixel size. Beyond this axial range, the lateral resolution decays very fast and is governed by 
diffraction. We take profit from this fact to demonstrate that by proper reduction of the fill 
factor of the microlenses in the pickup, one can significantly enlarge the DOF of the I IS. This 
enlargement is not accompanied by a deterioration of spatial resolution. 

2. Theory 

Consider the capture setup of an I IS, as shown in Fig. 1. In this scheme a 3D surface object is 
illuminated by a spatially-incoherent light beam of mean wavelength λ. The light emitted by the 
object is collected by the microlens array to form, in the aerial pickup plane, a collection of 2D 
elemental aerial images. The reference and the aerial pickup planes are conjugated through the 
microlenses so that distances a and g are related by the lens law, 1/a+1/g=1/f. Each elemental 
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image has a different perspective of the 3D surface object. A relay system projects the aerial 
images onto the pickup device (CCD). The lateral magnification of relay system is adjusted so 
that the size of the elemental-images collection matches the CCD. 

 
Fig. 1.  Scheme, not to scale, of the capture setup of a 3D I IS. The field lens collects the rays 
from the outermost microlenses, the camera lens projects the images onto the CCD. 

Consider now the light scattered at an arbitrary point (x, z) of the 3D object. It is 
straightforward, by application of paraxial scalar diffraction equations [28], to find that the 
intensity distribution at a given point x′′′′=(x′, y′) of the aerial pickup plane is given by [20] 
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where m=(m,n) accounts for the microlenses indexes in the (x,y) directions, and p for the 
constant pitch of the microlens array. Mz=−g/(a−z) is the lateral magnification, which depends 
on the depth coordinate z. The so-called generalized pupil function is: 
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This function accounts for the microlenses pupil function, p(xo), and for phase modulation due 
to defocus. Let us remark that the matter of interest of our investigation is not the intensity 
distribution at the aerial pickup plane, but at the pickup device. Note however that such a 
distribution is a uniformly scaled version of Eq. (1). Assuming insignificant overlapping 
between the elemental diffraction spots, Eq. (1) can be rewritten as the 2D convolution: 
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Eq. (3) indicates that any point of the surface object produces a collection of identical 
diffraction spots onto the CCD. The positions of the spots depend on both, the microlens 
indexes, and the lateral and axial position of the point. The spots shape depends on the lenslets 
pupil function, and on the point depth coordinate. The intensity distribution of each spots is 
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where we assume that the lenslets are circular , with diameter φ. Thus, we express the intensity 
distribution in cylindrical coordinates. In Fig. 2(a), we represent a meridian section of Eq. (4). 
The parameters for calculation were: φ=1.0 mm, f=5.0 mm, λ=0.55 µm, and a=100 mm. 

Let us revisit at this point the concepts of lateral resolution and depth of field. The 
resolution of an imaging system evaluates its capacity for producing sharp images of the finest 
features of the object, when it is in focus. In case of diffraction-limited imaging systems, 
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resolution is usually evaluated in terms of the Rayleigh criterion. According to it, the resolution 
of the pickup system under study is determined by the radius of the first zero ring of the Airy 
disk, Ho(r, 0). Note that the central lobe contains 84% of the energy in the Airy disk. 

The DOF of an imaging system is the distance by which the object may be axially shifted 
before an unacceptable blur is produced. In diffraction-limited imaging systems, the DOF is 
usually evaluated in terms of the so-called Rayleigh range: the axial distance from the in-focus 
plane to the point that produces an spot whose radius has increased by a factor 21/2. The 
evaluation of the radii of the spots produced by out-of-focus points (z≠0) is not as simple as in 
the in-focus case. This is because as z increases the spot spreads and neither a central lobe nor 
zero ring are recognized. In this case we define the defocused-spot diameter as the one of a 
circle that encircles 84% of the overall pattern energy. In mathematical terms such diameter, 
D(z), is the one which solves the equation 
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In Fig. 2(b) we represent, with black line, the defocused-spot diameter for different values of 
distance z. We conclude, from the figure, that if only the limits imposed by diffraction are 
considered, the resolution limit of the pickup system under study is of is of 3.33 µm, measured 
in the aerial pickup plane, and the DOF is, for positive values of z, of +8.5 mm.  

       
Fig. 2.  (a) Grey-scale representation of Eq. (4). Any cross-sections correspond to the spot 
produced by an object point at a depth z. White lines delimit the back-projected pixel size. The 
effect of defocus is much more appreciable for positive values of z; (b) Spot diameter for 
different values of the fill factor. The black thick line is used to mark the back-projected pixel 
size. 

3. The influence of the detector pixel size 

To appreciate the influence of pixelation on the lateral resolution at any depth position of the 
object, we assumed that the CCD has 1024x768 square pixels and the array has 34x25 
microlenses. Therefore each elemental image has 30x30 pixels. In Fig. 2(a), we have drawn a 
pair of horizontal lines separated by a distance that equals the back projection of the pixel size 
onto the aerial pickup plane. When the intensity spot is smaller than the (back projected) pixel 
size, the resolution limit is imposed by the pixelated structure of the CCD. On the contrary, 
when the intensity spot is bigger than the pixel size, the resolution limit is imposed by 
diffraction. In Fig. 2(b) we have plotted a horizontal thick line that corresponds to the back-
projected pixel size. From this figure, some important properties of the captured elemental 
images can be deduced: (a) The resolution limit for objects at z=0 is determined by the CCD 
pixel size. This limit is much higher than the one imposed by diffraction; (b) For objects in a 
large range of axial positions z, the resolution limit is still imposed by the CCD. Therefore this 
limit is the same as for objects at z=0; (c) For objects beyond the above range, the resolution is 
imposed by the spot diameter, which rapidly increases as z increases. (d) The range of axial 
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positions in which the resolution limit does not change, defines now the DOF of the capture 
setup of an I IS. 

Then we can conclude that, contrarily to what is commonly assumed, in a large rage of 
depth positions the lateral resolution of the capture setup is determined not by diffraction but by 
the CCD. This fact provides us with one additional degree of freedom in the design of the 
optimum pickup. Specifically, one can safely increase the DOF by use of techniques that in 
diffraction-limited systems would deteriorate the lateral resolution at z=0. In this sense, one can 
decrease the lenslets fill factor, defined as the quotient between the diameter of the microlenses, 
φ, and the pitch, p. It is known that decreasing the lenslets fill factor, produces the increase of 
the spot diameter at z=0, but a significant reduction for larger values of z. Reducing the fill 
factor does not affect to the lateral resolution at z=0 (which is determined by the CCD), but 
importantly increases the DOF. In Fig. 2(b), we have represented, with colored lines, the 
evolution of the spot diameter for different values of the fill factor. All the cases represented 
have the same lateral resolution at low values for z. However, for example, the DOF obtained 
with φ/p=0.5 is 40% longer than the one obtained with φ/p=1.0. At z=54 mm the resolution 
limit obtained with φ/p=0.5 is half of the one obtained with a fill factor of 1. Besides, lenslets 
with low fill factor can improve the viewing angle of I IS [22]. 

To further illustrate our proposal, we have performed a numerical imaging experiment with 
a computer-generated synthetic object, see Fig. 3(a). In the first step, we have calculated the 
elemental images assuming that the object was placed at z=0 and the fill factor is φ/p=1.0. The 
images captured from 49 different views are shown in Fig. 3(b). In Fig. 3(c) we show an 
enlarged image of the central element m=(0,0). 

       
Fig. 3.  (a) Synthetic object; (b) 2D elemental images captured from 49 views; (c) Enlarged view 
of the central image. The object was placed at z=0 and the  fill factor was set at φ/p=1.0 

Next, in Fig. 4, we show the elemental images obtained with the fill factor φ/p=0.5. There 
are no differences in resolution between this image and the one obtained with φ/p=1.0. 

    
Fig. 4.  (a) 2D elemental images of the object captured from 49 different views; (b) Enlarged 
view of the central image. The object was placed at z=0 and the fill factor was set at φ/p=0.5. 

In Fig. 5 we show the evolution of the central elemental image as the synthetic object is 
axially displaced from z=0 to z=67.5 mm. Note that the magnification factor Mz increases with 
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z. It is apparent that for large values of z the resolution obtained with φ/p=0.5 is much better 
than the resolution obtained with of φ/p=1.0. 

 
Fig. 5.  Central elemental image as the object is displaced from z=0 to z=67.5 mm. Left-hand 
image corresponds to φ/p=0.5. Right-hand one to φ/p=1.0 (Video file of 0.33 Mb). 

To finish with our numerical integral imaging experiment, we calculated the reconstructed 
image by simulation with the simulated elemental images. For this numerical reconstruction we 
considered that the integral image was observed by an eye with pupil diameter mm3E =φ  

which was placed in the optical axis of the central microlens, and at a distance mm300=�  
from the reference plane. The reconstructed images, shown in Fig. 6, were calculated from a 
collection of 17x17 elemental images. For the reconstruction we used, in the two cases under 
study, the lenslets array of φ/p=1.0, to minimize the vigneting. Despite of that, some residual 
vigneting is observed in the images. The images show, of course, pixelated structure. Note that, 
for large z the image obtained in the case of φ/p=1.0 has 5 gray levels, the image obtained in the 
φ/p=0.5 case has only 3 levels. Since the original object was binary, the later constitute a much 
more precise reproduction of it. 

 
Fig. 6.  Evolution of the reconstructed image as the object is displace from z=0 to z=67.5 mm. 
Left-hand image corresponds to φ/p=0.5. Right-hand one to φ/p=1.0 (Video file of 0.63 Mb). 

4. Conclusions 

We have reported a method for improvement of depth of field of 3D integral imaging with no 
deterioration of lateral resolution. The technique takes profit from the influence of pixelation on 
resolution of defocused objects. By proper reduction of the microlenses fill factor one can 
substantially increase the depth of field. The technique slightly reduces the light efficiency. Our 
detailed analysis has been based on the scalar diffraction theory. The conclusions of it could be 
heuristically understood in terms of simple ray-tracing arguments. However, such arguments 
would not permit to obtain precise values neither for the evolution of the lateral resolution, nor 
for the range of axial positions of the 3D object in which the lateral resolution is imposed by the 
detector pixel size. Moreover, the ray-tracing model would not allow analyzing the case of 
other more elaborate pupil functions as, for example, the annular pupils or the gaussian ones. 
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