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Extended Depth-of-Field 3-D Display
and Visualization by Combination of

Amplitude-Modulated Microlenses and
Deconvolution Tools

Raul Martínez-Cuenca, Genaro Saavedra, Manuel Martínez-Corral, and Bahram Javidi, Fellow, IEEE

Abstract—One of the main challenges in 3-D display and visu-
alization is to overcome its limited depth of field. Such limitation
is due to the fast deterioration of lateral resolution for out-of-focus
object positions. Here we propose a new method to significantly ex-
tend the depth of field. The method is based on the combined ben-
efits of a proper amplitude modulation of the microlenses, and the
application of deconvolution tools. Numerical tests are presented
to verify the theoretical analysis.

Index Terms—Image reconstruction-restoration, resolution,
three-dimensional (3-D) image acquisition, 3-D display, 3-D
imaging.

I. INTRODUCTION

I NTEGRAL IMAGING (InI) is a three-dimensional (3-D)
display and visualization technique [1]–[16]. An InI system

consists of two consecutive stages. In the image capture (pickup)
stage, an array of microlenses generates, onto a sensor such as
a charge-coupled device (CCD), a collection of plane elemental
images. Each elemental image has a different perspective of the
3-D object. Therefore, the CCD records a set of projections of
the object. In contrast to holography, it can operate with inco-
herent illumination. The capture stage is a passive sensor and it
does not require active illumination. In the reconstruction stage,
the recorded images are displayed by an optical device, such as
a LCD monitor, placed in front of another microlens array. This
setup provides the observer with a reconstructed 3-D image with
full parallax. InI principles were first proposed by Lippmann [1],
and some relevant work was done in the meantime [2]–[6]. The
interest in InI was resurrected recently because of its application
to 3-D TV and display [7]. It provides autostereoscopic images
without the help of any special glasses.
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Since its rebirth, InI has overcome many of its challenges.
It is remarkable, for example, that a very smart technique for
the pseudoscopic to orthoscopic conversion was developed [8].
Some methods were proposed to overcome the limits in lat-
eral resolution imposed by the pixelated structure of the CCD
[9]–[11], or by the microlens array [12], [13]. Another challenge
faced is the enhancement of the depth of field (DOF) [14], [15].
It sounds, however, slightly surprising at this point that, to our
knowledge, the use of deconvolution tools to improve the quality
of recorded images has still not been proposed. In fact, there is
a reason for that, as we explain next.

Since an InI system forms a 2-D image of a 3-D scene at
any elemental cell, only some parts of the 3-D scene belong
to the in-focus plane, and therefore they produce onto the cell
the corresponding Airy disk. On the contrary, the out-of-focus
points produce a blurred version of the Airy disk. Since we deal
with 3-D surface objects, some parts of the object produce a
blurred image. Then, the response of the system to points of
different lateral (and therefore axial) coordinates is different
[16]. In other words, InI systems are not linear and shift in-
variant (LSI). Consequently, in InI neither a point-spread func-
tion (PSF), nor an optical transfer function (OTF) can be de-
fined. Therefore, to remedy out of focus problems [17] decon-
volution tools [18]–[20] could not be properly applied in prin-
ciple to these kinds of systems.

What we propose here is a way to overcome this problem.
We propose first the binary amplitude modulation of the cap-
ture microlenses. Such modulation has shown to be a very ef-
fective way to increment the DOF of InI systems. This is be-
cause the amplitude modulation allows the impulse response to
degrade very slowly for out-of-focus positions. Thus, now it is
possible to define in good approximation an effective PSF over
a wide range of out-of-focus positions. Consequently, deconvo-
lution tools can now be used to improve the quality of the ele-
mental images. The proposed method has many benefits in 3-D
TV, 3-D display, and 3-D visualization [21], [22].

The paper is organized as follows. Section II is devoted to
a review of the principles of InI pickup for 3-D image pick-up
and display. In Section III, we show that the binary amplitude
modulation permits to define an effective PSF over a wide range
of axial positions. In Section IV we review the principles of
deconvolution Wiener filtering, and we calculate its parameters
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Fig. 1. Scheme, not to scale, of the capture setup of a 3-D integral imaging system. Points of the surface object, O(x; z), out of reference plane produce blurred
images in the aerial pickup plane. In the relay system the field lens collects the rays proceeding from the outermost microlenses whereas the camera lens projects
the images onto the CCD.

to perform an optimum, automatic deconvolution in InI. Finally,
in Section V we outline the main achievements of this work.

II. THE 3-D IMAGE PICK-UP STAGE

Consider the capture setup of an InI system. As shown in
Fig. 1, a 3-D surface object is illuminated by a spatially-inco-
herent light beam of mean wavelength . The light emitted by
the surface object is collected by the microlens array to form a
collection of 2-D elemental aerial images. The reference and the
aerial pickup planes are conjugated through the microlenses so
that distances and are related by the lens law

. A relay system projects the aerial images into the pickup
device (CCD). The lateral magnification of the relay system
is adjusted so that the size of the elemental-images collection
matches the CCD size.

Since incoherent illumination is assumed, the intensity distri-
bution of light scattered by the surface object can be represented
by

(1)

where the function accounts for the object’s intensity re-
flectivity and is the function that describes the sur-
face. In a previous paper [16] we demonstrated that the intensity
distribution corresponding to the elemental image provided by
the microlens of index is given by

(2)

where is the surface of the object and

(3)

is the intensity at a given point of the aerial pickup
plane produced by an arbitrary point on the surface ob-
ject. Here is the Dirac delta function, denotes the 2-D

convolution product, and stands for the 2-D Fourier trans-
form of the generalized pupil function.

(4)

where accounts for the pupil function of the microlenses.
Clearly, stands for the constant pitch of the microlens array
and is a magnification factor that depends
on the depth coordinate .

An important outcome from (2) is that the system is not 2-D
linear and shift invariant (LSI). This is because the impulse re-
sponse strongly depends on the depth coordinate, and con-
sequently on the value of the lateral coordinate. Thus, the PSF
of the system cannot be rigorously defined.

Additionally, in real image acquisition tasks the presence of
additive noise degrades the quality of recorded images. In partic-
ular, the use of CCDs as capturing devices leads to the addition
of three types of noise. The so-called CCD noise summarizes all
the noise sources due to the image sensor, such as dark current,
transfer noise, fixed pattern noise, reset noise and on-chip ampli-
fier noise. The readout noise is caused by off-chip amplification
and analog-to-digital conversion. Finally, the shot noise appears
due to the statistical nature of the photodetection process. Since
these noise types are uncorrelated, the noise power is given by

(5)

However, the shot noise is dominant when the illumination in-
tensity exceeds 0.1 mW/m . If the typical working intensity
range in InI is over this limit, the recorded elemental images
are accurately described

(6)

III. BINARY AMPLITUDE MODULATION

As stated above, one of the main challenges of InI is its lim-
ited DOF. To illustrate this limitation, we have performed a nu-
merical experiment in which we obtain the elemental images of
a computer-synthesized object that is axially displaced. Since
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Fig. 2. Scheme, not to scale, of the integral imaging numerical experiment.
The inner and outer diameters of the spoke target used in our experiments were
d = 0:4 and D = 2:0 mm, respectively.

Fig. 3. (a) 2-D elemental images of the spoke targets captured from nine
different views. (b) Enlarged view of the central elemental image.

the aim of the numerical experiment is the recovery of an ar-
bitrary object, we selected the spoke target for the simulations.
Note that the target contains information of a very wide range
of spatial frequencies. To avoid undersampling problems in the
central zone of the target due to the pixelated structure of digi-
tized images, we used a modified version of it in which the cen-
tral zone was removed. For our calculations we assumed a typ-
ical InI setup, that is, mm, mm, and

mm. In the simulation, four targets were placed at
axial distances mm, mm,
mm, mm as depicted in Fig. 2. Note that the axial po-
sitions are not symmetric about the reference plane, but corre-
spond to the same amount of defocus as defined in terms of the
well-known defocus coefficient [17].
The elemental images are calculated according to (6), where the
shot noise was simulated as

(7)

Here is a parameter that modifies the noise power and
stands for Gaussian white noise of zero mean, and unity standard
deviation. In the simulation we set , because it leads
to a signal-to-noise ratio (SNR) of 40 dB. The images captured
from nine different views are shown in Fig. 3, where we also
show an enlarged image of the central element . It is
clear from the figure that the images of the spoke targets in
and are highly blurred so that they cannot be recognized.

The easiest way for reducing the blurring would be reducing
the numerical aperture of the microlenses. However, such an

Fig. 4. Cross sections of function H (x; z) corresponding to the
nonmodulated lenses and the amplitude-modulated lenses. The filters consist
in an opaque circular mask of diameter �� (with � = 1=

p
2) centered just

behind each microlens.

improvement is accompanied by a proportional deterioration of
lateral resolution. This problem can be overcome by use of am-
plitude-modulation techniques. Specifically we propose the use
of binary amplitude modulators. Such kind of modulators have
been successfully applied to improve the performance of other
3-D imaging techniques such as confocal microscopy [23] or
multiphoton scanning microscopy [24]. The technique consists
in obscuring the central part of each microlens. Such an obscu-
ration allows the secondary Huygens wavelets proceeding from
the outer part of the lenses to interfere constructively in an en-
larged axial range. Then by simply placing an opaque circular
mask of diameter (with ) just behind each
microlens, one can increase the DOF of the microlens array. It
is known that the higher the value of the obscuration ratio , the
broader the axial intensity spot. In an ideal case one could ob-
tain infinite depth of focus by approaching the value of to the
unity. However, such a situation is not convenient from an ex-
perimental point of view, because the higher the value of the
smaller the light efficiency of the system. On the other hand, if
one works with only the outermost part of the lenses, the op-
tical aberrations of the system dramatically increase. For these
reasons, we propose to use the binary modulator of obscuration
ratio . This modulator has a light efficiency of 50%,
and doubles the DOF of the system (see Fig. 4). Thus we find
that the impulse responses given by (3) remain practically in-
variant over a wide range of values of . In other words, the
use of amplitude-modulated microlenses permits to consider, in
quite good approximation that the system is LSI over a wide
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Fig. 5. (a) Enlarged view of the central elemental image captured with the amplitude-modulated microlenses. (b) Same elemental image but processed by Wiener
filtering.

range of axial distances and therefore, to define an effective PSF,
which will be named as .

IV. DECONVOLUTION TOOLS: THE WIENER FILTERING

In real 2-D image acquisition tasks, the recorded signal, ,
depends not only on the convolution between the input signal
and the PSF, but also on the noise signal. In mathematical terms,

(8)

In this equation, represents the input signal, stands
for the PSF, and accounts for any type of additive noise. To
recover the input signal from the output, one should perform a
deconvolution operation. There are two general types of decon-
volution methods: linear and nonlinear methods. The latter are
more accurate, but they are all iterative methods. Since real-time
processing is required in InI for a high number of elemental im-
ages, a low-time-consuming noniterative method is mandatory.

The optimal linear method for the signal recovery problem is
the Wiener filtering [18]. The Wiener filter is given by

(9)

where symbol stands for the Fourier transform of and
* denotes complex conjugation. Since , and therefore ,
is unknown, the filter cannot be used to recover the image. How-
ever, if we assume that we deal with white noise and a constant
spectrum for the object, this expression can be approximated to

(10)

where can be understood as the noise-to-signal ratio in the
frequency domain (NSRf) and the parameter controls

the strength of the filtering. This filter is applied to the spectrum
of the recorded signal

(11)

and the recovery function is finally obtained by performing
an inverse 2-D Fourier transform of (11).

In the previous section we showed that by the use of the am-
plitude-modulated microlenses the InI systems can be consid-
ered LSI in a neighborhood of the in-focus plane. Then Wiener
filtering can be applied to recover the elemental images by using
the effective PSF. After a thorough study of the method, we se-
lected as the impulse response provided by an object
point placed at mm. This PSF can be easily ob-
tained by experimental measurement of the defocused spot pro-
duced by one microlens. The deconvolution procedure is per-
formed by using this measured PSF [19]. Strictly speaking, only
objects placed at this distance will be exactly recovered. Objects
placed at other axial positions will be recovered quite approxi-
mately.

The value of is usually obtained for any particular image
after a trial-and-error process. However, due to the huge number
of elemental images in an InI experiment, the development of a
procedure for automatic application of deconvolution filtering is
required. On the basis of an industrial standard of the National
Electrical Manufacturers Association (NEMA) for the estima-
tion of the SNR in diagnostic magnetic resonance, we have de-
veloped a new method to estimate the value of in the Wiener
filter. In this standard two exposures of the same object taken at
two different times, and , are needed for the calcu-
lations. According to this standard, the NSRf can be calculated
by the following two different formulas:

(12)

and

(13)
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Fig. 6. Reconstructed image as seen by the observer from three different lateral positions. The central pictures correspond to the case in which the observer’s
eye is placed in front of the central microlens (x = 0). The series of pictures correspond to: (a)–(c) The case in which neither the amplitude modulation nor the
Wiener filtering were applied in capture procedure; (d)–(f) The case in which both techniques were applied. The value of lateral coordinate x refers to the lateral
position of the observer as referred to the optical axis of the central microlens.

where

(14)

is the mean value of being the number of pixels.
Both formulas estimate the noise by means of the comparison

between two consecutive images. We have found that (12) pro-
vides better results in images with high contrast (like text or even
the spoke targets used in the previous chapter). However, (13)
applies better when the image is of low contrast. So we use the
mean value, namely

(15)
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as the best value for an automatic calculation. Concerning the
value of parameter in (10), it is noticeable that setting
gives the minimum mean-squared error reconstruction, while
smaller values give reconstructions with sharpened edges at the
expense of decreasing the signal-to-noise ratio (SNR) of the re-
construction [20]. Thus, we set in our deconvolution
calculations.

To illustrate the utility of our method, we have performed
a numerical experiment. In the simulation we used the same
pickup architecture shown in Fig. 2, but considering that the
microlenses are amplitude modulated. Then we have applied
the above-described deconvolution procedure to the acquired
elemental images. The recovered elemental images are shown
in Fig. 5. After comparing these images with those in Fig. 3, it
is apparent that now the high-frequency information has been
accurately recovered even for the most defocused planes.

To make our numerical experiment more visual, we have sim-
ulated in Fig. 6 the display process. In our calculations we as-
sume an observer that is placed at a distance mm
from the microlens array and sees the reconstructed virtual or-
thoscopic image. We have calculated the observed image for
three different lateral positions of the observer mm,

mm, so that we can visualize the changes in perspec-
tive produced when the observer’s eye is displaced parallel to
the microlens array. The square grid in the pictures is due to
the typical facetted structure of observed reconstructed integral
images [21]. This figure, together with Fig. 5, shows that the
proposed method provides a very efficient extension of DOF in
InI.

V. CONCLUSION

We have proposed a new method to significantly extend the
DOF for 3-D image pick-up in InI. In our two-step method we
first proposed the insertion of a binary amplitude modulator,
which alters the system’s impulse response to have certain in-
variances over a wide range of axial distances. This fact allowed
us to define an effective PSF which, otherwise, could not be de-
fined. In the second step we adapted the Wiener deconvolution
procedure to the InI sensor. After applying the deconvolution
tool, we have obtained elemental images in which the DOF has
been spectacularly extended. We have illustrated our method
with a numerical experiment in which we have recovered the
high-frequency information of a synthetic object even for the
most defocused planes. The proposed method has broad appli-
cations in 3-DTV, 3-D display, and 3-D recognition [22].
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