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3.1 Motivacion Grafica del Método Simplex
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3.1 Motiwvacion Grafica del Método Simplex

. Si el PPL tiene una tnica solucién 6ptima, sera necesariamente un vérti-

ce de S.

. Si el PPL tiene mas de una soluciéon 6ptima y S es acotado, al menos dos
de ellas son vértices adyacentes de S. Si , solo podemos

garantizar que

. Existe un numero finito de vértices en S.

. Si un vértice proporciona un valor objetivo mejor o igual que el resto de

vértices adyacentes entonces proporciona un valor objetivo mejor o igual

que cualquier otra solucién posible del problema, luego es una soluciéon

Optima para el problema.




EFE 4+ D + H
—-F + D 4+ Hs
D + Hj

Si hacemos H; = Hs = 0, nos queda:
E + D

—F 4+ D
D + Hj;

cuya solucién es:

E=9/2, D=11/2, H3 = —3/2

No puede ser soluciéon del PPL incumple la restriccién de no negatividad.




(0,0) Solucién posible

(0,10) no es solucién posible

(0,1) Solucién posible

(0,4) no es solucién posible
(10,0) Solucién posible

Sistema Incompatible

(-1,0) no es solucién posible
(9/2,11/2) no es solucién posible
(6,4) Solucién posible

(3,4) Solucién posible




COMO OBTENER LOS VERTICES
DEL

CONJUNTO DE SOLUCIONES DE UN PPL

Para un problema cuya forma estandar incluya un sistema de m ecua-
ciones linealmente independientes y n incognitas, los vértices del po-
liedro se obtienen resolviendo los sistemas de m ecuaciones con m

incognitas que resultan al igualar a cero subconjuntos de n — m varia-
bles.

Solo seran soluciones posibles (vértices) aquéllos puntos cuyas varia-

bles, tanto de holgura como originales sean no negativas.




3.2 El Método Stmplex

Desarrollado por George Dantzig en 1947.

Primera aplicacion importante: J. Laderman resolvié un problema de elabo-

racién de una dieta en la que habia 9 restricciones de igualdad y 27 variables.
Necesité €l trabajo de 120 dias-hombre.

Dado un PPL expresado en forma estandar con m ecuactones y n

mncognitas, m < n, podemos dividir las variables en dos grupos:

1. n —m variables a las cudles les damos el valor 0, y que denomi-

naremos variables no basicas.

. m variables cuyo valor se determinard resolviendo el sistema de
m ecuactones y m incognitas resultante de igualar a cero el resto
de variables. Si dicho sistema tiene una tnica solucién, diremos

que las m variables son variables basicas.
Soluciéon del sistema — solucién basica

Si ademas las variables > 0 — solucién posible basica




FORMALIZACION ALGEBRAICA

PPL. Min 2z =—c'z
s.a.:. Ax=b
x> 0,

B := {columnas de A de coeficientes de las variables basicas}

N := A\ B := { columnas de A coeficientes de las variables no basicas}

B

A= (B,N), x =
LN

Min 2z

t t
s.a.. z— cgrp —cyxzny =20

Bxg 4+ Nxny =0
xBZO, a:NZO




B Y (Bxzp + Nxzy) =B 'b
|
(B™'B)xp + (B 'N)xx = B~ 'b

|
tp + (B 'N)xy = B™'b

(5,

b;

o)

asociada a la ecuacidn i-ésima

j-ésima en la ecuacién i-ésima




z=chrp+cyrn
l
rp =B b — (B 'N)xy
l

z=c5(B 7 'b— (B 'N)xy) + oy

l
= (B —(csB7'N —cn)an

4 \ . 4

N/ N/

valor objetivo costes reducidos




En cualquier iteracién del Simplex el problema esta expresado como:

Min 2z =c45(B ') — (3B !N —cn)zn
v+ B 'Nxy =B"1b
rxg >0
zn >0

Y tiene asociada la siguiente Solucion Posible Béasica:

B~1b

Cuyo valor objetivo es:
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CoSsTES REDUCIDOS: coeficientes de las variables en la expresion de

la funcion objetivo dada en una iteracién del Simplex.

= Variable Basica: 0

s Variable No Basica: Zj—Cj:

Importancia:
= CRITERIO DE OPTIMALIDAD: una solucién es 6ptima sii z; — ¢; < 0 Vj.

= CRITERIO PARA ELEGIR LA NUEVA VARIABLE BASICA: aquélla que

tiene el mayor coste reducido.

Znuevo +— Ractual — (Zj - Cj)ﬂfj

Si T > 0 y 25 —¢Cj > 0 — Znuevo < Zactual

Si T; > 0 y 25 —¢; < 0 — Znuevo > Zactual
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ALGORITMO DEL SIMPLEX

Consideremos el Problema de Programacién Lineal:
PL Min z=c'z
s.a.: xr €S

en donde, S # (.

Inicializacion

Escribase el Problema de Programacion Lineal en forma estandar. Sea

PL. Min 2z =c'z
s.a.:. Ax=b
x > 0p,

el problema resultante. En donde, A es una matriz m xn, b € IR™,

c € IR", rango(A,b) = rango(A) = m (es decir, sistema compatible, tiene

solucion).
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Obtener una Solucién Posible Basica Inicial (SPB)

= Sien S todas las restricciones eran del tipo “<” y el “RHS > 07,
al anadir las variables de holgura se obtiene automaticamente
una SPB tomando las variables originales como no basicas y las

variables de holgura como basicas.

= en otro caso aplicaremos el algoritmo de las dos fases.

Sea B la submatriz de A formada por las columnas asociadas a las

variables basicas y IV el conjunto de indices de las variables no

basicas.
rg:= B 'b>0,,

IN ‘— On_m
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Iteracion

Paso 1: Sea, zg = B~ 'b, y x = 0,,_m, la SPB actual. Hacer,
b= B71b,y 2 =chap. Ir al Paso 2.

Paso 2: Calcular los costes reducidos de las variables no basicas.

zi —cj =csB la; —c;, VjEN

siendo a; la columna asociada a la variable z; en A.
a) Si Zj —¢; < 0,Vy € N, STOP.
* . —1 * . * _ .t —1
rp =B bY 2y =0,y 25 =cyB™ 0.
b) En otro caso, elegir x; como nueva variable basica entrante,

siendo k el indice para el que se alcanza el maximo de los
costes reducidos,

2 — Clp = rjne%c{zj —cj}.

Ir al Paso 3.

14



Paso 3: Obtener la columna asociada a la variable que se hace

bésica en el sistema actual. Sea vy := B~ 'ay

a) Siyr <0,,, STOP.
Podemos incrementar el valor de x; tanto como queramos sin
que se haga cero ninguna variable basica i.e., sin alcanzar
ningun otro vértice del poliedro adyacente al actual. El
problema es NO ACOTADO y el valor éptimo es z* = —oc.

b) En otro caso. Ir al Paso 4.

Paso 4: Elegir la variable que deja de ser bésica (Criterio de la

razon minima,).

b, b;
= min {— :y;x > 0}
Yrie  1=ism Yk

B := B\ {a,} U{ar}, N := N\ {k} J{r}. Ir al Paso 1.

15



3.3 El Método Simplexr en Formato Tabla

Dado el PPL,

Min 2z = ¢tz
s.a.:
Arx =b

x > 0,

Min =z

sa.. z—cao=0
Arz =0
x > 0,

Si lo escribimos en términos de una SPB asociada a una base B:

Min =z

S.ad..

z—cyrp —cyxny =0

Bxg+ Nxzy =0

B Z Oma TN Z On—m

16



FiLA 1-m

rgp = B~ 1b

17



Tabla antes de pivotar

TB,, X

Ymj Ymk

Variable de entrada, zp — ¢, = gneé]if({zj —cj} — Tk

b b;
Variable de salida, — = min { Loy > 0} — zp,
Yrk  1=ismo Y




Tabla después de pivotar

TB,, SRR 7 B

Yrj

o (2 —Ck) --.

(25 —¢) -

Yrj

CYmj T e Ymbk -

Nueva Base B = B\ {a,}J{awr}




3.4 Casos especiales en la aplicacion del algoritmo.

EjempPLo: OpTiMO UNICO
Min —3xz1 + 29
sa: r1 + 229 +x3 =4
—x1 +x2 +24 =1
x; > 0,Vi=1,2,3,4
Dada,

1 O 4
B{al,a4}< ) —>Blb< ) —s 2! = (4,0,0,5)
—1 1 5

p

1
zo —co = (=3,0) (
1




EJEMPLO: OPTIMOS ALTERNATIVOS

—2x1 — 4x9

x1 + 2290 + 23 =4
—x1 + 22+ x4 =1
x; > 0,Vi=1,2,3,4

— B lp=

zo —co = (—=2,0)

t : ot =1, —
cg =(-2,0) zj —cj =cgB "a; —c¢; =

z3 —c3 = (—2,0)

\




EJEMPLO: NO ACOTACION

Min —x1 — 3x9

sa: r1 — 220 < 4
—x1+22 <3
1 >0, z2 >0




“xr1 podria entrar en la base”

Sin embargo, como

y1 = B ta; = . < 02

“Ninguna variable cumple el criterio de salida”
(1)
—Y1 1

€1

=(—1,-3,0,0) < 0 — Ciriterio de No Acotacion

1
\ 0
El problema es No acotado a lo largo de la semirrecta:
(o) (1)

3 1

10 1

o) \o)




3.5 Kl Algoritmo de las Dos Fases

Escribase el PPL en forma estandar:
Min 2z =c'z
s.a.. Axr =2b
x > 0y,

Min 2z =c'z

s.a.. x €S

En donde A es una matriz m X n de rango completo por filas.

Si A contiene una submatriz identidad m x m y b > O,
B=1I1, vy N=A\B

permiten definir una SPB inicial para aplicar el algoritmo del Simplex:

r5 = B b y N = 0p—m

En otro caso, A se completa con tantas columnas (variables artificiales) como
sea necesario para conseguir dicha situacion, y se aplica el algoritmo de las

2 fases.
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Fase 1: Construir el problema auxiliar resultante de anadir las varia-

bles artificiales:

ty — Min z=1'2,

Min z=c
s.a.:. Az =2b s.a.:. Ax+x,=0

x>0 T, ry > 0

Resolver el problema auxiliar con el algoritmo del Simplex. Sea

(x*, z}) la solucién optima.

Sixl =0 — Ir ala Fase 2.

Sixzr #0 —— Problema original Imposible

25



Fase 2: Utilizar la SPB obtenida al final de la Fase 1 para resolver el

problema inicial. Sean x g las variables basicas en dicha solucién.
Comnsideremos la tabla 6ptima al final de la Fase 1.

= Sien zp NO HAY variables artificiales: eliminando las columnas

asociadas a las variables artificiales y actualizando conveniente-

mente la fila asociada a la funcién objetivo obtenemos la tabla

inicial para resolver el problema original con el algoritmo Sim-

plex.

Si en xp HAY variables artificiales: tratamos de obtener una

SPB sin variables artificiales.

26



. /
CCOHIO?
1. Eliminar de la tabla las columnas asociadas a las variables artifi-

ciales no basicas.

. Actualizar la fila asociada a la funcién objetivo considerando que
los coeficientes en la funciéon objetivo de las variables artificiales

en el problema original son 0.

. Eliminar secuencialmente variables artificiales basicas pivotando

sobre elementos de la tabla y;; # 0, en donde:

1 := fila asociada a la variable basica artificial

7 := columna asociada a la variable no artificial

Siy;; = 0, Vj # 1 la ecuacion i-ésima es redundante. Eliminar la

ecuaciéon y la variable artificial.
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