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INTRODUCTION

REGIME-SWITCHING VOLATILITY MODELS:
APPLICATION TO DYNAMIC HEDGING WITH FUTURE
CONTRACTS AND THE ESTIMATION OF THE RISK PREMIUM



A BRIEF MOTIVATION OF THE THESIS

Since the first introduction of conditional voléyl GARCH models (Engle (1982) and
Bollerslev (1986)) there have been many papersiwhiopose improvements to these
models in order to consider the empirical reguksifpresent in most financial series
(see : Lien (1996), Malik (2003), Susmel (2000)nhef the last contributions in this
line is based on Markov Regime Switching GARCH (MR 3nodels (Hamilton, 1989,
Gray, 1996, Sarno y Valente, 2000). The novelttheke models is that let us perform
the volatility estimations conditioned on the eixigtvolatility regime. They are non-
linear models depending on the number of regimesidered. Generally, they consider
two regimes associated with situations of low amgh tvolatility in the stock markets.
This methodology let us analyze the main conclusminseveral economic theories and
their empirical evidence, distinguishing if thesmclusions are the same under periods
of financial stability than in times of market tusih This type of analysis is especially
relevant in the current moment when financial marlshow a high degree of instability
and there is an emerging stream of studies thaitipmemost of the theoretical models
which the most of the modern financial economiepties are based on.

MRSG models improve standard GARCH models in trasgects (Baele, 2005): 1)
reflects the fact that volatility persitence of GBR models is lower during low
volatility periods than during high volatility peds. The no consideration of this fact
may cause over-estimations of the persistence (Le@aoix y Lastrapes, 1990; Cai,
1994) which have an impact on the volatility forgic®) The forecast obtained using
these models are more accurate than those obtaiitlednore parsimonious models
(Marcucci, 2005). 3) These models reflect an asytrimbehaviour of the correlation
between two financial assets regarding the sizbeif returns; i.e. it tends to be higher
when the returns are low and lower when the retarasiigh. (Ang and Bekaert 2002).

The general objective of this thesis is to analylze differences in the empirical
evidence obtained between the MRSG methodologymoce “traditional” or more
common methodologies used in the literature. MpexHically, the two research areas
are focused on:

a) The analysis of the relationship between risk ptamand expected volatility,
whitin the asset pricing framework drawn by Mer®(1973) ICAPM model.

b) The study of the effectiveness of dynamic hedginth iutures contracts on
stock indexes, comparing several methodologiesderao determine the hedge
ratio and using several effectiveness metrics taluate the hedging
performance. This study is performed for hedgiracpcal applications both in-
sample and out-sample.

Therefore, the common link in the different chaptef this thesis is the use of the
Markov Regime Switching GARCH methodology.
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REVIEW OF THE METHODOLOGY IN THE THESIS

The aim of this subsection is to provide the readewide understanding of the
methodology used in this thesis. Although each whagescribes in detail the empirical
model it is worthy to make a first approach to MR®@dels. In this previous

methodological review we start presenting tradaiofinear GARCH models, then

Markov-Regime Switching models are introduced far tase of modelling the returns
(MS in mean) and finally we present the case desiependent conditional volatility

models where Markov-Switching and GARCH modelsiamgemented together.

A) GARCH models

Modeling volatility has received lots of attentidrom academics and practitioners
given its important role in several asset pricingd aisk management activities.
Certainly, one of the most popular approachesas dhe using econometric modefing
via GARCH models. Since their introduction by Engl©82) and the generalized
version GARCH model by Bollerslev (1986), numeraisdies have applied and
extended this methodology. In ARCH models, curreoinditional volatility is
determined by squared errors in previqusperiods and a constant. The current
conditional volatility in GARCH models is formulateas a linear function of squared
errors in the previoug periods and conditional variances in the previppsriods.

We consider the simpler case. kgbe log-return at time t and assume conditionalmmea
equation as:

rr=c+g (1) ande = q\/E (2) where c is a constartt,is the conditional variance of
errors, ut‘Qt_1 ~N(0,)and Q,, is the information set available to the investpr u
the period t-1.
The ARCH(q) specification of the conditional varans defined as:
p
ol =w+) ael 3)
i=1
While the GARCH(p,q) approach is as follows:
p q
atz =w+zaiq2—i +Z:q—j atz—j 4)
i=1 j=1
Which in its specificationp=qg=1 is quite successful in describing the pattern®wed
by financial series leading to the following exmiess GARCH(1,1):
ol =w+ae’, + fo, (5)

Where all the parameters must be positive to engoséive conditional variance and
the restrictiona + 8 <1 must be satisfied for guarantee the stationafith® process. It

! Besides of econometric modeling (such as GARCHsamchastic volatility models), volatility can also
be estimated using options prices (implied volgjilor high frequency data (realized volatility).
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Is worthy to mention that the use of ARCH modelsias practical since those models
are highly outperformed by standard GARCH modelgxXander, 2001).

This simpler specification has been improved inesalvways in order to reflect
properly the empirical patterns of financial ddiartainly, one limitation of this simpler
GARCH models is that they are not able to refleetasymmetric response of volatility
to news of different sign (known as leverage ejfetb overcome this limitation some
authors develop asymmetric GARCH specificationshsas the E-GARCH model
(Nelson, 1991), the GJR-GARCH model (Glosten et18B3) or the QARCH model
developed by Sentana (1995)

The estimation of the unknown parameters of thisl kof models is usually done by
maximizing the likelihood function assuming nornralovations.

(1,Q) = exp[i@} (6)

t

However, the description of temporal dependenamimditional second order moments
is certainly more appealing in a multivariate fravoek since financial volatilities move
together over time and across markets. These matlels the study of the relations
between variances and covariances and are verylusethe volatility transmission
patterns between mark&tsr the computation of time-varying hedge ratiosoam
others. There is a vast literature proposing irsinrggy more efficient models for this
multivariate models trying to overcome limitatioms the estimation and describing
statistical properties of their estimations (seewans et. al (2006) for an extensively
review). The multivariate models used in the depelent of this thesis are explained in
detail in each chapter so at this point we remgdoh chapter to a well-comprehension
on the application of this methodology to the issdiscussed in this work.

B) Markov-Switching models

Whereas the relevance of shifts in regime has ase®@, the literature on this topic has
presented more robust methodological techniqueimdorporate potential non-linear
patterns on the returns evolution of financial egriThe pioneer study applying this
methodology to financial markets is the work of Hiéom (1989, 1990). Hamilton
extended the Markov switching regression model ofd&ld and Quandt (1973) to
time series framework and analyzes the growthohté.S. real GNP. In this work, the
returns evolution is allowed to switch stochastycaimong regimes, obtaining different
dynamics depending on the dominant regime. Otheengasuch as Krolzig (1996)
discuss about the statistical properties of thesdets and propose algorithms for more
complex Markov-Switching systems in mean that aewetbped in a multivariate
framework with cointegration relationships amongese In this previous review, we
just explain the methodology used in Regime-SwitghAutorregresive Systems as a
first introduction to Markov-Switching models.

2 For an extensive survey of GARCH models see Beda-iggins (1993)
® For instance, how is the volatility/shock of onarket affecting the volatility of other marketshaw
the correlations vary among markets.
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Let r; be a financial return series, Hamilton's (1989) state Markov regime switching
AR(1)* model is defined as follows:

L =Cq +a; .l te (7)
where we assume that the innovatighgollow a normal distribution\j(o,a;)and Sis
an unobservable variable that determines if thegs®is in regime 1 at perioc@s{ :1)
or in regime 2(5 =2).

To construct the likelihood function we need a puabae of two steps. First, joint
density of returnsr() and unobserved regime variabdg ¢an be written as:

f(r.sQu)=f(rls.Q) f(sQ-) 8)

Where Q,_; is the all available information up to t-1 an‘d(rt |st,Qt_l) is the state-

dependent likelihood function defined as

2
r—Cc. —a,.r._
f(rt|St’Qt—1): 27];0_2 ex _%—(t Sta-zl,stl) (9)
5 S

Second, the marginal density functiorroan be constructed as:

2
f (rt |Qt_1) =) f (rt S, |Qt—l) =
5=1

- (s Q) F(81904) (10)

g
Where f (r|s,,Q,,) has been defined previously afifs|Q,)=P{$={Q,) for i=1z
is the regime probability, that is, the probabilityat the process is in regimat time t
based on the all information up to time t.

So the log-likelihood function is defined as:

T

L:ZIn( 3 f(rt|st,Qt_1)Pr(sf|Qt_l)J (11)
= \&

t=

To estimate this log-likelihood function the regimpebabilities must be computed, but
it is impossible to make inference about regimebphalities without any assumptions
on the unobserved variable. So, we assume thanheegwitching is directed by a first
order Markov Chain process with constant transipioababilitieS, where the current

regimes only depends on the regime one period g0

Pr(st|$—1' $2.. 990 1) = P'( ﬁ* t51) (12)

* The procedure for the AR(q) case is similar.

® This regime probabilities could be driven by otpescesses such as Independent Switching or Markov
Chain process with dynamic transition probabilitieg in this thesis we base our model essentially o
this process for the transtion probability.
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So considering two regimes with constant transipoobabilities, the transition matrix
which reflects the probability of switching from@regime to other regime is defined:

ﬁ_( Prs=1s,=9=p P(s=1s=3= (¢ q

- (13)
Pr(§:2|$_1:]): (- p) P( s= 25, = ;: q

To estimate the maximum-likelihood function we wseiterative technique designed
for a general class of models where the observee tseries depends on some
unobservable stochastic variables. Each iteratieolves a pass through the filtering
and smoothing iterations, followed by an updatdahef first order conditions and the
parameter estimates guaranteeing an increase wathe of the likelihood function. In
the filtering and smoothing steps the unobservatestare estimated by their smoothed
probabilities where all probabilities are computedth recursions by using the
estimated parameter vector of the last maximizatiep. With the regime probabilities
an estimation of the parameter vector is obtaine@ solution and it can be used to
update the filter and smooth probabilities and so Therefore, we have to apply the
following steps:

1.- GivenPr(s, = j|Q.,) for j=1,2atthe end of period t-1, the regime probability
2

P(s=iQ,) for i=1Zis computed asPr( =i|Q.)=> P(s=is.= JO.) (14)
=1

We made the assumption that current regsoaly depends on the regime one period
ago &.1) , therefore:

Pr(s =iIQt_1)=iPr(s =i§,= JIQH)=_§ P(s=is,= ) P(s,= |Q_,) (15)

= =1

2.- At the end of time t, using Bayesian argumemgsPr(s_, = j|Q,_,)is computed as:

fs=inQ) _ (s =10.)P(s=iQ.)
f(rjo) 3118 =10 Prls = 0

Then, the regime probabilities for all periods dmncomputed by iterating these two
steps that are determined by the likelihood fumctiself.

Pr(s =ilQ)=P{s =1t Q)= (16)

3.- An estimation of the parameter vector is olgdims a solution of the first order
conditions of the likelihood function when the neg probabilities used are those
obtained in the previous two steps. Equipped withritew parameter vectte filtered
and smoothed probabilities are updated and theridigo starts again since the
optimum is achieved.
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C) Regime-Switching GARCH models

Some literature combines the two types of proceskescribed above (Markov-
Switching and GARCH) ant it has focused on develgEtate-dependent time-varying
volatility models. Hamilton and Susmel (1994) andi @1994) proposed Markov
Regime Switching ARCH (SWARCH) model independerily combining Markov
Regime Switching model with  ARCH models. In this def each regime is
characterized by a different ARCH (q) process aameters of conditional variance
take different values for each regime. Gray (1996gnds this approach and proposes
the Markov-Switching GARCH model.

o SH, te, €.~ N(O,aztﬁ) (17)

for § =1,2. y and ofst are the state-dependent mean and state-dependehitiaal

variances respectively. Both are allowed to swibetween two regimes. To ensure
positivity of conditional variance in each reginmecessary conditions are similar to the
necessary conditions in uni-regime GARCH (1,1) nidd&he unobserved regime

variable 5 is governed by a first order Markov chain withnisaion probability matrix
similar than (13).

Then, conditional distribution of return seriesbecomes a mixture-of-distribution
model in which the weight variable is given by thex ante probability

(Pr(s =ilQ.,)) for i=1,2for each of the two-state dependent marginal tiessi
Q= f (rfs =1.Q,.,) with probability Pr(s =19, ,)
|9 = f (s =2,9,,) with probability Pr(s = 2Q,,)

Where f(r]s =i,Q_) for i=12 represents the distributions assumed for the

innovations. So, the log-likelihood function canvaetten as:

.
L=>In[ f(r]s =1.0.)Pr(s =1Q)+ f(1|s= 2Q.) P{s= &,)] (19)
t=1
which can be estimated similarly than the processMarkov-Switching models in
mean.

Hamilton and Susmel (1994) and Cai (1994) limitadirt estimation to the Markov
Regime Switching ARCH model because there is anitafpath dependence problem
inherent in SW-GARCH models. In SWARCH models, thaditional variance at time
t depends on past q squared residuals and pagingereariablesy, ... , sq).

® However, the conditions are not the exactly theesaFor instance, non-stationarity in one states ahoe
imply non-stationarity in the whole process. Seeafiison and Cohen (2007) for details.
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However, in SW-GARCH model, the conditional varianat time t depends on the
conditional variance at time t-1 and regime vaeadl time t &) while the conditional
variance at time t-1 depends on the conditionabwae at time t-2 and regime variable
at time t-1 §.1), and so on. Therefore, the conditional variaricnze t depends on the
entire history of regimes up to time t. Both Haomltand Susmel (1994) and Cai (1994)
stated that path dependence nature of SW- GARCH:htodkes estimation infeasible
and impossible for large sample size.

For example, in a SW-GARCH with M-regimes mode& ttumber of paths enlarges by
a factor of M in each period and integrating alsgible paths is required to construct
the likelihood function. For thé"tobservation, there are‘Momponents of likelihood
function and this makes estimation intractablddoge sample sizes.

In order to solve this problem of path dependentySW-GARCH models, Gray
(1996) proposed to use conditional expectation of thegdagconditional variance

E_Z(af_l)instead of lagged conditional varianeg’,. This approach preserves the
natural essential of the GARCH process and allowstdble estimation of model.
Gray's approach recombinez?_m:1 and Jf_mzzinto o?,, and recombines,_; . _, and
6. ,-.iNt0 &_, by taking conditional expectations of ;and _, based on the ex ante
probabilities. That is,

S E( I;—1|Qt—2) = rt—l_(Pr(St = ]th),UsH: 1 P'( §= 1|Qt)luq_1=]) (20)

oy=Eo(o) = Ela. - fa | -
{Pls=10)[i ot Jo( = Pts= )| [ o= 10)iat( 2 = l0))n] @)

The use of conditional expectation of the laggeadamnal varianceEt_z(af_l)instead

of lagged conditional variancg”, makes conditional variance at tindepends on only

current regimes, and inference abowg.;. Therefore, the Gray'sollapsing procedure
simplifies and makes tractable the estimation ofSARCH models.

Given the initial values for conditional mean arahditional variance in each regime,
the parameters of SW-GARCH model can be obtainethéyimizing numerically the

log-likelihood function in equation (19). The statependent log-likelihood functions
are constructed recursively similar to that in anegime GARCH models:

R )

2
27m-t2,§:| 2 a-t'st=i

frls =i,Q.)= for i=1,z2 (22)

" Posterior studies to Gray also develop other rédoimy methods to collapse the state-dependent
variances and errors and solve the path-dependemodytem. Two of them are the procedure used by
Dueker (1997) and the one proposed by Klaasen §2002
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THESIS STRUCTURE

This thesis is structured in 4 chapters, besidesintroduction and the last chapter
dedicated to the general conclusions.

A) ICAPM

Chapters 2, 3 and 4, besides the application of GIR&thology, share a common
objective; validate empirically the Capital Asseicihg Model (CAPM) considering the

intertemporal approximation proposed by Merton @9According to this paper, the

trade-off between return and conditional volatildges not exclusively depend on the
market risk factor. It must consider additionalkrigctors reflecting the investment
opportunity set available to the investors. Howeteis model does not specify which
these additional risk factors are. There are maonksv(Capiello et. al. (2008); Capiello
and Guéné (2005), Bali and Engle (2010)) analymihich factors could be reflecting

this “intertemporal” risk premium. Anyway, from theonclusion derived in this

theoretical model one expect a positive and sigaifi relationship between the
expected return and conditional volatility.

However, the empirical evidence does not show cmng evidence according either
the sign or significane of this trade-off. In tleense, the results have been different
regarding the sample period analyzed, the frequehtye returns and the methodology
employed. We are not intended to be exhaustiv@igintroduction since they will be
presented in more detail in the following chaptérg, the main methodologies used in
the empirical studies of the risk-return trade-afé: GARCH (French et al. (1987),
Campbell (1987), Glosten et al. (1993), Scrugg®8).9Engle and Lee (1999), Scruggs
and Glabadanidis (2003), Matallin et. al. (2008JRSG (Chauvet and Potter (2001),
Whitelaw (2000), Mayfield (2004)); MIDAS (Ghysekt. al., 2005; Ledn, et. al.(2007))
or models using variables reflecting the businrgtes to perform the forecasts of
returns and conditional volatility (Fama and Frerft888,1989)). A further extension
of the last models considers additional risk fagtorobtained through
economical/financial series (Ludvigson and Ng (2007

So, chapter 2 is entitle®Re-examining the risk-return relationship: The influence of
financial crisis (2007-2009) This paper analyzes the risk—return trade-ofEurope
using several empirical methodologies (GARCH, MIDA&d RS-GARCH) and
considering the impact of the recent financialisrizetween 2007 and 2009. It is shown
that when non-linear patterns in the risk—retuadéroff are considered, a significant
positive risk—return relationship can be obtainBois result is robust among countries
despite the short span used in the empirical aisadysl the lack of consideration of an
alternative investment set suggesting that the t#cgignificance in previous studies
may be because of the strong linear assumptiotieirmodeling of the risk—return
trade-off. The risk premiums obtained are highantthose found in previous studies,
mainly because of the impact of the financial srighithough risk prices in different
countries exhibit different patterns during thesis;i the extreme increase in non-
diversifiable risk during this period explains thigher risk premiums observed
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The title of chapter 3 isthe risk—return tradeoff in Emerging Markets. This paper
studies the risk-return tradeoff in some of the mamerging stock markets in the
world. Although previous studies on emerging magkeere not able to show a positive
and significant tradeoff, favorable evidence carobtined if a non-linear framework
between return and risk is considered. Using 1Bsyebweekly data observations on 25
MSCI stock index: 5 latin American, 9 asian, 5 easteuropean, 3 africans and 3
aggregate index for Asia, Eastern Europe and LAierica, in a Regime Switching-
GARCH framework, favorable evidence is obtainedmast of the emerging markets
during low volatility periods, but not for periodd financial turmoil or using the
traditional linear GARCH-M approach.

Chapter 4 has the following titi&on-linear trade off between risk and return: A
regime-switching multi-factor framework. This paper examines the risk-return trade-
off in Spain during the last 15 years. The studydeveloped in a multi-factor
framework where not only the market risk is consdebut also potential changes in
the investment opportunity set. Although previousl®s find no clear evidence about a
positive and significant relation between returrd aisk, favorable evidence can be
obtained if a non-linear relation between retur ausk is established. Despite the
importance of the intertemporal hedging componerthe risk premium demanded by
investors, the evidence obtained is independenthef choice of the proxy used.
Different patterns for the risk premium dynamicdaw and high volatility periods are
obtained, both in risk prices and risk (conditios@tond moments) patterns.

B) Hedging with future contracts

In chapter 5 the main objective of the researcimgbs, although the methodology used
still being the same applied in previous chapt®et®$G). The research topic in this
chapter is hedging with future contracts on stooklexes. The development of
derivative markets caused the appareance of mé&matlire focused on the study of
hedging techniques with futures contracts whichagegduction in the investment risk.
Most of this literature is focused on the deterrtioraof the optimal hedge ratio (Myers
and Thompson (1989), Cheung et. al (1990), Chehh ¢2003); Arago (2009)). Among
the different approaches, the most used is thahonenazing the variance of returns in
a hedged portfolio which contains spot and futuypesitions (Johnson, 1960). The
pioneer work in constant hedge ratios is made bgriegton (1979). According to this
approach, the optimal hedge ratio is obtained agjtiotient between the covariance of
spot and futures returns, and the variance of uha&ds returns. The estimation of this
ratio is made through the slope of the OLS regoes$ietween the spot and future
returns. However, this approach assume constarditemmal second moments, and
therefore, static hedging strategies. To solve phiblem, in the vast literature on this
research area, it has been proposed the use ofddev&ARCH models (Myers (1991),
Kroner and Sultan (1993), Park and Switzer (19B8)oks et. al (2002)), which let us
estimate conditional second moments conditiongtidanformation set available to the
investor, and therefore, to the available inforoaset.
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However, these models exhibit several problems. @rtben? is the no consideration
of structural changes in the unconditional voltifLamoreux and Lastrapes (1990),
Wilson et. al (1996)) or even the possibility offghin the parameters of the model.
These aspects can be considered with Markov Re@wmiéching GARCH models
(Hamilton and Susmel (1994), Susmel (2000), Santb\&alente (2000), Alizadeh and
Nomikos (2004), Alizadeh et. al (2008)). The evicerof the studies that include
regime-switches (MRSG) conclude that more robusinesions can be obtianed if we
let the volatility to follow several processes acliog to the market states, causing a
higher hedging effectiveness of the strategies lvbansider them.

The title of chapter 5 isvleasuring hedging effectiveness of index futures ntracts.
Do dynamic models outperform static models? A regigswitching approach This
paper estimates linear and non-linear GARCH motielgbtain optimal hedge ratios
with futures contracts for some of the main Europstock indexes. Introducing non-
linearities through a regime-switching we can abtaiore efficient hedge ratios and
superior hedging performance both in and out sanaplalysis compared to other
methods usually performed in the literature (camskeedge ratios and linear GARCH).
Moreover, the non-linear models also reflect ddferpatterns followed by the dynamic
relationship between spot and futures returns dudw and high volatility periods

References

Abramson A. and |. Cohen (2007), ‘On the stationarity oadov-Switching GARCH
processes’, Econometric Theory, Vol. 23, No.3,485-500.

Alexander C., (2001), ‘Market Models, A Guide tm&icial Data Analysis’. John Wiley and
Son, UK,

Alizadeh, A. and Nomikos, N., (2004). ‘A Markov et switching approach for hedging stock
indices’. The Journal of Futures Markets 24, 649-6

Alizadeh, A., Nomikos, N. and Pouliasis, P.K., (2ROA Markov regime switching approach
for hedging energy commodities’. Journal of Bankéhginance 32, 1970-1983

Ang, A., Bekaert, G., (2002), ‘International Asgdtocation with Regime Shifts’. Review of
Financial Studies,15,1137-1187.

Arag0 V., (2009). ‘Teoria sobre cobertura con catas de futuro’. Cuadernos de Economia 50,
157-190.

Baele, L.,( 2005). ‘Volatility spillover effects iBuropean equity markets’, journal of Financial
and Quantitative Analysis, 40, 373-401.

Bali, T., and R. Engle (2010), ‘The ICAPM with Dyma& Conditional Correlations’, Journal of
Monetary Economics 57, 377-390.

Bauwens, L., Laurent, S., Rombouts V., K., (200@ultivariate GARCH models: A Survey'.
Journal of Applied Econometrics, 21, 79-109.

® There are other problems that we analyze in Cha&pte

19



Bera, A., K., Higgins, M., L., (1993). ‘ARCH modelproperties, estimation and testing'.
Journal of Econometric Surveys 7, 305-362.

Bollerslev T. (1986). ‘Generalized autoregressiweaditional heteroskedasticity’, Journal of
Econometrics, 31(3), 307-327,.

Brooks, C., Henry, O.T., Persand. G., (2002). “Effect of asymmetries on the optimal hedge
ratios’. Journal of Business 75, 333-352.

Cai J., (1994)." A markov model of unconditionaliaamce in ARCH'. Journal of Business and
Economic Statistics, 12(3), 309-316.

Campbell, J. Y., (1987), ‘Stock returns and themtestructure’. Journal of Financial
Economics18, 373-399.

Cappiello, L., Guéné, S., (2005). ‘Measuring magked inflation risk premia in France and in
Germany’. Working Paper Series 436, European Cldbnak

Capiello, L., Lo Duca, M. and Maddaloni, A. (2008}ountry and industry equity risk premia
in the EURO area: an intertemporal approach’. EeaopCentral Bank Working papers
series, 913. http://www.ecb.europa.eu or httpi/sem/abstract_id=1108311

Chauvet, M., and S. Potter, (2001) ‘Nonlinear Riskacroeconomic Dynamics, 5, 621-646.

Chen, S. S., Lee C., Shrestha, K., (2003). ‘Futimedge ratios: a review'. The Quarterly
Review of Economics and Finance 43, 433-465

Cheung C. S., C. C. Kwan and P.C. Yip, (1990). ‘Heelging effectiveness of options and
futures: A mean-gini approach’. The Journal of FesuMarkets 10, 61-73.

Dueker, M. J.,(1997)." Markov switching in GARCH gmesses and mean-reverting stock
market volatility’. Journal of Business and Econor@tatistics, 15(1):, 26-34.

Ederington L., (1979)." The hedging performancehs new futures markets’. The Journal of
Finance 34, 157-170.

Engle, R., F., (1982). ‘Autoregressive conditiomateroscedasticity with estimates of U.K.
inflation’. Econometrica, 50(4), 987-1008.

Engle, R. F., Lee, G., (1999). ‘A long-run and gtron component model of stock return
volatility’. In: Emgle, R., White H., (Eds.). Coigration, Causality and Forecasting.
Oxford Univesity Press.

Fama, E.F., French, K.R., (1988). ‘Dividend yielaisd expected stock returns’. Journal of
Financial Economics 22, 3-25.

Fama, E.F., French, K.R., (1989). ‘Business cooiitiand expected returns on stocks and
bonds’. Journal of Financial Economics 25, 23—-49.

French, K., G. Schwert, and R. Stambaugh (1987ypé&€ted stock returns and variance,’
Journal of Financial Economics, 19(1), 3—29.

Ghysels, E., P. Santa-Clara, and R. Valkanov (2008gre is a risk—return trade-off after all.’
Journal of Financial Economics, 76(3), 509-548.

Glosten, L.R., Jagannathan, R., and Runkle D.B93)L ‘On the relation between the expected
value and the variance of the nominal excess remnrstocks.” Journal of Finance 48, no.
5, pp. 1779-1801.

20



Goldfeld, S., M. and Quandt, R., E., (1973), ‘Tastimation of structural shifts by switching
regressions’, Annals of Economic and Sociaabirement 2, 475-485.

Gray, S.F., (1996). ‘Modelling the conditional distition of interest rates as a regime-
switching process.’ Journal of Financial Econordigzsno. 1, pp. 27-62.

Hamilton, J.D., (1989). ‘A New Approach to the Eoamic Analysis of Nonstationary Time
Series and the Business Cycle.” Econometrica 572 nop. 357-384.

Hamilton J. D., (1990), ‘Analysis of time seriesbgct to changes in regime’. Journal of
Econometrics, 45, 39-70.

Hamilton, J. D. and R. Susmel, (1994). ‘Autoregres<Conditional Heteroscedasticity and
changes in regime’. Journal of Econometrics 64;383.

Johnson L., (1960). ‘The theory of hedging and slaion in commodity futures’. Review of
Economic Studies 27, 139-151.

Klaassen F., (2002). ‘Improving GARCH volatility recasts. Empirical Economics’, 27(2),
363-394.

Krolzig, H.-M. (1996). ‘Statistical analysis of cwegrated VAR processes with Markovian
regime shifts’. SFB 373 Discussion Paper 25/1996nbbldt Universit'at zu Berlin.

Kroner K. and J. Sultan, (1993). ‘Time-varying distitions and dynamic hedging with foreign
currency futures’. Journal of Financial and Quaititie Analysis 28, 535-551.

Lamoureux, C.G. and Lastrapes, W.D., (1990). ‘B&zace in variance, structural change, and
the GARCH model’. Journal of Business & EconomiatiStics 8, 225-234.

Ledn, A., Nave, J. Rubio, G., (2007). ‘The relatibip between risk and expected return in
Europe’. Journal of Banking and Finance 31, 495-512

Lien D., (1996). ‘The effect of cointegration redmiship on futures hedging: A note’. The
Journal of Futures Markets 16, 773-780.

Ludvigson, S.C., Ng, S., (2007). ‘The empiricalkfigturn relation: A factor analysis
approach’. Journal of Financial Economics 83, 1222

Malik, F., (2003), ‘Sudden Changes in Variance "othtility Persistence in Foreign Exchange
Market'. Journal of Multinational Financial Managent, 13(3), 217- 230.

Marcucci, J. (2005), ‘Forecasting volatility witheBme-Switching GARCH’. Studies in
Nonlinear Dynamics & Econometrics 9(4), Article 6

Matallin, J. C., Ferndndez, Ma. A. and Aragd, \0@2): ‘Sincronizacion de fondos de inversion
y volatilidad del mercado’. Revista de Economiaiéguda, 35, 125-159.

Mayfield, S., (2004). ‘Estimating the market riskemium.’” Journal of Financial Economics 73,
pp. 867-887.

Merton, R.C., (1973). ‘An intertemporal asset pricimodel.” Econometrica 41, no. 5, pp. 867—
888.

Myers, R. J. and Thompson, S. R., (1989). ‘Genezdlioptimal hedge ratio estimation’.
American Agricultural Economics association 71,-868.

Myers R., (1991).Estimating time varying optimaédge ratios on futures markets’. The
Journal of Futures Markets 11, 39-53.

21



Nelson D. B., (1991). ‘Conditional heteroskedastidn asset returns: A new approach.’
Econometrica, 59(2), 347-370.

Park T. and L. Switzer, (1995). ‘Bivariate GARCHiemtion of the optimal hedge ratios for
stock index futures: A note.’ The Journal of Futukéarkets 15, 61-67.

Sarno, L., Valente, G., (2000). ‘The cost of canmgdel and regime shifts in stock index futures
markets: An empirical investigation.” The JournBFatures Markets 20, 603-624.

Scruggs, J., (1998). ‘Resolving the puzzling imenporal relation between the market risk
premium and conditional market variance: A two-ta&pproach.’ Journal of Finance 53,
575-603.

Scruggs, J., Glabadanidis, P., (2003).” Risk preamd the dynamic covariance between stock
and bond returns.’ Journal of Financial and Quatiié Analysis 38, 295-316.

Sentana E., (1995). ‘Quadratic ARCH models.” Revid\WiEconomic Studies, 62, 639-661.

Susmel, R., (2000). ‘Switching volatility in privainternational equity markets’. International
Journal of Finance and Economics 5, 265-283.

Whitelaw, R. F., (2000). ‘Stock Market Risk and et An Equilibrium Approach.’ Review of
Financial Studies. 13 321-347.

Wilson, B., Aggarwal, R., Inclan, C., (1996). ‘Detiag volatility changes across the oil sector’.
The Journal of Futures Markets 47, 313-330.

22



CHAPTER 1

RE-EXAMINING THE RISK-RETURN RELATIONSHIP:
THE INFLUENCE OF THE FINANCIAL CRISIS, 2007-2009

Abstract

This paper analyzes the risk—return trade-off inrojpe using several empirical
methodologies: GARCH, MIDAS and Regime-Switching RB&H considering the

impact of the last financial crisis. It is showratlwhen non-linear patterns in the risk-
return trade-off are considered, a significant pesirisk—return relationship can be
obtained. This result is robust among countriespitiesthe short span used in the
empirical analysis (Lundblad, 2007) and the no wmaration of an alternative

investment set (Scruggs, 1998) suggesting thatlable of significance in previous

studies may be due to strong linear assumptiontheénmodelling of the risk-return

trade-off. The risk premiums obtained are highantim previous studies, due mainly to
the impact of the financial crisis. Although riskiges in different countries exhibit

different patterns during the crisis, the extremmlgrease of non-diversifiable risk
during this period explains the higher risk premsunbserved.
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1. Introduction

One of the most discussed topics in financial epuo® is that tries to establish a
relationship between return and risk. There areersdvattempts to explain and
understand which are the dynamics and interactiofiewed between these two
fundamental variables. From a theoretical framewarke of the most cited works
analyzing this risk-return trade-off is the Merten(1973) ICAPM model. Merton

demonstrates that there is a linear relationshiwdsn conditional excess market return
and its conditional variance, and with its covacamith investment opportunities:

My —T; :AUfA +BXM,S (1)

where g, —r, is the excess return of the portfolio over thek4free assety’, is the

conditional variance of excess market returns (knm@s idiosyncratic portfolio risk),
Xu s Is the conditional covariance between excess magkerns and the state variable

that represents the investment opportunities (knasvhedge component), and A, B are
the prices of these sources of risk.

Despite the important role of this trade-off in tieancial literature, there is no clear
consensus about its empirical evidence. In therétieal framework, all the parameters
(the risk prices A,B) and the variables (the sosiroé risk) are allowed to be time-

varying. However, to make this model empiricallpciable one must make several
assumptions; the most common is considering consisi prices (Goyal and Santa-

Clara 2003, Bali et. al 2005). Another common ag#ion is considering a set of

investment opportunities constant over time, remgirthe market risk as the only

source of risk (Glosten et al. 1993, Shin (200%)ndblad (2007)). It is also necessary
to assume specific dynamics for the conditionabsdcmoments. The most common
are the GARCH models (Bollerslev 1986). Finallye #mpirical model is established in
a discrete time economy instead of the continuaose teconomy used in the

equilibrium model of the theoretical approach.

Given the assumptions mentioned above, there ang papers explaining alternatives
empirical models in order to obtain favorable ewitke as suggest the theoretical
intuition. The methodology most commonly used ia #mpirical analysis of the risk-
return trade-off is the GARCH-M approach (Engle &t(1989)). This framework is
simple to implement but the results obtained atenopoor at best. In a recent paper,
Lundblad (2007) shows that the typically insigraint relationship between the market
risk premium and its expected volatility may be doea statistical artifadtof the
GARCH-M framework. A large data span is required tms approach to find
successfully a positive risk—return trade-off, sihmapin the Monte-Carlo simulation that
even 100 years of data constitute a small sampla fivhich one is forced to make
inferences, obtaining sometimes no favorable ewéefhat paper reveals that for the
analysis of the risk-return trade-off using a skwoi$pan’ data, the GARCH-M approach

° Small sample inference is plagued by the fact tmatditional volatility has almost no explanatory
power for realized return.
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usually obtain disappointing results and that mayone of the main causes of the
controversial existing in the literature.

Therefore, we need alternative approaches to thal SARCH-M methodology in
order to analyze the risk-return trade-off in a r&do‘span’. The main important
frameworks developed in the financial literatur@ @ne followings. Ghysels et al.
(2005) propose an alternative empirical methodokoggounteract the disadvantages of
the GARCH-M estimations, using different data freqgcies to estimate the mean (with
lower data frequency) and the variance (with higldeta frequency) equations.
Ludvigson and Ng (2007) use a factor approach tmnsarize a large amount of
economic information in their risk—return trade-affialysis. Bali (2008) proposes an
alternative approach considering not only the tseeées dimension of the portfolio
market but also the cross-sectional dimensionéletvs the consideration of the whole
market. Whitelaw (1994) uses an instrumental véembpecification for the conditional
second moments. Harrinson and Zhang (1999) useanametric techniques in their
study instead of the parametric approaches usedealdhitelaw (2000) and Mayfield
(2004) employ methodologies whereby states of tbddvare essentially defined by
volatility regimes.

Among these approaches, some of them use informaiid only about the market
portfolio but also about additional risk factorsclswas other asset portfolios, economic
indicators, etc. extending their empirical model aomulti-dimensional framework.
However, there are several alternatives that tighbtain favourable evidence using only
the information in the market portfolio. These amwmhes modify the empirical
methodology to overcome the limitations of the itiadal GARCH-M methodology.
These main alternative framewotksare the inclusion of Regime-Switching in the
empirical model, and the use of the MIDAS regreassithe first one proposes a non-
linear relationship between return and risk whiglbased on an equilibrium framework
developed in the paper of Whitelaw (2000). Thisotké&cal framework is slightly
different from Merton’s approach because a compleq-linear, and time-varying
relationship between expected return and volatiitgbtained. The second one presents
an alternative specification, the MIDAS regressitor, modelling conditional second
moments against GARCH models.

This paper analyzes the risk—return trade-off imolgpa and tries to shed light to the
dynamics between these two variables in a shosgan’” analysis. The main result
obtained is that a non-linear specification is 8eaey to reflect a positive and
significant trade-off between return and risk. Whseaveral volatility states are
considered, the risk—return relationship becomesifstant, even ignoring possible
changes in the set of investment opportunities. Wheear patterns in the risk
specification (GARCH and MIDAS) are considered, significant relationship in any
market could be obtained. More specifically, whem-linear patterns are considered
(RS-GARCH models), a positive and significant traffebetween return and risk for

19 Non-parametric GARCH could be viewed as an altéradrom the traditional parametric GARCH-M
estimation but exhibits similar problems. Therefarés not included in the study.

25



the state that governs the variance process isnebotaHowever, for the secondary state
(the state that does not govern the volatility pes}, this relationship becomes
insignificant. These results are robust for all gheck indexes analyzed. Furthermore,
we also find a significant trade-off between retan risk in secondary volatility states
in markets such as Spain and the United Kingdorar afontrolling for the global
financial crisis from 2007—2009. This result shahet the lack of empirical evidence in
previous studies may be due to a strong assumetiarinear risk-return relation rather
than non-linear and reveals the perils of usingdmframeworks in order to analyze
empirically this trade-off.

The principal contributions of our paper are asofes. First, we show that a positive
and significant risk—return trade-off is obtaindteaconsidering non-linearities in the
conditional variance process even ignoring the Bedgmponent. Secondly, we show
the evolution of the risk premium in Europe in n&cgears, including the period of the
global financial crisis, and, finally, we analyzehather the risk premium and its
components (risk-price and non-diversifiable ripk@sent different patterns during this
period.

The remainder of this paper is structured as faldBection 2 describes the data used in
the study and develops the methodology. Secti@p8rts and analyzes the main results
obtained. Finally, section 4 summarizes.

2. Data and methodology

We use 1130 weekly excess returns for the period between January a888August
2009 for the GARCH and RS—-GARCH specifications. iliddally, we use dail}f data
for the same sample period for the MIDAS model. ésscreturns are computed using
the log-returns of the main European stock inde3EWostoxx (Europe hereafter),
subtracting the proxy for risk-fré& investment. The index data is obtained from
Datastream, and the risk-free rates from InternafioFinancial Statistic& For
robustness, we also use data from some Europeantriest? such as France (CAC-40),
the United Kingdom (FTSE-100), and Spain (IBEX-35ample periods and databases
are the same as for the European case.

In next subsections we develop the methodologygseg in each one of the empirical
models that we use to analyze the risk-return tidtle

1 Following papers such as Capiello and Fearnle@®r Ghysels et al. (2007), we analyze this
relationship using weekly data rather the monttdtadused in other studies Even though there aghtsli
differences in the parameter estimations usingedifit data frequency, there is no particular redisah
the conclusions in this study should be affectedhayselection of data frequency. Some authorsnema
on this point in their studies (Lundblad 2007).

2 MIDAS approach proposes the estimation of the negaration using low frequency data (in our case
weekly data) and high frequency data for the vaeagquation (daily data in our case).

13 Following Leon et al. (2007), we use an equal-Wibd average of the suitably compounded monthly
market money rate of Germany, France, the Unitedgdm and Spain as a proxy for risk-free
investment in Europe.

1 For brevity, the descriptive statistics are notspreed, but they are available from the authorsiupo
request.

!> For individual markets, a compounded monthly markeney rate for each country is used as the
proxy for the risk-free investment.
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2.1. Standard GARCH

The first approach is the traditional GARCH-M modé¢lEngle et al. (1987). This
framework is the most used in the financial litaeratto study the risk-return trade-off
despite the problems explained above.

The mean equation is defined as follows:

r=c+Ah+g & ~N(Oh) 2)
wherer, is the excess market retur,is the conditional variance ar&l represents the
innovations, which are assumed to follow a nornistridbution.

In this approach, the conditional volatility is alsted as in Bollerslev (1986):
&=hz z~ N0,  (3)
h =w+aeg?, + B, (4)
where g + ,5’ <1 guarantees the stationarity of the process.

We estimate this first model using the Quasi Maxmrukelihood (QML) function of
Bollerslev—Wooldrige (1992) that allows us to ohtabbust estimates of standard
errors.

_(ft)z
e ™ (5)

L(6) :im[f (r.Q:6)] where f(1,Q,;6)=(27h)

t=1

NP

However, this approach has not presented favoumdtience on the significance of the
risk aversion parameter in many previous studieshsas Baillie and De Gennaro
(1990), Glosten et al. (1993), Shin (2005), Leoalef2007)).

2.2. Regime-Switching (RS) GARCH

An explanation for these results may lie in a wrapgcification for the relationship
between risk and return that follows non-lineaheatthan linear patterns. Therefore, an
immediate extension is to consider non-lineariireghis trade-off against the linear
framework usually implemented. We use a Regime @wig (RS)-GARCH
specification, based on a model originally proposgdHamilton (1989) that allows us
to distinguish between different volatility staggsverned by a hidden state variable that
follows a Markov process.

In this model, the mean equation is not exacthsl®wn in Equation 2 because it is
state-dependent:

s =Cs +/]$ht§+£t{5 4™ N(O’h,tts) (29
wherer

t,s?
S =1 (state 1), or 2 (state 2).

h, and ¢, are the state-dependent returns, variances andatioos, and
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The state-dependent innovations follow a normalkribigtion, with two possible
variances depending on the state of the process.stdte-dependent variances are
modelled as in Equation 4 allowing different partéen® depending on the stite

s =hsz z~ NO,D) (3)

hg =w+a.el,+B.h,, (4)

The shifts from one state to another are goverryea lidden state variable following a
Markov process with transition matrix

ﬁ—( Prs=ds.=9=p P(s={s=13= @& g
Pr(s =2s,=9=@p) P(s=2s=2=q

Because of this state-dependence, the model isoewrically intractable. We must
therefore obtain state-independent estimates ddvess and innovations. We averaged
out according to the ex-ante probabiiftef being in each state (Dueker (1997)).

h=P(s=1Q.,:8) h..,* {$=2Q,.,0) h., (@)

£ =P(5=20;0)¢. .+ P(s=2Q:0)¢,.-, (8)

(6)

where h and &, are the state-independent variances and disturbamck

P(s=1Q.:6)= p* A ,=1Q_;0)+(1- 9 R 5,=2Q,_,;6) (9)
and
P(s5=2/Q.;8)=1- P(s=1Q,,:0) (10)

are the ex-ante probabilities, where
P(s=HKQ.:0) f(1]s= kQ;6)
2 P(s= Kii6) f( e = kQ:;6)

2
k=1

P(s=KQ;:6)= (11)
for k=1, 2 are the filtered probabilities.

We estimate this model, maximizing the QML functiof Bollerslev-Wooldrige
(1992), weighted by the filtered probability of bgiin each state.

_(‘%v%)z
G (5)

NI -

L(H):iln{kZ:‘P(s: KO, 6) f( r,Ql;ﬁ)} where (tlitsQ[;H):(Zﬂtg)_

t=1

'® Following Capiello and Fearnley (2000), to faeilé convergence, the constant variance term is not
allowed to switch between regimes.

" See e.g. Gray (1996) or Dueker (1997)

'8 Following Hamilton (1994), the ex-ante probabilisydefined as p(s = k‘Q‘_l;g) for k=1,2 i.e. the

probability of being in the "kstate, given the information up to t-1.
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2.3. MIDAS regression

In recent years, a new methodology has been des@ldp capture a significant
relationship between return and risk using datanfaifferent frequencies to obtain
expected returns and variances, namely, MIDAS (Blikata Sampling) regression,
Ghysels et. al (2005) (hereafter GSV). These aatfmund evidence of a significant
positive trade-off between return and risk and arthat MIDAS allows the use of
monthly returns in the mean equation and dailyrnstin the variance equation. We use

this specification with weekly returng, J combined withD daily*® lag squared returns
(R?) to obtain the weekly variance; i.e., the meanagiqa of this model is similar to
Equation 2.

rr=c+AVAR[)+& & ~ N(O,VAR,D)

However, the MIDAS estimator of weekly conditionariance is a function dd lag
squared daily returnsRf):

VAR(Y) :iw( K.k, d R, (12)

_ exp(k1d+ kzdz)

> exp(ki +k;i°)

(13)

where w(k,, k,, d)

is the weight functioff.

Assuming normality in returns, ~N(c+AVAR(y), h), we estimate this model by
maximizing the Bollerslev-Wooldrige QML functions &n Equation #.

2.4. Asymmetric case

The symmetric models presented above can easigxtended to the asymmetric case
in which the variance responses more after negaéitegns than after positive returns
(leverage effect). For GARCH and RS—-GARCH models aggl a new variable

n, = min(st,O) in the variance process using the asymmetric GJ&ei(&losten et al.
(1993)).

¥1n the original specification, these summationsiafiite. We truncate them at 250 daily lag sqdare
returns to estimate the weekly variance.

2GSV develop several weight functions for the MIDASimator, but due to its tractability, the Almon
Lag specification is the most frequently used m ltterature.

2L Although some authors estimate this specificatidth Won-linear Least Squares, GSV used the QML
estimate in their original paper.
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These models are estimated in a similar way to fmasented above, substituting
Equations 4 and 4" for 14 and 14" respectively.

h=w+ag’ +ph, +an.,° (14)
h,q =wt asgtz +B§ ht—l + 55,7 t—12 (14,)

We estimate the MIDAS model for the asymmetric caglestituting Equation 12 for
Equation 15:

Var(1) =6 (K ks, d) & Lo +(2-6) Yk K ) By L, (15)

d=0 d=0

where 8,k ,k; , k', K are the parameters to be estimated, Andl_, are the indicator
functions for {rt_d <0} and{rt_d > 0} , respectively. We use Equations 5 and 5" again
to estimate these models.

3. Empirical results

In this section we present the main empirical ingdi of our study. First, we show the
main results on the risk—return trade-off for therdpean case and then we check
whether these findings are supported in some iddali European markets. In the

remainder of the section, we analyze the risk puemevolution and the influence of

the financial crisis (2007—-2009).

3.1 Estimations for Europe

The estimated parameters for the models propogsetthéoEuropean case are shown in
Table 1.

[INSERT TABLE 1]

The results for the GARCH model are similar to thgsesented in the literature, cf.
Glosten et al. (1993), Shin (2005), Leon (2007)e Tésults indicate a positive but non-
significant relationship between return and riskeestimated risk aversion coefficient
is similar to other studies that obtain estimatiethis parameter between 1 and 4 for US
datd&?, Bali (2008). Furthermore, the variance paramepeesent the typical patterns
reported in the literature with a high persistentéhe GARCH term. This fact has led
some authors ((Lameroux & Lastrapes (1990), Maiic(2@05)) to consider different
regimes for the variance process. They suggestiftila¢se regime shifts are ignored,
GARCH models tend to overestimate persistence iioge of financial instability and
underestimate it in calm periods.

The RS-GARCH estimations show some interestingirfggl In this case we can
associate state 1 with low volatility periods andtes 2 with high volatility periods
because the median of the estimated volatility athe state is 2,584 and 3,687

2 The risk aversion coefficient is divided by 10@&ese we are using excess returns multiplied by 100
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respectively. Fog =1, corresponding to the low volatility state, thésea significant
positive relationship between return and risk. Tibk aversion parameter for this case (
As[ =1) has a value of approximately 3.5. Another imparténding is related to the

variance parameter estimates in this state. Thagpence of the GARCH term is even
greater than for the non-switching case. This famtfirms the evidence from the
literature (Marcucci (2005)). This author concludlest in low volatility periods there is
a greater persistence in variance and it is untiera®d if this regime switching is
ignored.

For the states =2 we obtain a positive but non-significant relatioipsbetween return

and risk. Moreover, the risk aversion coefficierﬁqéz) is lower than for the low

volatility regime. This finding is not consistentitivthe spirit of the theoretical models
that suggest that higher volatility should be congaged with higher returns. However,
some papers such as Mayfield (2004), Lettau andvigadn (2003), and Lundblad
(2007) found the same evidence. This fact indic#ttas in high volatility periods the
investor’s risk aversion is lower. This may be daehe existence of a different risk
price depending on the volatility regime. An invastt considered too risky in calm
periods (low volatility) is less risky when therge a period of market instability with
more uncertainty and any investment involving rigkis finding also could be
explained by investors’ characteristics in highatitity states. In these periods, the
more risk-averse investors leave the market, kptiive less risk-averse investors adjust
the price of risk according to their less demandmgferences. However, the
specification presented here may be confounding&ep returns with realized returns,
particularly in the less common high volatility s (corresponding generally with
recession periods) often associated with low ornewegative markets returns
(Lundblad, 2007).The estimated parameters for #ugamce equation show a lower
persistence of the GARCH term and a higher preseficghocks in the volatility
process. The reason for this finding is that inhinglatility periods there are a high
number of shocks. The persistence is overestimatédyh volatility periods if regime
switching is ignored (Marcucci (2005)).

Also note that the expected durafidfor the low volatility state is approximately 12
weeks, about 4 times higher than the high volgtdtate. Figure 1 shows the smoothed
probabilitie$* of being in state 1 for the sample period.

[INSERT FIGURE 1]

The bottom of Table 1 shows the results for MIDA8tmdology. The main difference
between this and previous models is the differemtia drequencies used to obtain

23 We obtain the expected duration of being in etate § =1,2 as_ 1 and _1 respectively
1-p 1-q
4 The smoothed probability is defined as the prdiighif being in each state considering the entire

rlormaton s -1 o)« o =10, 0] 2l | oo p T2
+1 t? %1 t
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expected returns (weekly data) and variances (d@its). The risk aversion coefficient
is similar to that obtained in other models. Theuls indicate a positive but not
significant relationship between return and riskr @sults are different from previous
studies that obtain favourable evidence using thisthodolog$®. The variance
estimates also indicate a high degree of persisidmecause a great number of daily
lags are needed to accurately estimate the vari&@mecifically, 25.64% of the total
weekly variance corresponds to the first 10 daaly-leturns, 44.51% to the 10-30 daily-
lag returns, and 34.11% to higher lags.

Table 2 shows the estimates for the mean equatidhel asymmetric case. Basically,
the estimates for the risk aversion coefficient sirailar than those obtained for the
symmetric case in all specifications and suppod #bove findings showing the
consideration of leverage effect has no impact len dignificance of the risk-return
trade-off.

[INSERT TABLE 2]

3.2 Estimates for European countries

For robustness, Table 3 shdWthe estimates for the mean equation in the synimetr
case for three European countries: France, theediingdom and Spain. Basically,

the estimates for the risk aversion coefficient similar to those obtained for the

European case in all specifications and supporfiodings.

[INSERT TABLE 3]

GARCH and MIDAS specifications still provide norgsificant estimates of the risk—
return trade-off in all cases presented. The RS—GHARmodel shows significant
estimates in the low volatility states in France &pain, but in the United Kingdom we
obtain the significant trade-off in high volatilistates. Introducing non-linearities in the
variance process we obtain a significant relatignbletween return and risk in the state
that dominates the variance process. This factdcbal observed most clearly by the
smoothed probabilities of being in each state asvahin Figure 2.

[INSERT FIGURE 2]

The figure represents the probability of being ifow volatility state in the three
countries considered. In France and Spain the psocdiows the low volatility state in
most of the sample. However, the high volatilitgtstdominat&s the variance process

% These differences may be due to our use of misdgt dnd weekly data, while most studies use mixed
daily (variance) and monthly (returns) data, asGimysels et. al (2005) and Leon et. al (2007). Some
studies analyzing risk premium with MIDAS and wee#thta in returns with statistical significancettod

risk aversion parameter use intraday data (Ghyeds. (2007)) in the variance equation. Howevee, t
consideration of the financial crisis period in #@pirical analysis could blur the evidence inreedr
framework.

% For brevity, we only show the estimates for thmsyetric case. The results for the asymmetric cese a
essentially the same and support our findings. @hestimates are available from the authors upon
request.

2" The number of periods in which variance procesiis low volatility state (low volatility state
probability lower than 0.5) in Spain, Europe andriee is slightly greater than for high volatilitates
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in the United Kingdom. Therefore, significant esabes of the risk-averse coefficient in
the state that dominates the variance processhéaeed. Following our findings, only
when the process is in the main state which govrasconditional second moments
dynamics do we observe a clear relationship betw&pected return and risk; when the
market is out of this dominant state, the risk-retelationship becomes insignificant.
This result may suggest that only a significank-risturn trade-off is observed under
market ‘normal’ conditions. When the market is gcendary states this relationship
between return and risk becomes non significanbn§tassumptions of a linear relation
between return and risk could lead to model misfipaton and an inability of the
empirical model to capture a significant risk-retwelationship since the existence of
periods where a risk-return trade-off is not obedncould lead to non-significant
estimation of this relation for the entire sample.

3.3. Risk premium evolution in Europe

Figure 3 shows the risk premium evolution in Euf8giring the sample period. The
risk premium is given bylh where A is the risk aversion (or also the risk price im ou

case) parameter andy represents the non-diversifiable risk obtained &ach

methodology. For the RS—GARCH specification we wbthe two variables described
above with a weighted average using the filter philities (similar to method use to
obtain independent variances and disturbances).

[INSERT FIGURE 3]

The figures show similar patterns for the risk pitem evolution. The premiums only
differ by the scale of the risk price, because riskposure is similar for all
methodologies. The high increase in the risk premin recent years coincides with a
period of high financial instability. The medfarof the weekly risk premiums series
shows that over the past 20 years the risk preminnturope has remained at
approximately 4% to 7% per anntimWe present in Table 4 an average risk premium
(using the median of risk premium series) for ther fstock market indexes considered.

[INSERT TABLE 4]

The risk premiums obtained present a higher or tovadue depending the market
considered. Spain and France are markets with laehigsk premium demanded by
investors whereas Europe and the United Kingdonwdloaver risk premiums. In all

markets observe that RS-GARCH risk premiums arehigbest. All these premiums
represent higher values than the 3% to 5% obtamedher studies for US data (Bali

(589, 583 and 591 periods) but in the United Kingde the opposite (only 396 periods in a low vdilsti
state).

% We only show the risk premium evolution for Eurppat the risk premium evolutions for France, the
United Kingdom and Spain are available from thédharg upon request.

2 \We use the median rather the mean of the conditisecond moments as a proxy for the average non-
diversifiable risk in each period because it is laffected by outliers.

%0 For the sake of brevity the descriptive statisfims the risk premiums are not shown, but they are
available from the authors on request.
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(2008)) without considering the global financiailss. One of the reasons of the higher
risk premium obtained in this paper may be dudéorécent years of financial crisis.

3.4. Influence of financial crisis on the risk piem

To check the influence of the more recent financrais, we analyze both the risk
aversion coefficient and the non-diversifiable ridistinguishing the period from
August 2007 to 2009. We analyze this possibilitgeaese a structural break is detected
around this period. We use an ICSS algorithm (Satsi.(2004)) to detect potential
structural breaks that may affect the trade-offveen return and risk and do we obtain
a common sudden change around the observation @R0uly 2007) for all series
consideretf.

We introduce a dummy variabld() into the mean equation that takes a value ofr O fo

periods prior to August 2007 and a value of 1 fer periods corresponding to August
2007-2009, following (15):

I :C+/]1hl +/]2h D +¢ &~ N(O, h) (15)

The conditional second moments are obtained usiaghree different specifications
presented in this paper.

Table 5 shows the risk aversion parameters anddheliversifiable risk distinguishing
the two periods presented above (1988-2009 and AWw07-2009). Panel A shows
the estimated risk-aversion parameters for the meguation using the different
symmetric approaches distinguishing the periodefglobal financial crisis 2007—-2009
for the different markets considered. The robustats are presented in parenthesis.
Panel B shows the median of the estimated variaades using each methodology (in
the RS—GARCH model we present the estimated vagiforcthe two states) for the two
periods considered as a proxy for the non-divexsié risk in each market.

[INSERT TABLE 5]

Panel A shows non-significant estimates for th&-msturn trade-off in GARCH and
MIDAS specifications in all cases considered. Eadter controlling for the crisis
period, these methodologies cannot reflect a saamif relationship in the risk aversion
parameter. However, with the RS—GARCH framework @e@ obtain a significant
positive relationship in the state that governsgioxess in all markets. This significant
trade-off is also observed in the secondary vahaskates in markets such as Spain and
the United Kingdom when we control for the finaha@asis period.

Moreover, another interesting result is obtainedh@ RS—-GARCH case. In markets
such as Spain and the United Kingdom, the paramktés negative and significant for

the high volatility regimes (which domindfethe period October 2007—2009). This
indicates a reduction of investor risk aversionthis period. The results show two

31 The exact period for the structural change viighy among countries, but is close to the date
mentioned above.

%2 See Figures 1 and 2. In this period the probghilitbeing in a high volatility state is higher thenat of
being in a low volatility state.
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patterns in the risk price evolution during theaficial crisis corresponding to France
and Europe in one side and Spain and United Kingdonthe other side. These
differences among countries coincides to the resalitained in Laporta et al. (1999)
and Schmeling (2009) that found significant diffezes in the returns patterns of these
countries (mainly France and Europe versus Spaihthe United Kingdom) due to
idiosyncratic cultural parameters (such as the storesentiment) or due to different
ownership structure of the firms in each countriye Tntuition of the result obtained in
Spain and United Kingdom about a decrease of fkepriice in the high volatility state
IS not easy to see and could be due to a wide rahdactors which are difficult to
validate empirically (risk aversion level, investmehaviour). A possible explanation of
this result may be the more averse investors tendave the market letting the riskier
investors to establish a lower price per unit skiin Spain and the UK. In contrast, in
market such as France and Eurehes positive and significant for low volatility s&s

during the crisis period. In these markets, theenm@k adverse investors do not leave
the market and continue to work in a context ofkagjitters, demanding a higher risk
price in accordance with their conservative prafees.

Panel B shows the median of estimations for thediversifiable risk in each model.
All models capture a high degree of risk during #@®7-2009 period caused by the
financial crisis occurred. Among the linear mod@#RCH and MIDAS), the MIDAS
approach often leads to higher estimation of rigknd) this period. The results for the
RS-GARCH also reflect an increase in estimatedtiityafor both states (low and high
volatility) during this period. Therefore, despithe differences in the risk price
observed in each market the common increase ofdn@rmsifiable risk leads to the
higher risk premium obtained in figure 3.

4. Conclusion

This paper analyzes the risk—return relationshipdifferent European stock indexes
considering the influence of the most recent fimancrisis (2007-2009). We
demonstrate that, even ignoring the hedge comppaesignificant risk—return trade-off
iIs obtained when non-linear dynamics for conditlomalatility (Regime Switching—
GARCH) is considered. Only when we consider thigipalar dynamic for the risk-
return trade-off do we obtain the results suggestdte theoretical model for the state
that governs the volatility process. Linear speations (GARCH, MIDAS) lead to
non-significant estimations for the risk—returndeeoff in all markets considered. The
omission of the hedge component does not biasdghé&isance of the relationship if the
second moments are estimated adequately. Thesksré®bust across all markets)
support the evidence that the lack of significamcgrevious studies may be due to
strong linear assumptions in the modelling of tisk-return trade-off. Furthermore,
after controlling for the period of financial cssiwe increase the favourable evidence
for the RS—GARCH specification in some marketsaoiig a significant trade-off not
only in the dominant state of volatility process blso in the secondary state.

The risk premium estimates for Europe are genetaigjher than that obtained in
previous studies for US data, due mainly to theogeof financial instability generated
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by the global crisis of 2007—-2009. We obtain arrage risk premium between 4% and
8%, depending on the market and the methodology. Udéhough the risk prices show
different patterns depending on the market consttlghere is a common and extremely
high non-diversifiable risk observed in all Europemnarkets during the recent financial
crisis period. This is the main cause for the as¢éhe market risk premium demanded
by investors during the financial crisis period.

The differences between risk prices across cownstew different patterns in investor
behaviour in pricing the risk during the financaisis (2007—2009). In Spain and the
United Kingdom, the results present a lower rigkgofor high volatility states, whereas
in France and Europe (DJEurostoxx), a rise in thmesgeprices for low volatility states
is observed. The profile of the investors who s$tdde in the market in times of market
jitters and the idiosyncratic cultural parametereach country considered may be the
reasons of this differential behaviour in the fglce among countries.
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TABLE 1. Estimated parameters for symmetric modelsn Europe

Pandl A. GARCH estimates

c A w a B LL
Coefficient| 0.0624 0.0160 | 0.1022 | 0.1335 0.8644 -2583.56
(t-stat) | (0.0830) | (0.0127) | (2.1290)| (4.4322) | (41.1728) '
Panel B. RS-GARCH estimates
Cs=x As=i Wy =« 5=« Bi= P g
szl 0.1320 0.0348 | 0.1341 | 0.0567 0.8822 | 0.9752 | 0.5838
C‘(’te;ft'gsm (1.6460) | (2.4151) | (3.3743)| (1.3806) | (25.6158)| (115.75)| (6.0001)
SZZ LL
o -4.7834 | 0.0243 | 0.1341 | 0.3041 0.6842
C‘(’te;ft'gsm (-4.8147)| (0.5992) | (3.3743)| (3.4892) | (7.6367) -2542.32
Panel C. MIDAS estimates
: % weights :
% weights % weights
¢ A K days 1-5 da;golo- days >30 LL
Coefficient| 0.0007 | -0.0357 | 0.0016 o 0 orl
(t-stat) | (1.0042)| (-0.2689 | (5.3599) 25.64% 44 51% 34.11%| -3805.79

This table shows the estimated parameters for the different models presented in the paper (t-statsin

parenthesis).

39




TABLE 2. Estimated parameters for asymmetric models

Panel A. GARCH

Panel B. RSGARCH

Panel C. MIDAS

c /]1 State C /]1 C /]1
=1 -0.7088 0.3760
0.0695 | -0.0062 (-0.9468)| (1.9765)| 0.0907 | -0.0280
(0.8781) | -(0.5149) | =2 | -0.1973 | 0.0139 | (2.8113) | -(0.9462)
(-1.4721)| (0.6412)

This table shows the estimated parameters for the mean equation using the different asymmetric
approaches presented above (robust t-stats in parenthesis).
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TABLE 3. Estimated parameters for symmetric modelsin different European

countries

Panel 1. FRANCE

Panel 1.B. RS-GARCH

Panel 1. C. MIDAS

Pand 1.A. GARCH
c A State c A c A
=1 -1.0316 0.3496
-0.0123 0.0209 (-1.8894)| (2.3583) 0.0004 0.0606
(-0.0986) | (1.2882) §=2 -0.6973 0.0331 (0.4619) | (0.0041)
(-1.9420)| (1.1219)
Panel 2. UNITED KINGDOM
Pand 2.A. GARCH Pand 2.B. RS-GARCH Pand 2. C. MIDAS
c A State c A c A
-1 -0.4911 0.3274
-0.0019 0.0181 (-1.0693) | (1.435) 0.0006 -0.0964
(-0.0207) | (0.9949) § = -0.8196 | 0.06544 | (0.8492) | (-0.5675)
(-3.1993) | (2.2581)
Pand 3. SPAIN
Panel 3. C. MIDAS

Panel 3.B. RS-GARCH

Panel 3.A. GARCH
c /]1 State c /]1 c /]1
- 0.2993 0.0352
0.0055 0.0178 (1.4880) | (2.0720) -0.0019 0.0250
(0.0508) | (1.1498) §=2 -1.8992 0.0149 (-0.0526) | (0.8026)
(-4.3101) | (0.2471)

This table shows the estimated parameters for the mean equation using the different symmetric
approaches for France, United Kingdom and Spain main stock indexes
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TABLE 4. Average risk premium for Europe

Panel A.- Risk premium with GARCH models

Europe France United Kingdom Spain

4.3931 % 7.5033 % 4.0352 % 5.9531 %
Panel B.- Risk premium with RS-GARCH models

Europe France United Kingdom Spain

7.3451 % 9.4471 % 6.6492 % 8.5273 %
Panel C.- Risk premium with MIDAS models

Europe France United Kingdom Spain

6.4314 % 8.8970% 5.3786 % 7.9675 %

Thistable shows the average risk premium estimated for 4 stock indexes during the sample period.
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Table 5. Influence of the global financial crisis o the risk premiums

Panel A.- Differencesin risk aversion parameters. Full sample (1988-2009) vs crisis period (October 2007-2009)

Risk ori 1.- EUROPE 2.- FRANCE 3.- UNITED KINGDOM 4.- SPAIN
IS rice
P GARCH RS-GARCH MIDAS | GARCH RS-GARCH MIDAS | GARCH RS- GARCH MIDAS | GARCH RS-GARCH MIDAS
el 0.5143 o1 | 0:2748 =1 0.3920 =1 0.3316
A 0.0177 (1.9881) | 0.0370 0.0313 (2.1804) | 0.0703 0.0255 (2.3189) 0.0140 0.0225 (2.6917) | 0.0652
1 (0.9304) | |, 0.0386 | (0.3469)| (1.4047) |  _, | 0.0436 | (0.5895)| (0.8488) | | _, 0.1465 (0.2841) | (1.0967) oo 0.1214 | (1.7752)
B (1.1661) | (1.1369) - (3.1886) - (2.6443)
el 0.4437 k1 | 0:2599 =1 0.5517 =1 0.1352
A -0.0037 (3.1267) | -0.1029 | -0.0208 (2.8980) | -0.0961 | -0.0106 (1.9910) | -0.0799 | -0.0101 (1.7898) | -0.1144
2 (-0.1233) | | , | -0.0476 | (-1.6911)[ (-0.839)| ,_, | -0.0503 | (-1.326) | (-0.316) | , _, -0.0883 (-1.611) | -(0.376) oo -0.0656 | -(1.067)
B (-1.4278) 7| (-1.467) - (-2.2745) - -(2.284)
Panel B.- Non-diversifiable risk: Full sample (1988-2009) vscrisis period (2007-2009)
Non'r?;‘l’(ers'f' GARCH RS-GARCH MIDAS | GARCH RS-GARCH MIDAS | GARCH RS- GARCH MIDAS | GARCH RS-GARCH MIDAS
k=1 2.5836 k=1 | 3.9635 k=1 2.3380 k=1 3.9052
h[88-09] 5.9300 3.7822 6.4040 5.9506 3.9503 3.2719 5.9300 5.5248
k=2 3.6872 k=2 | 7.8078 k=2 4.5438 k=2 4.0076
k=1 6.6148 k=1 | 4.9657 k=1 3.1705 k=1 6.6647
h[07-09] 8.2813 9.1857 8.6360 16.1326 6.1365 12.7150 8.2813 10.3975
k=2 8.6583 k=2 | 10.6774 k=2 7.1754 k=2 8.9858

Panel A showstherisk pricefor the full period considered and for the financial crisis period. Panel B shows the average non-diversifiable risk for these two periods.
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FIGURE 1.- Smooth probability for low volatility state in Europe
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This figure represents the probability of beingitow volatility state in Europe
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FIGURE 2.- Smoothed probability of low volatility state in each country
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These figures represent the probability of being low variance state in France, UK and Spain.
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FIGURE 3.- Risk premium evolution in Europe
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These figures show the risk premium Evolution irope for GARCH, RS-GARCH and MIDAS models
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CHAPTER 2:

THE RISK-RETURN TRADE-OFF IN EMERGING MARKETS

Abstract

This paper studies the risk-return tradeoff in sahthe main emerging stock markets
in the world. Although previous studies on emergmnarkets were not able to show a
positive and significant tradeoff, favorable evidencan be obtained if a non-linear
framework between return and risk is consideredndgJd5 years of weekly data
observations for 25 Emerging Markets MSCI indexLgin American, 9 Asian, 5
Eastern European, 3 Africans and 3 aggregate ifateXsia, Eastern Europe and Latin
America) in a Regime Switching-GARCH framework, deable evidence is obtained
for most of the emerging markets during low voisatiperiods, but not for periods of

financial turmoil or using the traditional linear®CH-M approach.
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1.- Introduction

The relationship between return and risk has mtad/dots of research in both the
theoretical and the empirical field for many yedriany of the asset pricing models are
based on this fundamental financial relationshipl @ahngood comprehension of the
dynamics of return and risk is essential to undetthese models. One of the most
cited theoretical works in the financial literatua@alyzing the relationship between
return and risk is Merton’s (1973) intertemporapital asset pricing model (ICAPM).
Merton shows a linear relationship between the etgoereturn on a wealth portfolio
and its conditional variance and its conditionalvartance with the investment
opportunity set:

E ( Rv,tﬂ) = { _JWWW} o, T { _JJWB} Ows: (1)

JW W

where J () is the utility function (subscripts represent parterivatives)W (-) is the
wealth functionB (-) is a variable that describes the state of imvest opportunities in

the economyk, ( RNM) is the expected excess return on aggregate wegjthand o,

are the conditional variance and the conditionatacdance with the investment

. W . . .
opportunity set an{ “]]WB} : {J‘M"’ } could be viewed as the risk prices of the sources
w w

of risk.

Despite the important role of this trade-off in tieancial literature, there is no clear
consensus about its empirical evidence. In a thieatdramework, all the parameters
(the risk prices in brackets) and the variables @burces of risk) are allowed to be time
varying (Campbell and Cochrane (1999), WhitelawO®). However, to make this
model empirically tractable one must make sevesaliaptions; the most common is
that of constant risk prices (Goyal and Santa-C{aé®3), Bali et al. (2005)). Another
common assumption made in the empirical analysteefisk—return tradeoff is that of
a set of investment opportunities constant ovee til@aving the market risk as the only
source of risk (Baillie and De Gennaro (1990), ®&aoset al. (1993)). Finally, the
empirical model is established in a discrete timenemy instead of the continuous
time economy used in the equilibrium model of theoretical approach. Many
empirical papers studying the risk-return use anmore of the assumptions explained
above.
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In the studies focused in the emerging marketsptbst common empirical framework
is the GARCH-M approach developed by Engle et 4B87). De Santis and
Imrohoroglu (1997) find some weak evideficéor a positive risk—return trade-off in
Latin American stock markets, but no evidence iostéhof Asia using weekly series
from December 1988 to May 1996 in a GARCH(1,1)-linfiework. Karmakar (2007)
estimates an EGARCH model for Indian stock markaia doetween July 1990 and
December 2004, finding no relationship betweenrretand risk. Chiang and Doong
(2001) estimate a TAR-GARCH(1,1)-M model using datam Hong Kong, South

Korea, Malaysia, the Philippines, Singapore, Taiwand Thailand. They find a
significant positive relationship in daily data,tlihe impact of volatility (or risk) on

market returns is weak in weekly data and insigaiit in monthly data. Shin (2005)
estimates both parametric and semiparametric GARCHodels using weekly data
from January 1989 to May 2003 to investigate tls&—tieturn trade-off in emerging
Latin American, Asian, and European stock markéte results show a positive but
insignificant tradeoff in most cases.

However, there are several important alternatioethé¢ usual GARCH-M methodology
in the financial literature. Ghysels et al. (20Q&ppose an alternative empirical
methodology to counteract the disadvantages of GA&RCH-M estimations, using
different data frequencies to estimate the meamh(Vewer data frequency) and the
variance (with higher data frequency) equationgiigson and Ng (2007) use a factor
approach to summarize a large amount of econonficenration in their risk—return
tradeoff analysis. Bali (2008) proposes an altéveadpproach considering not only the
time series dimension of the portfolio market bgbahe cross-sectional dimension that
allows the consideration of the whole market. White (1994) uses an instrumental
variables specification for the conditional secomdments. Harrinson and Zhang
(1999) use nonparametric techniques in their sinshgad of the parametric approaches
used above. Whitelaw (2000) and Mayfield (2004) lypmmethodologies whereby
states of the world are essentially defined bytldlaregimes.

Among the alternative methodologies to the GARCHHsimework existing in the
literature, in this paper is considered the RS-GAZCapproach following the papers
of Whitelaw (2000) and Mayfield (2004). This metlbaty is based on an equilibrium
framework developed in the paper of Whitelaw (2000)is theoretical framework is
slightly different from Merton’s approach becauseanplex, non-linear, and time-
varying relationship between expected return ardtiity is obtained.

As remarked above, the evidence of a risk—retiadewff in emerging markets using
the GARCH-M approach is poor. In a recent papendblad (2007) shows that the
typically insignificant relationship between the nket risk premium and its expected

% These authors find essentially no evidence oflatiomship between expected return and country-

specific volatility, which is our main point in thipaper; but when they generalize the model asgumin

regional or global international integration, thfétyd support for a reward-risk relationship in lmati

American countries.

% The main reason for this choice is that this frawm introduces non-linearities in the analysishef
risk—return trade-off against the linear relatiapstf the GARCH-M framework.
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volatility may be because of a statistical artitacf the GARCH-M framework. A large

data span is required in this approach to find sssftlly a positive risk-return tradeoff,
showing in the Monte-Carlo simulation that even 1@@rs of data constitute a small
sample from which one is forced to make inferencebtaining sometimes

disappointing results. To avoid this limitationafalyzing the risk—return tradeoff in a
shorter span, it is proposed an alternative metloggtavhich shows favorable evidence
in most emerging markets. It is showed that forrgnospan empirical analysis, the
relationship between expected return and volatibtiows non-linear rather than linear
patterns as suggested the GARCH-M framework. Th&GRRCH approach proposed
in this study let obtain favorable evidence for @sifive and significant risk—return

tradeoff.

This study examines the relationship between risl axpected return in several
emerging markets, using Latin American, Asian, &astEuropean and African
countries. Despite the multitude of literature feed on developed markets, there has
been insufficient attention on emerging marketse Tain contributions of this paper
are the following. Firstly, an alternative empitiaaethodology through a Regime
Switching (RS) model is considered against mosthef previous studies that use a
GARCH-M framework. The weak evidence for a riskuarat tradeoff in emerging
markets in previous studies could be due to a patanisspecification of the empirical
model. The main results show that a specificatiba non-linear relationship between
return and risk in the short-term is more appeathrn the common assumption of a
linear risk—return trade-off. Non-linear specificais also allow distinguishing between
the patterns followed by this relationship betwémm and high volatility states. This
point is especially interesting in the current pdriwhen the global financial crisis that
started in October 2007 still questioning most bé tclassic theoretical models.
Furthermore, differences in risk aversion leveld amgnificance during high and low
volatility periods are also detected in these emgrgrarkets. Using this methodology,
a positive and significant risk—return tradeoff tbe most recent data in most of the
emerging markets is obtained. Secondly, the stistyshows that for shorter time span
strong linear assumption in the risk-return relagitip may lead to misleading results.
Thirdly, the risk-free rate for each country is smered in contrast to previous studies
(De Santis and Imrohoroglu (1997), Shin (2005)haHy, it is showed that the risk-
return trade-off is essentially observed in lowatiity periods where stock markets
behave according the economic intuition; howewehigh volatility periods this basic
relationship between return and risk is not obskrve

The paper is organized as follows. Section 2 pewithe data. Section 3 develops the
empirical framework used in the paper. Sectiona@shthe empirical results. Section 5
provides a battery of robustness tests and se@tammcludes.

% Small sample inference is plagued by the fact teaditional volatility has almost no explanatory
power for realized return.
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2.- Data description

This empirical study uses weekly observations fee bf the main stock markets in
Latin America: Argentina, Brazil, Chile, Mexico, deru, nine Asian markets such as
China, Indonesia, Malaysia, Thailand, India, Kofhilippines and Taiwan, five Easter
European Countries as Czech Republic, Hungary,nBplRussian and Turkey and
finally three African emerging markets: Morocco,yiggand South Africa . li is also
used an aggregate index for Asia, Eastern Europmk laatin America emerging
market®. The proxy used for the market portfolio is the €ging Markets (EM)
Morgan Stanly Capital International (MSCI) indexngauted in US dollars for each
country considered. This market portfolio presémts main advantages: first, this data
is more reliable than those of local markets gittes well-documented exchange rate
and inflation problems in these countries; secasthws the comparison between
countries because all markets are considered isaime currency.

For each country, we considered weekly data fronudiy 1995 to December 2010 for
a total of 835 observations. The frequency andtlerj the time series allow the
comparison of the conclusions with previous studieslyzing the risk—return trade-off
in emerging markets such as De Santis and Imrohor®97) and Shin (2005).
Against the works cited above, the risk-free ratealiso considered to compute the
excess market returns. The monthly money market nateach country suitably
compounded at a weekly frequeftis used as a proxy for the risk-free rate. Thomson
Datastream is used to obtain the data about the IM&f&xes and International
Financial Statistics for the data correspondingthe risk-free rate. After having
computed logarithmic returffsfor the market portfolio and having obtained thek-
free rate proxies, the excess market return in eaatket is obtained as the difference
between the two of them.

[INSERT TABLE 1]

Table 1 contains summary statistics for the excesket returns in each country. All
excess market return series exhibit non-normaridigtons with strong evidence for
skewness and kurtosis. This result suggests flatitaithe unconditional distributions.
Moreover, the series also show conditional hetexdakticity problems (autocorrelation
in squared market excess returns). GARCH modelgrdiperly to the data with these
patterns (fat tails and conditional heteroskedag}icThere is also a common high
value of the skewness statistic for all markets.

%The EM MSCI aggregate index for African countriesyocontains data since 2003, so | decided not to
include it to avoid misleading results due to tiféecence in the length of the sample.

3" This approach is used in Leon et al. (2007) tddatiee limitations in the availability of the ridkee
rate at higher frequencies than monthly.

% To facilitate the convergence of the models Isider the logarithmic returns multiplied by 100.
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3.- Empirical specifications

This section presents and discusses the empiricalels proposed in this study to
analyze the risk—return trade-off. Assuming GARCihamics for the conditional
second moments, | built two models consideringdinand non-linear relationships
between expected return and conditional variance.

3.1.- GARCH-M framework

The empirical analysis relating to expected retammd conditional volatility is
traditionally validated using a GARCH-M methodologyonsidering the theoretical
framework shown above and the assumptions usualigbkshed in the previous
literaturé® lead to the following model:

r=ctAh+g  £~NONh) (2
& =hzg z~ N0} (3)
h =w+ag’, +Bh., (4) wherea + ,5’ <1 guarantees the stationarity of the process.

In this model,r, is the excess market returh,is the conditional variance, and

represents the innovations, which are assumedlowfa normal distribution. This first
model is estimated using the Quasi Maximum-Likebtho (QML) function of
Bollerslev—Wooldridge (1992), which allows us totaib robust estimates of standard
errors.

T L _(g‘)z
L(6)=>In[ f(r,Q;0)] where f(1,Q;6)=(27h)2e™ (5)

In this model, the variance appears in the meaatemuas a regressor and its parameter
can be viewed as the market risk price or theaisksion coefficient of a representative
investor. Therefore, this parameter reflects tles@nce or lack of a risk—return trade-off
and the sign of this relationship.

In this empirical model, the relationship betweearket risk premium and conditional
variance is linear as suggested by Merton’s mddelvever, several previous studies
using this methodology fail to obtain favorable émcpl evidence (French et. al (1987),
Baillie and De Gennaro (1990)). It is showed in thext subsection an alternative
empirical specification to avoid some of the lintitas of the GARCH-M methodology.

3.2.- RS-GARCH framework

The model explained above proposes a linear relstip between return and risk. In
this section, | show an empirical model that allavgsto introduce non-linearities into
this relationship. This specification could be vezlvas the empirical validation of the
theoretical equilibrium developed in Whitelaw (200®/hitelaw (2000) concludes that
empirical models imposing a strong, often linedatienship between expected returns

% These assumptions often include (De Santis andHamoglu (1997), Shin (2005), Karkamar (2007))
constant risk prices, time-varying risk and a cansset of investment opportunities.
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and volatility (such as GARCH-M models) need todmeployed with caution. Given
the importance of regime shifts to the resultsR&IGARCH specification is proposed,
based on the model originally proposed by Hami[tt89) and Hamilton and Susmel
(1994) that allows us to distinguish between ddfervolatility states governed by a
hidden state variable that follows a Markov process

In this model, the mean equation is not exacthsla®wn in Equation 2 because it is
state-dependent:

s =Cs +A$ht§+£t§ €™ N(O’h,tts) (6)

wherer, ., h , and ¢ are the state-dependent returns, variances, amyatians,

and s= 1 (low volatility state) or 2 (high volatility ate).

The state-dependent innovations follow a normalkribigtion, with two possible
variances depending on the state of the process.stdte-dependent variances are
modeled as in Equation 4 allowing different pararetdepending on the stite

&s =Nz z~ NO,D) (7)
h, =w+a.e,+B.h, (8)

The shifts from one state to another are goverryea lidden state variable following a
Markov process with a probability transition matrix

5 ( Prls=ds.==p  P(s=18= 3= @ o
Pr

(s=2s.=9=@p P{s= 25= }= q ©

Because of this state dependence, the model isewrically intractabl&. Therefore,
we must obtain state-independent estimates of magm and innovations; one simple
method consists on averaging out each state-depeed®r/variance according to the
ex anteprobability* of being in each state (Dueker (1997)):

h=P(s=1Q.:60) heut { $=20Q10) b,  (10)
g =P(5=1Q, ;H)a‘m:ﬁ P(s5=2Q,;6) Epqm (11)
where h and &, are the state-independent variances and disturbamck

P(s=19.;0)= p* A 5,=1Q,_;0)+(1- 9 K s,=2Q_,:0) (12)

% Following Capiello and Fearnley (2000), to faeilé convergence, the constant variance term is not
allowed to switch between regimes.

“l See e.g. Gray (1996) or Dueker (1997).

“2 Following Hamilton (1989), thex anteprobability is defined asp(gf = @Qt_l;g) for k=1,2 i.e. the

probability of being in thekstate, given the information up to t-1.
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and
P(s5=2/Q.;8)=1- P(s=1Q,,:0) (13)
are theex anteprobabilities, where
Pls=KQ_;0) f = kQ,;8
p(5 = Hoyi6) =3 =120 flils )
> P(s=KQ;;0) f( 1= kQ:;6)

k=1

(14)

where k=1, 2 are the filtered probabilities.

This model is estimated maximizing the QML functioh Bollerslev—Wooldridge
(1992), weighted by the filtered probability of bgiin each state:

(‘%%)2

& (15)

[y

N

L(G):iln{kz:‘P(s: KO, 6) f( r,Ql;ﬁ)} where (tlftsQ[;H):(Zﬂtg)

t=1

3.3.- Asymmetric specifications

To robustness purposes it is also considered tiiekm@wvn fact that a negative shock
has a greater impact in volatility than a positheck. In all the series analyzed there is
a common high value of the skewness statistic.tlisrreason, it is worthy proposing
the consideration of the ‘leverage effect’ in timepérical model because let us treat in a
different way the impact of positive and negativeocks. To reflect this, the GJR
specification of Glosten et. al (1993) is usedhe variance equation in both linear and
non-linear specifications. | just estimate the sanoelels presented above but instead of
using equation (4) and (8) | replace them by thiewong equations:

ht =w+t agtz—l + lgh—l + a-,712—1 (4’)
h,q :w+a$£f—l+ﬁ§ht—l+5§nil (8’)

Where dis a new parameter to be estimated reflecting iq@act of negative shocks
and 77, =min(g,0). The rest of parameters are the same defined auvé estimate

the unknown parameters again maximizing the QMiIcfians in (5) and (15).
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4.- Empirical results

This section shows the main empirical results efriek—return analysis in the emerging
markets. | focus my attention on the relationshepneen expected market returns and
conditional volatility rather than the well-knowraterns and dynamics followed by
volatility in these markefd It is worthwhile noting the results of this retatship
because it is the inconclusive point of the presitterature; the expected returns and
volatility dynamics are similar in previous studie$ emerging markets (Choudry
(1996), De Santis and Imrohoroglu (1997), Shin BP0 This study is directly
comparable with previous studies because the clafickta (in terms of frequenty
and sample size) is similar. Furthermore, the dafaction also includes the recent
period of the global financial crisis (from Octoli&007), which is not treated in any
previous study for emerging markets.

The left side of Table 2 shows the estimated patermdor the mean equatibrusing
the GARCH-M framework for the emerging markets ¢desed. The parameter c
represents the constant term (the intercept) amdpdrametei. represents the risk
aversion parameter; that is the risk—return retetnip.

[INSERT TABLE 2]

The main conclusion of these results is that the(RGA-M framework fails to show
favorable evidence of the risk—return trade-ofemerging markets. There is no clear
evidence about either the sign or significancehef ttelationship using this approach.
Brazil is the only country where a significant teaoff is obtained but is negative.
Therefore, the influence of volatility on stock rkets is not enough to be significant in
the linear framework drawn here. This result isomsistent with the theoretical model
that it is based on. Following Merton’s ICAPM, wepect a positive and significant
risk—return tradeoff. However, some previous stsidilso obtained similar results using
this framework for both developed and emerging rrkBaillie and Di Gennaro
(1990), Glosten et al. (1993), Shin (2005)).

A potential reason for these results may be thahworter periods the risk—return trade-
off follows a non-linear relationship. The limitatis imposing a linear relationship
between return and risk are clearly observable nconclusive previous studies.

Whitelaw (2000) states the concerns about the itapoe of non-linear risk and

develops a theoretical framework analyzing thetiatahip between return and risk in a
two-regime economy, remarking the perils of lineerdels such as GARCH-M.

3 Previous papers (De Santis and Imrohoroglu (12®ig) Shin (2005)) analyzing emerging (and Latin
American markets) reach similar conclusions abdet volatility dynamics. For almost all these
countries, there is evidence of time-varying vditggiwhich exhibits clustering and predictability.

“ The selection of the data frequency may be a canddost previous studies use weekly data in
emerging markets. Even though there are slightfferdinces in the parameter estimations using
different data frequencies, there is no particadsson that the conclusions in this study should be
affected by the selection of data frequency. Souathaas note this point in their studies (De Santis
and Imrohoroglu (1997), Shin (2005), Lundblad (2007

“>Estimations for variance equation are not presetatedve space. Moreover, the results for the neeia
equation do not provide any relevant contributibowt the risk—return trade-off. They only suggest
the volatility dynamics (which is not the objectiotthe paper).
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Right side of table 2 shows the estimations forRISeGARCH model proposed. In this
approach, there are two intercepts and two riskcepri(aversion coefficients)
corresponding to low and high volatility stateseTihtroduction of regime switching in
the empirical analysis lets us establish a noralimelationship between expected return
and conditional volatility as an alternative to theappointing results obtained when we
assume a linear relationship.

The main results for the RS-GARCH estimations shpesitive and significant
estimations for the risk—return relationship in lgwlatility periods but the results turn
non-significant in the high volatility state. Withe sample used in this study, it is found
favorable evidence for a positive and significask+return trade-off in most of the
emerging markets. In some countries such as Phaiipgines and Russia this evidence
Is very strong with significance even at 1% conficke level. In several countries as
Argentina, Brazil, Mexico, Chile, Thailand, Egypflorocco, Poland, Turkey and the
aggregate Asian index the trade-off is significahtt% level. In some countries, the
evidence is weaker just at 10% confidence leveChma, Indonesia, India, Korea,
South Africa, Hungary and the aggregated indexLfmtin America. Finally in some
emerging markets | cannot find evidence of a regkin trade-off even in the low
volatility periods as in the cases of Malaysia #mel aggregated European index. This
positive evidence is essentially observed in loviatiity states where the financial
markets are stable. However, the results for tigh kblatility state reveal a lack of a
trade-off in periods of market jitters. None of fherameters in this state is significant at
any confidence level (except for Turkey which gnslicant negative at 5%). Therefore,
what this evidence suggests is that a positivesagrdficant risk-return trade-off is only
observed during periods of financial stability lhis fact is not observed in times of
financial turmoil in the emerging stock markets.

Moreover, some interesting results deserve sonmentaih as well. First, the risk
aversion coefficients in state 1 (correspondindpt® volatility states) are higher than
those corresponding to state 2 (high volatilityesta This result suggests that there is a
lower risk aversion level in high volatility stateghis finding is not consistent with the
spirit of the theoretical models that suggest thgher volatility should be compensated
with higher returns. However, some papers such agfisld (2004), Lettau and
Ludvigson (2003), and Lundblad (2007) found the esawidence; in high volatility
states, there is a decreasing level of risk aversdme possible explanation could be the
different risk aversion profiles for the investors each state. During calm (low
volatility) periods, more risk-averse investors &na&ding in the markets, but in high
volatility periods only the less risk-averse inwstremain in the market because they
are the only investors interested in assuming il levels, decreasing the risk
premium demanded during these periods. However speeification presented here
may be confounding expected returns with realizetirns, particularly in the less
common high volatility states (corresponding gelteraith recession periods) often
associated with low or even negative markets rst(icandblad, 2007).
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The evidence obtained in this paper about a saamfi trade-off in calm periods but
non-significant during high volatility situationsay also be related to the findings in
papers as Nyberg (2011) and Kim and Lee (2008)sd laeithors find similar evidence
in developed markets but establishing the statesldgnce of the risk aversion on the
business cycles instead of volatility regimes. loegain way, they are different forms
of introducing the non-linear relationship betweeturn and risk, but very similar in
the sense that many periods corresponding to liecsssre associated with high
volatility situation states and boom cycles ofte@mncide with low volatility periods in
stock markets. In our case, we also support theyptical risk aversion observed in the
paper of Kim and Lee (2008) since in low volatilgtates (boom periods) the investors
show are stronger risk-aversion than during higlatilily (recession) periods.

Another interesting result is related with the gigance of the constant term. In many
countries this parameter presents a significantevgbome authors (Leon et. al(2007))
relate this significance with structural market erfections. This interpretation is
totally plausible in the markets analyzed here Wlace in developing process and may
present some of these imperfections. Moreover, ttuehe significance of this
parameter, its omission could lead to misleadirsylte because the model would be
misspecified. However, | explain this issue in mdegail in the next section.

Finally, note that the volatility persistence estted with linear models is usually very
high (around 0.9). However, considering two reginves get a reduction of this

persistence overall in the high volatility stateend there is a greater impact of the
shocks and the impact of these decay more quidkbrgucci, 2005). Considering just

one volatility process could be another of the seasof the inconclusive results

obtained with linear models.

[INSERT FIGURE 1]

Figure 1 presents the smooth probability of bemg@ iow volatility state in each of the
emerging markets analyzed. It is not possible tivaek a common pattern among all
these countries because each country follows its wiosyncratic volatility process.
However, it is worthy to note that in most casew leolatility states governs the
volatility process and high volatility states awstj present during the crisis periods in
each specific country.

4.1.- Diagnosis tests

In this subsection, | perform some specificatiagtden the standardized residuals from
the estimations. The objective is to detect poadmtisspecifications in our empirical
model that could lead to wrong or spurious resulehle 3 shows the diagnosis tests
using the standardized residuals for the aggregsseh, European and Latin American
countries case as a representation of all emergarggets®.

[INSERT TABLE 3]

“® The choice for these markets is purely arbitrany is done in order to save space. The resultstfar
markets are similar and are available upon request.
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The first rows in Table 3 show summary statistios the standardized residuals (
O0.=&, /N, ) inlevels and squares for both GARCH-M and RSR&AI. The mean

values for residuals in levels are around O andcaee values are around 1. The degree
of skewness and kurtosis is also reduced compatiid the original series. This
reduction is even higher in the RS-GARCH approaciggesting a better fit for the fat
tails in the unconditional distribution. Table 8@lshows the Ljung-Box autocorrelation
test; the results show that there is no evidenceatdocorrelation in standardized
residuals for levels or squares. Finally, at thédm of the table, there are two order
moment tests (developed by Bollerslev and Wooldrid@992)) to validate the
consistency of the QML estimations for deviatiomsnf normality. These authors
demonstrate that the estimations obtained for th @stimations are consistent even

in the case of deviations from normality iEt_l(Dil):O, E[_l(Dﬁt):l. The results

support consistency in our estimation results degpie non-normality patterns of the
original series. All the analysis performed for gtandardized residuals show that the
models proposed reflect the dynamics of both theketarisk premium and the
conditional second moments. Any sign or evidence &af potential model
misspecification is found at a significant level.

5.- Robustness test

The results in the previous section show a sigmificrelationship between expected
returns and risk in almost all the emerging markatslyzed. In this section the
empirical analysis both from a linear and non-lmpaint of view is repeated using
different specifications proposed in the literattwemodel the mean and the variance
equationd’. More specifically, in the variance equation | sioler the asymmetric
response of volatility against shock of differemgns (the ‘leverage effect’) and |
propose a model omitting the constant term in teamequation (Lanne and Saikkonen
(2006), Guo and Neely (2008)).

[INSERT TABLE 4]

Table 4 shows the estimations for the original nhogdégh an asymmetric GJR
specification in the variance equatf@nin this case it is observed a significant risk-
return trade-off of at least at 90% confidence llemel9 of our 24 index analyzed
during the low volatility periods. The results fbigh volatility periods and for the
GARCH-M framework are similar than the symmetricealf anything, these results
support the findings obtained above.

[INSERT TABLES 5 AND 6]

47 All the estimations have been replicated assuraitigtudent distribution for the innovation terndan

the results are very similar to those reportedhénggaper.

“8 The results are very similar to the symmetric c&se the sake of brevity | just describe bravély t
main implications on the risk-return trade-off otveal.
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Table 5 and Table 6 represent the risk aversiofficeat in the case the constant term
is omitted in the mean equation for the symmetritd aasymmetric variance
specification respectively. Lanne and Saikkoner0@lthave pointed out that in many
empirical studies analyzing the risk-return tradletbe intercept is included in the
model for the conditional mean in the GARCH-M moddihough, based on the
ICAPM, it is not theoretically justified. They faill to find a positive risk-return tradeoff
in the U.S stock returns when the intercept isudet in the model. However, a
positive and statistically significant GARCH-M estite (using the notation employed
in this paper) is obtained when the intercept idwed. The results of Tables 5 and 6
do not support this evidence for emerging markdreong the 24 indexes markets
analyzed, using the linear framework without contsia only 5 (4 in the asymmetric
case) of them it is found a positive and significeadeoff between return and risk and
in some cases this relationship is negative. Theltefor the non-linear cases show that
a significant tradeoff is obtained in 21 (only 13 the asymmetric case) for low
volatility periods and essentially a negative and-significant relationship is obtained
during high volatility periods. But the evidence iting the constant term in the mean
equation are generally weaker than including it. iBa linear framework one is more
likely by imposing the restriction of no constaetrh in the return equation to find a
positive risk-return relation but in the non-lindeamework this fact is not observed and
the omission of the constant could lead to weaksults. Anyway, as the true data
generating process is not known, with the restlicteodels one could be estimating
misspecified models and, therefore, is preferabtyuiding the constant term (Guo and
Neely (2008)).

Suming up, the main result here is that favorabldemce of a positive and significant
risk—return tradeoff with a time ‘span’ of approxtely 15 years can be obtained for
almost all the emerging countries considered, as isuggested by the theoretical
intuition. However, only in the case of (i) a propelationship between return and risk
(that is, non-linear rather than linear); and g&riods identified as low volatility states,
the empirical evidence supports the theoretical efeodlhe results shown in this study
demonstrate the importance of non-linear risk adifRthe patterns followed by the
dynamics and the trade-off between return andinskmerging markets. Strong linear
assumptions about the risk—return tradeoff in gndspans’ could be the reason for the
weak evidence documented in the previous literature
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6.- Conclusions

This study provides a risk—return analysis for atradl the main stock markets known
as Emerging Markets. It analyzes different coustire several world regions as Asia,
Latin America, Eastern Europe and Africa. Using stendard GARCH-M framework
(similar to previous studies in emerging marketsjannot show favorable evidence
about a significant risk—return trade-off. Howevasing a RS-GARCH approach to
explore this trade-off | obtain a significant estiton for the risk aversion parameter
with a relatively short time span (15 years of jlafdne results suggest that the RS-
GARCH framework can identify a non-linear relatibigsbetween expected return and
risk for ‘shorter’ time spans in contrast to theappointing results of the GARCH-M
framework. So, strong linear assumptions analyzimg risk—return relationship in
emerging markets must be taken with caution.

The results also provide a relationship betweeratiity regimes and risk aversion
level. The risk aversion level in emerging markethligher in low volatility states and
lower in high volatility states. The investor ptefin each context may also have an
influence on this lower risk aversion coefficientrichg high volatility periods.
Generally, high volatility regimes correspond taipes of recession or low expansion
in the country's economy, whereas low volatilitginees correspond with periods of
economic expansion and let us link the findingshis paper with other works focused
in developed markets that obtain similar resultsnland Lee, 2008). This study also
support the procyclical risk aversion of investdegumented for developed markets.
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Table 1.- Summary statistics for weekly excess enagkurns

Summary statistics for weekly excess market returns

Mean Variance| Skewness  Kurtosis JB test LB(6) LB(6)
squares
Argentina -0.0540 28.634 -0.7764 8.983( 1493726 28.755 351.818"
Brazil -0.6793 37.848 -0.8169 6.1114 482773| 125.61" 529.395"
Peru 0.1962 18.566 -0.1714 7.4347 77323| 16.309 430.190
Mexico -0.0125 20.939 -0.8160 9.762( 1891719 41.583" 219.274"
Chile 0.0370 11.634 -1.3262 16.4000 7293765 34.061 186.583"
China -0.0791 23.981 -0.2772 5.5507 236:97| 18.039 173.18T
Indonesia -0.1887 49.361 -0.9430 18.2808 8247716 80.460" 448.258"
Malaysia -0.0414 19.159 -1.0231| 252975 17443.3 97.788" | 333.309"
Thailand -0.1412 29.283 -0.0942 6.7539 491°50| 51.946" 582.739"
India 0.1616 16.743 -0.4341 5.3039 210°88| 40.135" 191.021"
Korea -0.0223 33.480 -0.9590 14.4785 4711796 49.281" 224.261"
Philippines | -0.0664 18.211 -0.6377 7.7093 828718 | 28.445 167.802"
Taiwan -0.0053 15.345 -0.0327 4.8784 127791| 19.068 86.06T1
Egypt 0.1047 15.759 -0.5329 6.7209 521720| 74570 | 266.139"
Morocco 0.1831 6.206 -0.4811 5.9916 34359 | 34.917 235.534"
South Africa | -0.0667 16.434 -0.2080 7.6092 745718| 22.392 519.180
Hungary 0.0299 28.698 -1.1089| 11.4632 2663713 46.434" | 123.216"
Poland -0.0882 24.959 -0.4728 5.9675 33748| 27.847 216.849
Turkey -0.5001 55.551 -1.1520|  16.689% 670463 28.463 92.247"
Czech 0.1323 16.434 | -0.6497| 8.8403 1245744 31.395 | 329.386"
Republic
Russia 0.0161 57.533 -0.1659 7.536( 719768| 36.294" 455.897"

MSCI Asia | -0.0674 12.245 -0.5714 5.8076 319.70| 35.425° | 309.663"
MSCI Europe| -0.0941 20.590 -0.4939| 11.3768 247502 52.336" | 561.192"
MSCI Latin | 53 19.154 -0.8682 9.6571  1646.79 47.227" | 513.575"

America
This table shows the statistics for the sample irs¢lde study (excess market returns (multipliedLBg)
in each market). J-B test is the Jarque-Bera teshdrmality. LB (6) is the Ljung-Box autocorreati
test including six lags for the series in levelsBL(6) squares is the Ljung-Box autocorrelationt tes
including six lags for the series in squares.***, ‘and * represent significance at 1%, 5%, and 10%
levels.
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Table. 2- Estimations for the MSCI index using@#&RCH-M and RS-GARCH-methodology.

This table shows the estimations for the interciyet risk aversion parameter and the shock pensistia
the emerging markets considered using the symmedriance specification. T-stats in parenthesis, **

GARCH-M RS-GARCH-M

Paramete J State k=1 State k=2

(t-Srtat) ) i Persist. c A Persist. c A Persist.
Argonin | 9007 | ST | g | S50 | O | oo | 958 | 200% | o
G || S5 | 001 [ oums | 3989 | 05 | s | 32 | 955%  oae
o | o T o0 Toome | 208, [ 0050 [ oomo | 8 [ 252 oo
wsies | 808 | S5 | sy | 130 | S0 | omr | 5 | 052 o
Chile | 3 0em | (s | O%%2 | (Teore) | Gooory | %57 | (roven) | (omg| O127°
o | 0 T 258 oo | 18 | A% ose | 00 8931 [ oow
Indonesia ((1):8(5)5) (8152&758) 0.9885 (jfggﬁ) (%'.%1131) 0.9858 (_-11'.%85813;) (8:3823) 0.0509
i | S0 | $450 | oo | 329 | S0 | o | S5e | 300 | o
TR | G0 |G | o | 23 | DI | oo [ 95T | SEEE | o
India | Oaar) | (o0e) | O | (urom | qovsn | OS5 | (husy | oese)| 01T
Korea | 03oas) | (saen) | O%7 | ronn | (rozee) | 9% | (raero) | @as0m) | 0942
Prgres | 100 | 00 | s | S881 | O | o | 4280 | 0% | oo
T |05 |05 | qars | 1588 | OU | oo | S50 | S o
Egypt (Z%ggég) (112382) 0.9868 %57.3329) ?é?(fgl?gz}) 0.9759 _(9217.29?4{?) (8:84115) 0.7383
poross | 8000 |” 1 | os | 308, | 00 | oo | S | 300 oome
,ff?ilé? (gggég) (é:ggﬁ) 0.9630 (-11'.45393%?1) ((i'.%627727) 0.9649 (2123%3) (8:22332) 0.6798
ungary | 850 |18 | o | SIS | S50 | oo | 2085 | 9955 | ooue
P | S8 O | o | S50 [ D | ooer | 020 | 008 o
ey | 8006 T 10 | oura | o[855 o | 31380 | 05T | o
e | 0, | 5788 | 125 | 00 s | 128 0025 o
issia | OB | 000 | oo | ST [ U7 | oo | ST | 0008 | o
e | Ovone | oo | 007 | Aooin | By | 0% | (Sieesy | (Seinm| 04757
é\/luii,le (0.0188) | (01008) | 9728 | (T3680) | (280%) | O9713 | 23s04) | (13140)| 09525
'\SS.CI -0.0002 | 05455 6.9801 | 0.7638 -1.5876* | 0.0189

Amaetlr?ca (0.0713) | (0.3832) | 09480 | (12647) | (1.7149) | %927 | (2.0133) | (0.7707) | 0-0626

** and * represent significance at 1%, 5%, and 1@%&ls. Persist. means the persistence of an
unexpected shock in the market volatility andamputed as the sum of the parametet$) in the
variance equation.
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Table 3.- Summary statistics for standardized nessisl

Index Model SrtGaST((jj Mean | Variance | J-Btest | L-B(6) t-s;a(;[:for t-s|t_|a1t:for
On | -0.0052 | 0.9987| 1046 | 53.17" | 0.1072 -
MSCI AR (2., | 09991 | 3.2501| 63285 | 17.901 - 0.9899
ASIA ns. | Ome | -00055| 1.0328| 76.487 | 23.164 | 0.8704 -
GARCH | [ | 10325 | 23578| 14148 | 6.5294 : 0.8031
One | 00021 | 1.0003| 20879 | 37.35% | 0.9483 -
MSCI SR Dﬁmt 0.9996 | 3.9287| 85573 | 13.8586 - 0.9959
EUROPE ns. | Dme | 00086 | 1.0548| 31189 | 23911 | 0.6701 -
CARCH [P, | 1.0566 | 3.1097| 30146 | 0.1861 | - | 05839
0. | -0.0418 | 099375 2314 | 30.683 | 0.2001 -
MSCI SR (2., | 09994 | 3.9964| 112873 | 12.9796 - 0.9931
AI\bIglg:\CIZA RS 0. | 00098 | 10895 3536 | 22.056 | 0.7829 -
GARCH | [, | 10809 | 3.5056| 86352 | 2.7955 : 0.4322

This table shows the statistics for the standaddi@siduals fﬁit:git/ /h” ) for both models used:

GARCH-M and RS-GARCH. J-B test is the Jarque-Best for normality. L-B (6) is the Ljung-Box
autocorrelation test including six lags. This atlisplays the first two order condition test of Bofllev-
Wooldridge (1992) of the standardized residualeaiadate consistent estimations of the QML procedur

from deviations to normality. .***, ** and * repeent significance at 1%, 5%, and 10% levels.

65




Table 4.- Estimations for the MSCI index using@¥R- GARCH-M and GJR- RS-GARCH-methodology.

GARCH-M RS-GARCH-M
Paramete y State k=1 State k=2
r C 1 Persisten .
(t-stat) Persist. c /]1 ce c /]1 persist.
Argentina| 0.2465 | -0.0104 -0.5065 | 0.0906° 0.6784 -0.0078
9 (1.1983) | (-1.9959) | 02927 | (0.4848) | (2.0031) | %9746 | (.0.9280) | (-0.4925) | 0-1855
Brazil 1.2171" | -0.0621" -3.8809 0.3277 -0.3739 -0.0356
(2.9806) | (-4.7613) | 09813 | (1.7449) | (1.9818) | 9971° | (.0.4412) | (-1.1505) | 02463
Peru -0.2428 0.0267 -2.0797" | 0.0929" 1.2368" -0.0287
(-1.0764) | (1.0729) | 99983 | (37862) | (2.8484) | 02920 | ‘38078 | (1.2078) | 08909
Mexico 0.5719 -0.0235 -2.5091" | 0.0981" 0.7778" -0.0109
0.2266) | (0.0145) | 99231 | (36a86) | (2.8791) | 08766 | (3.8334) | (-0.8750) | 06242
Chile -0.2428 0.0267 -1.0830 0.0830° 0.6728" -0.0215
(-1.0764) | (1.0729) 0.9586 (-1.9072) | (1.9850) 09231 (3.3803) | (-1.3274) 0.9075
China 0.3981 -0.0142 -1.2315 | 0.1910 -0.5112 | -0.0026
0.5491) | (:0.7097) | 22740 | (13072) | (1.7866) | %9857 | (.0.7200) | (-0.1183) | 0-2833
Indonesia| 0.2201 -0.0050 -8.4867 | 1.03247 0.9874 | 10759 0.0072 | (0484
(1.1952) | (-0.7771) | 0.9777 | (-1.0467) | (3.0577) ) (-0.3190) | (0.0436) )
Malasia 0.1032 0.0028 0.6455" 00032 | gan, | -0.2349 0.0054
(1.0026) | (0.3204) | 0.9935 | (3.6438) | (0.2612) ) (-1.2471) | (0.3606) | 0.9721
Thailand 0.1284 -0.0051 -0.2359 | 0.0674" 09832 | 0-3847 -0.0137 | go0s
(0.5397) | (-0.4463) | 0.9871 | (-0.4102) | (2.1222) : (-0.6931) | (-0.7104) |
India 0.2772 -0.0025 -11.225" | 0.1619" 0.9999 | 0-1439 00234 [ oo
(1.2178) | (-0.1666) | 0.9687 | (-20.200) | (3.7981) : (0.6080) | (1.3371) :
Korea 0.0009 0.0021 -0.8469 | 0.0242 0.9793 0.7807 0.0013 | (5043
(0.0054) | (0.2946) | 0.9747 | (-2.3028) | (1.6435) ) (1.9605) | (0.0619) )
Philippines| 0.0798 -0.0013 -0.3445 | 0.1107 0.9739 -1.9929" 00456 | o015
(0.3046) | (-0.0769) | 0.9587 | (-0.4684) | (1.6971) ) (-3.5068) | (1.6290) )
Taiwan 0.2141 -0.0068 -1.7067 0.0601 09247 | 05258 0.0387 0.2266
(0.9112) | (-0.4135) | 0.9708 | (-2.2161) | (1.6903) : (1.1218) | (0.5164) )
Egypt 0.0139 -0.1422 -0.8151" 0.0267 1.3689" -0.0238
oyp (1.5272) | (-1.3135) | 09971 | (-4.2283) | (1.5545) | 99999 | (3.7862) | (-0.9963) | 0-9%42
Morocco | 0.1287 0.0065 -0.7708" | 0.0830 0.9349 0.8995” -0.0463 | 5100
(0.0243) | (0.0243) | 0.9382 | (-3.4016) | (1.7333) ) (2.8602) | (-0.8154) |
SO_Uth 0.0001 0.0025 -1.5907" | 0.0663 | gg772 | 0.4485 0.0236 | 0.5980
Africa (0.0006) | (0.1469) | 0.9231 | (-2.5682) | (1.9340) (1.9100) | (1.1818)
Hunaoar 0.2227 -0.0068 -1.5550 0.1707 -1.4575 0.0309
gary (0.8450) | (-0.6371) | 0.9433 | (-1.2636) | (1.9258) 0.9684 (-2.2946) | (1.6154) 03432
Poland 0.0369 0.0007 -1.9868 0.0397 08209 | 0-0898 0.0277 0.0397
(0.1440) | (0.0738) | 0.9591 | (-2.1793) | (1.6503) ) (0.0181) | (0.0689) :
Turke 0.4060 | -0.0143 -2.1126 | 0.0762 -0.2158 | -0.0191
Y | @ossy) | (2.144) | 0o70s | (13860) | (16858 | 9381 | (02013) | (Lo3e7)| 07428
Czech | 03081 | -0.0142 02329 | 0.0719 | gog305 | -1.1934 | 0.0215 | 1772
Republic | (1.6908) | (-0.8269) | 0.9082 | (0.2211) | (0.4884) (-2.1098) | (1.0363)
Russia 0.4428 -0.0037 -0.1313 [ -0.0002 | oo, 1.1275 -0.0043 [ ) oo
(1.6442) | (-0.5830) | 0.9893 | (-0.2300) | (-0.0203) | (1.8828) | (-0.2979) |
MSCI 0.1637 | -0.0101 12134 | 04734 | ggg7y | 01510 | -0.0307 | (1339
Asia (1.3389) | (-0.8105) | 0.9716 | (-1.2538) | (1.7354) (0.4284) | (-1.1566)
MSCI 0.0125 | -0.0038 13635 | 00711 | gopag | 95789 | -0.0221 | g o450
Europe | (0.0698) | (-0.3297) | 0.9660 | (-2.3256) | (2.0025) (2.0865) | (-1.5195)
MSCI 0.0082 0.0805 1.7886" 0.1509 10.4221 | 0.0245
A'-at'f‘ (-0.5151) | (0.3399) | 99163 | (59304) | (0.3485) | %% | (:0.3206) | (1.3025) | 00402
merica

This table shows the estimations for the interciyet risk aversion parameter and the shock pensistia
the emerging markets considered using the asynunetriance specification. T-stats in parenthegis. *
** and * represent significance at 1%, 5%, and 1@%ls. Persist. means the persistence of an
unexpected shock in the market volatility andamputed as the sum of the paramete+$) in the
variance equation.
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Table 5.- Estimations for the MSCI index using@%RCH-M and RS-GARCH-methodology without

including constant.

LATINOAMERICA

Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country BRA ARG PER BRA ARG PER BRA ARG P
P -0.0034 | -0.016" | 0.0100 | 0.0299" | 0.0227 | 0.0306" -0.0046 -0.0103 0.0018
1 (-0.9746) | (-4.5717) | (1.0480)| (2.5970) | (2.5276) | (2.3202) | (-1.5287) | (-1.2474) | (0.1471)
Country CHI MEX MSCI| CHI MEX MSCI CHI MEX MSCI
LATIN LATIN LATIN
0.0029 0.0142 0.0046 | 0.0416 0.0509" | 0.0507 -0.0091 -0.0081 -0.0247
(0.2870) | (1.9421) | (0.5831)| (2.2275) | (2.3994) | (2.0400) | (-0.7313) | (-0.6510) | (-1.5677)
ASIA
Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country CHI INDON| MAL CHI INDON MAL CHI INDON MAL
Al 0.0033 0.0059 | 0.0104 | 0.0275 | 0.0592" | 0.0820" | -0.0162° | -0.0085 -0.0087
(0.4884) | (1.2332) | (1.5173)| (2.0109) | (4.0240) | (4.4463) | (-2.0097) | (-1.4869)| -(1.0901)
Country THAI INDIA KOR THAI INDIA KOR THAI INDIA KO
/]1 0.0040 0.0155 | 0.0089 | 0.0245 | 0.0650° | 0.0337" | -0.0110 | -0.0243 -0.0030
(0.6330) | (1.8953) | (1.6602)| (1.9556) | (2.2727) | (2.8609) | (-1.4344) | (-0.8771)| (-0.3862)
Country PHIL TAIW MSCI| PHIL TAIW MSCI | PHIL TAIW MSCI
ASIA ASIA ASIA
P 0.0090 0.0109 | 0.0132 | 0.0397" | 0.0457" | 0.0853" | -0.0173 | -0.0138 | -0.0227
1 (1.1150) | (1.3831) | (1.3269)| (3.1041) | (2.4795) | (3.9435) | (-1.8609) | (-0.9572) | (-2.0111)
EUROPE
Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country CZECH| HUNG POL| CZECH HUNG POL CZECH HUNG OIP
P 0.0156 0.0086 | 0.0025 | 0.0427" | 0.0281" | 1.1154" | -0.0150 | -0.0193 -0.0055
1 (1.8596) | (1.4797) | (0.4875)| (2.7466) | (2.0847) | (3.6167) | (-1.0595) | (-2.1362) | (-1.0552)
Country RUSS TURK MSCGlI RUSS TURK MSCI RUSS TURK MSCI
EURO EURO EURO
P 0.0033 | -0.0072 | -0.0014 | 0.0184 -0.0055 | 0.0205 | -0.0014 | -0.0098 -0.0084
1 (0.8056) | (-1.8645)| (-0.199) | (1.7901) | (-0.7175)| (1.3067) | (-0.2689) | (-1.6814)| (-0.9834)
AFRICA
Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country MOR | EGYP SOU| MOR EGYP SOU| MOR EGYP| SOU AH
AF AF
A 0.0104 0.0040 | 0.0089 | 0.0539 0.0130 | 0.0616" 0.0223 | -0.0096 -0.0132
1 (1.5173) | (0.6218) | (1.1349)| (1.6552) | (1.2054) | (3.5583) | (1.4414) | (-0.4153) | (-1.0773)

This table shows the estimations for the risk deerparameter in the emerging markets considered in
the symmetric case omitting the constant term énntiean equation. T-stats in parenthesis. ***, id&
represent significance at 1%, 5%, and 10% levels.
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Table 6.- Estimations for the MSCI index using@¥#R-GARCH-M and GJR- RS-GARCH-methodology
without including constant.

LATINOAMERICA

Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country BRA ARG PER BRA ARG PER BRA ARG PER
A -0.0336" | -0.0073 0.0064 0.0214 0.0070 | 0.0326 -0.0413 -0.0093 | -0.0160
1 (-7.0351) | (-1.7552) | (0.6470) | (1.3816) | (0.5363) | (2.3744) | (-0.5913) | (-0.7125) | (-1.376)
Country CHI MEX MSCI| CHI MEX MSCI CHI MEX MSCI
LATIN LATIN LATIN
0.2910 0.0056 | -0.0038 | 0.0312" | 0.032% 0.0255 | -0.0260 | -0.0113 | -0.0159
(0.2741) | (0.7745) | (-0.431) | (1.7331) | (1.7605) | (1.3195) | (-1.5689) | (-1.2577) | (-1.578)
ASIA
Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country CHI INDON MAL CHI INDIA MAL CHI INDIA MAL
/]1 -0.0027 | -0.0004 | 0.0076 | 0.0428 | 0.0217 0.0278 | -0.0439" | -0.0164 | -0.0033
(-0.4240) | (-0.0884) | (1.0269) | (2.9401) | (1.7528) | (1.2406) | (3.2648) | (-1.186) | (-0.2599)
Country THAI INDIA KOR THAI INDIA KOR THAI INDIA KO
A 0.0004 | 00137 | 0.0021 | 00199 | 0.056f | 0.0209 | -0.0098 '0'2064 -0.0102
(-0.0611) | (1.6408) | (0.3429) | (1.4150) | (2.2478) | (1.2333) | (-1.2041) | [ 5iq 2 (-0.9600)
Country PHIL TAIW MSCI| PHIL TAIW MSCI | PHIL TAIW MSCI
ASIA ASIA ASIA
A 0.0033 0.0062 | -0.0032 | 0.0297 | 0.0434" | 0.0463 -0.0131 | -0.0129 | -0.0112
1 (0.4033) | (0.7689) | (-0.431) | (2.1527) | (2.2992) | (2.0185) | (-1.1998) | (-1.218) | (-0.9485)
EUROPE
Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country CZECH| HUNG POL| CZECH HUNG POL CZECH HUNG OIP
P 0.0098 0.0003 0.0018 | 0.0450” 0.0200 | 0.0054 | -0.0217 | -0.0062 0.0038
1 (1.0895) | (0.0517) | (0.2997) | (2.8740) | (-0.688) | (0.3914) | (-1.5636) | (1.2479) | (0.4984)
Country RUSS TURK MSC|] RUSS TURK MSCI| RUSS TURK MSCI
EURO EURO EURO
A 0.0067 | -0.0081 | -0.0032 | 0.0197 0.0020 | 0.0084 | -0.0190 | -0.0159 | -0.0076
1 (0.8658) | (-2.0835) | (-0.431) | (1.9619) | (0.3037) | (0.5263) | (-1.4980) | (-1.419) | (-0.9216)
AFRICA
Parameter GARCH-M RS-GARCH-M
(std. error) State k=1 State k=2
Country MOR EGYP SOuU| MOR EGYP SOU| MOR EGYP| SOU AF
AF AF
A 0.0263 0.0067 0.0025 0.0424 | 0.0541" | 0.0491" 0.0257 | -0.046 -0.0065
1 (1.9221) | (0.8658) | (0.3150) | (0.9808) | (3.8911) | (2.1914) | (1.2030) | (-2.869) | (-0.5017)

This table shows the estimations for the risk deerparameter in the emerging markets considered in
the asymmetric case omitting the constant terrhémhean equation. T-stats in parenthesis. *** aftid
* represent significance at 1%, 5%, and 10% levels.
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Figure 1.A.- Charts showing the smooth probabitifybeing in a low volatility state in each country

during the period 1995-2010 in Latin American EnreggMarkets.
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Figure 1.B- Charts showing the smooth probabilitybeing in a low volatility state in each country

during the period 1995-2010 in Asian Emerging Mtgke

70



- 0T-28@ 01-29@ - 0T-23@
L 80-22Q 80-22Q - 80-93Q
L 90-22@ 90-93a + 90-9°d
L v0-29Q ¥0-23d w - v0-2°d
[-%
o < g
m - 20-23a 4 ¢0-22a @ - ¢0-9ed
a [ g
L 00-23a 0002q | 2 L 00230
L 86-22Q 86-9°4 - 86-99Q
L 96-29Q 96-93d - 96-99d
L y6-29Q ¥6-994 + v6-99a
= VO I N O Q ® © ¥ N Q9
o o o o - O O o oo
~ 0T-22a 01-22a 01-93a
- 80-92Q 80-2°d 80-2°d
- 90-22d - 90-28a 90-23d
Q - v0-28@ r v0-22Q ¥0-29d
«Q >
2 4 >
& S ¢
w L zo0-22a m - ¢09°a | g ¢0-22d
T 5 =
S T
S - 00-22d - 00-22@ 00-22a
- 867290 + 86-2°d 86-29Q
- 96-23d L 96-93d 96-29Q
- ¥6-23d - ¥6-22d ¥6-29Q
QY ¥ N O < QO ¥ N O O 0 VW < N O
o o o o O o o o 4 060 o o o

Figure 1.C- Charts showing the smooth probabilitybeing in a low volatility state in each country

during the period 1995-2010 in European Emergingkista.
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Figure 1.D- Charts showing the smooth probabilitheing in a low volatility state in each country

during the period 1995-2010 in African Emerging kéds.
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CHAPTER 3:

NON-LINEAR TRADEOFF BETWEEN RISK AND RETURN:
A REGIME-SWITCHING MULTI-FACTOR FRAMEWORK

Abstract

This study develops a multi-factor framework wherat only the market risk is
considered but also potential changes in the invest opportunity set. Although
previous studies find no clear evidence about &ipesand significant relation between
return and risk, favourable evidence can be obthifiea non-linear relation is
established. The positive and significant tradéeffiveen return and risk is essentially
observed during low volatility periods suggestingpeocyclical risk aversion of
investors. Different patterns for the risk premidynamics in low and high volatility
periods are obtained, both in risk prices and (tskditional second moments) patterns.
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1. Introduction

The relation between expected return and risk hasvated many studies in the
financial literature. Most of the recent asset ipgc models are based in this
fundamental trade-off, so understanding the dynsarafcthis relation is a key issue in
finance. One of the first studies establishing @othtical relation between expected
return and risk is the Sharpe (1964) and Lintn&68) CAPM model. These authors
proposed a positive linear relationship betweenettigected return of any asset and its
covariance with the market portfolio; in other werthe expected return of the market
portfolio is proportional to its conditional variee This static model has been analyzed
empirically in several studies obtaining no clearidence about the sign and
significance of this relationship (Campbell (198Harvey (1989), Glosten et. al 1993).
Merton (1973) proposed an extension of this modédirg a second risk factor in the
relationship that may improve the static CAPM modéle market risk premium in the
Merton’s model is proportional to its conditionakriance and the conditional
covariance with the investment opportunity set ¢Jiegl component). This framework
established in a time-continuous economy is annsite of the static CAPM model
assuming a stochastic set of investment opporasitirhe expected market risk
premium in equilibrium is:

E(R..)= {_J\Vlvww} ol {_J—ﬂ Ower ()

Where J(W(t), B(t), t) is the utility function (ssripts representing partial derivatives),
W(t) is the wealth level, B(t) is a variable tha¢sdribes the state of investment

opportunities in the economyEl(RN,t)is the expected excess return on aggregate
wealth, gy, . and g, are, respectively, the conditional variance arel ¢bnditional
J\MNW}

w

covariance of the excess returns with the investropportunity set, ana{

J : : . .
{%} could be viewed as the risk prices of the souréesk.
W

Assuming risk-averse investor, >0 andJ,,, <0, the model establishes a positive
relation between risk premium and market volatilldpwever, the relation between the
risk premium with the second risk factar,(, ) depends on the sign df,; and g,;. If
Jus and g, share the same sign the investors demand a loskepremium, but if the

sign is different a higher risk premium is demandégssuming that Equation 1 is the
proper model for the empirical study of the riskdra trade-off, the omission of this
risk factor could lead to misspecifications of tempirical models and misleading
evidence about the risk-return relationship.
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Despite the important role of this trade-off in tiveancial literature, there is no clear
consensus about its empirical evidence. In therétieal framework, the parameters
(the risk prices in brackets) are considered consiger timé® and the variables (the

sources of risk) are allowed to be time-varying.wdwer, to make this model

empirically tractable one must make several assomgt the most common is

considering constant risk prices (Goyal and San&aa2003, Bali et. al 2005). Another
common assumption made in the empirical analysighef risk-return trade-off is

considering a set of investment opportunities amtsbver time, remaining the market
risk as the only source of risk (Baillie and Di Garo 1990, Glosten et al. 1993). This
assumption leads to the validation of the statidcP®Amodel. It is also necessary to
assume specific dynamics for the conditional seqondients. The most common are
the GARCH models (Bollerslev, 1988)Finally, the empirical model is established in
a discrete time economy instead of the continuaose teconomy used in the

equilibrium model of the theoretical approach. Mariythe empirical papers studying
the risk-return use one or more of the assumptaptined above.

The great controversy in the empirical validatioh the risk-return trade-off is

motivated by the disappointing results obtainedualtoe sign and significance of this
relation. There is no consensus about whether thesdts are due to: (1) wrong
specifications of conditional second moments, Gad &leely (2008), Leon et al.

(2007); (2) misspecifications of the empirical misdeaused by the omission of the
hedge component, Scruggs (1998); (3) both causes.

However, another potential problem related with ¢émepirical validation of the risk-
return trade-off is the assumption of a lineartrefeship between return and risk. Some
authors (Whitelaw 2000, Mayfield 2004) are concdrmath this point and develop
alternative theoretical models for the risk-rettnade-off where non-linear patterns are
included through regime-switching models. The e@guim model in Whitelaw (2000)
is slightly different from Merton’s approach. A neocomplex, non-linear and time-
varying relation between expected return and Mdiatis obtained. Whitelaw also
remarks the importance of the hedge componenterdétermination of the risk-return
trade-off in his non-linear framework.

This study tries to shed light on the empiricalidation of the risk-return trade-off.
Although there is a large literature focused oms gmpirical validation, there are only
few studies using multi-factor models that consither hedge componeéht The main

“9 There are other general equilibrium models whiene-arying risk aversion coefficients are obtained
in models with habit persistence such as Campbell@ochrane (1999) or other theoretical frameworks
where a non-linear and time-varying relation betwagk and return is considered (Whitelaw (2000)).

0 Ghysels et al. (2005) proposes an alternative ifspmtion, the MIDAS regression, for modelling
conditional second moments against GARCH models.

®1 One of the most common assumptions in the liteeaiarthe consideration of a constant set of
investment opportunities, or, alternatively, indegent and identically distributed rates of retuFhis
assumption implies that the market risk premiurmyatépends on its conditional variance and could be
validated using univariate rather than multi-factardels.
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empirical approach used in the literature is theR&A-M framework, which assumes a
linear relation between return and risk. Howevker¢ are other empirical approaches
to analyze empirically the risk-return trade-offo of them use different econometric
techniques to validate a linear relationship betweeturn and risk based on the
Merton’'s ICAPM model (i.e. Ghysels et al. (2005)ings the MIDAS regression,
Ludvigson and Ng (2007) using a factor analysishwiiacroeconomic variables or Bali
and Engle (2010) using a temporal and cross-settianalysis of a wide range of
portfolios comprising the whole market). Howeven, this paper we use another
econometric approach based on the equilibrium mofdéfhitelaw (2000) in which we
do not consider a linear relationship between re&und risk but non-linear. It is showed
in this paper that for shorter span empirical asialythe relationship between expected
return and volatility follows non-linear rather thdinear patterns as suggested the
ICAPM model. The RS-GARCH approach proposed in ¢higly let obtain favorable
evidence for a positive and significant risk—rettradeoff.

The main contributions of this paper are the folluys: Firstly, this study analyzes the
risk premium evolution in Spain during the last fgears. Secondly, according to the
papers of Mayfield (2004) and Whitelaw (2000) itoposes a multi-factor model

(considering a stochastic set of investment oppdrés) where both the risk prices and
sources of risk are state-dependent, allowing usotwsider non-linear relationships

between return and risk. Thirdly, it shows diffezes in the patterns followed by risk

prices and conditional volatilities in differentasts (defined as low and high

volatilities), being the risk price values lowerrihg high volatility states and the

conditional volatility more persistent during lowlatility states. Fourth, it shows that a
significant risk-return tradeoff can be obtained ewhit is assumed a non-linear
relationship between return and risk. This evideiscessentially observed during low
volatility states but not during high volatility sges or when a linear relationship
between return and risk is analyzed suggestingpayplical risk-aversion of investors.

Fifth, it seems that the relevant aspect for thidence is the assumption of a non-linear
relation between return and risk although the hemgeponent is important overall in

the non-linear framework.

This paper is organized as follows. Section 2 mlesia description of the data. Section
3 develops the empirical framework used in the pafection 4 gives the main
empirical results and Section 5 concludes.

2. Data Description

This study uses 720 weekly (Capiello and Fearr2®9Q), Shin (2005)) excess market
returns from the Spanish market, including obséat from 1 January 1996 to 15
October 2009. Even though there are slight diffeesnin the parameter estimations
using different data frequency, there is no paldicteason that the conclusions in this
study should be affected by the selection of degguency. Some authors remark this
point in their studies (De Santis and Imhoroglu2,98hin 2005, Lundblad 2007).
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The excess market returns are computed using tb&tipns of the IBEX-35 index,
first obtaining logarithmic returiand then subtracting from these returns the rie&-f
rate. Following Leon et al. (2007) the market momaie suitably compounded at
weekly frequency is used as the proxy for the fisk-rate. The choice for the proxy
used as the hedging component against change® imiastment opportunity set are
the followings rates for the Spanish market (Bald &ngle (2009, 2010) use similar
proxies for the American case): 1-year Treasury, BHyear Treasury bond, 5-year
Treasury bond, 10-year Treasury bond, an equallyamed portfolio with the previous
3 bonds and the difference between the yields enlfhyear and the 3-year Treasury
bond. Thomson Datastream is used to obtain the dhtaut the stock index,
International Financial Statistics for the dataresponding to the risk-free rate and the
AFI (Analistas Financieros Internacionaledatabas® for the data about the proxies
used as the intertemporal hedging component. TabEhows the main summary
statistics for excess market returns and the engobral hedging alternatives rates.

[INSERT TABLE 1]

All series included in this study present non-ndrimaconditional distributions with
strong evidence for skewness and kurtosis. Thislltresuggests fat tails in the
unconditional  distributions.  Furthermore, all  serie exhibit  conditional
heteroskedasticity features (serial autocorrelatiosquare returns). With these serial
patterns, the use of GARCH models to represendyimamics of conditional second
moments, which has a large support in the previtersiture, is totally understandable.
It is also observed that the temporal series irlfedo not exhibit in general serial
autocorrelation so the inclusion of any structfine the mean equation is not necessary.
Finally, the correlation matrix for the differentgxies shows a low correlation between
the excess returns of the market portfolio andpthtential alternative investments. This
result shows that the last series could be coreidas proxies reflecting the alternative
investment set available to the investors. Dueh®lack of consensus in the literature
about the best proxy representing the alternatimeestment set (Scruggs and
Glabadanidis 2003, Guo and Whitelaw (2006), Bab&0this study uses the different
assets shown above which present different chaistate (in their terms and maturity)
and add robustness to the study.

%2 We use logarithmic returns multiplied by 100 toilitate the convergence of the empirical models.
3 AFl is a Spanish private consulting company.

> The 1-year T-Bill and the excess market returneseeixhibit these problems, but after modelling the
variance as a GARCH specification the serial autetation disappears without including any laghe t
mean equation.
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3. Empirical Methodology

This section presents the empirical models usdtarstudy. The main contribution of
this paper is the assumption of a state-dependshkt price and state-dependent
conditional volatilities, which implies a non-linegelationship between return and risk,
following the equilibrium model in Whitelaw (2000$0, assuming bivariate GARCH
dynamics for conditional volatilities, (more spécdily, the BEKK model of Baba et. al

(1990)), state-independent multi-factor models #&thblish a linear relation between
return and risk are presented in Section 3.1, iahb by state-dependent multi-factor
models that establish a non-linear risk-returndratf through regime-switching both in

the risk premium and conditional volatilities, ir@ion 3.2°°

3.1. State-independent multi-factor model

This section presents a multi-factor model derifresn the Merton’s (1973) ICAPM
model. The ‘general’ model allows time-varying ctiimhal second moments, but the

risk aversion (risk price) coefficients for markask {JVEWW} and intertemporal
W

component risE%} are constant over time (Scruggs and Glabadanid3)20
w

— 2
r.m,t _Alo +/1110.m,t+Alpmb,t+£m,l (2)

— 2
rb,t - /]20 +/]21abm,t+/]2pb1+£b,t

where /, for i=1,2 and j=0,1,2 are the parameters to eséraatl represent the different

risk prices ando?,, o;,,0,,, represent the conditional second moments (market

variance, intertemporal hedging component variagiog covariance between market
portfolio and hedging component). A restricted modealso estimated, where the

alternative investment set is time invariadf,(= A,, =0) (Scruggs 1998).

As we explained above, it is necessary make amgsgan about the dynamics of the
volatilities in order to empirically validate théeoretical ICAPM model. To analyze
bivariate relationships, one of the most used nwoutethe literature is the BEKK model
of Baba et al. (1990). This model sets the follgywariance equation:

* The asymmetric response of volatility to news dfedéent signs (leverage effect) is not considexad f
severak reasons: (1) there is no improvement aheuignificance of the risk-return trade-off irepious
studies (Arago and Salvador 2010); (2) the convergef the proposed models is harder to achieve due
to the inclusion of the new parameters. These realad to the consideration of a more parsimonious
model. Moreover, Lundblad (2007) states that theicgh of volatility specification in the GARCH-M
context is of second-order importance providindedént specifications similar results.
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Ht :( ! m IJ =CC'+ Af}_l‘gt-lA_i_ BH-l B (3)
Umb,t Ubt

where Cis a lower triangular 2x2 matrix of constants, AddB are 2x2 matrices of
parametersg,_, is a Tx2 vector of innovations artd, , is the lagged covariance matrix.

The model is estimated by the maximization of thea§)}Maximum Likelihood
function of Bollerslev-Wooldrige (1992), assumitgt the innovations follow a normal

bivariate distributio, ~N(0,H,), which allows us to obtain robust estimates of
standard errors.

L(6) :iln[f (r.Q;:6)] where f(,Q;:6) =(2n)7| H[|_% ex{‘%é}' H[—lgtJ
(4)

where | H| represents the determinant of the covariancexratd the remaining terms
have been defined above.

3.2. Regime-switching multi-factor model

This section introduces a new multi-factor modelevenboth the risk prices and the
conditional second moments are dependent of the istdhe economy. In this case, we
propose two statds The consideration of regime-switching in the encpl relation
allows us to obtain state-dependent estimationsther risk prices and conditional
second moments. This implies a non-linear and -slependent relation between
expected return and risk following the general Eguim model developed in
Whitelaw (2000).

The mean equation specification in this model is

+&

—_ 2
r t,g _/]10,5 +A11,§Jm,t1s+/112,lg mbt s

m, m{

— 2
rb,t,s - AZO@ +A21,§0- bm,t,ts+ /1 22qg h §s+ & bts

(5)

for § =1,2 where 4; . for i=1,2 and j=0,1,2 are state-dependent parasiete, . and

i S

f

,1; are the state-dependent excess market and hedgimgooent returnsgy, .

oy, and g, . are the state-dependent conditional second momantse, .. and

m,t,§

&, are the state-dependent innovatiéns

*% pPrevious studies considering three states (eagnaSand Valente 2000) show that the third statg on
reflects odd jumps in the return series.The exptaggower of the third state is low and it is widess
in light of the difficulties of the estimation press that it produces.

*" We also estimate a restricted model whdse = A,, = 0.
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It is assumed that the state-dependent conditise@dnd moments follow a GARCH
bivariate dynamics (more specifically, a BEKK maqdelhat is, there are as many
covariance matrices as states. The state-depecolgriance matrices are

H :Lag“'* Um“”}zc C,'+ Ac. £, A+ BH, B (6)
t,s 2 S 8 1™ #1 s t1 =s
me,t,§ aht§

The consideration of several states leads to awootky rise in the number of
parameters to estimate. In order to reduce thig-pammeterization we only let
parameters accompanying lagged innovations andethg@riances to be regime-
switching®'®. Furthermore, the difference among states is ddfiby two new
parametersa andsb that properly weight the estimations obtained me gtate for the
other state. Therefore, the state-dependent coxariaatrices in our model are:

o, O, , oo ,

Hea=| ™ 7[=CC Asg A+ BHLB (6.1)
me, t1 Ub,t,l
i, On , - ,

Hi=| ™ Y |=CC+Ag.£,A+BH, B (6.2)
me, t,2 Ub,t,Z

where A, =sa A and B, =sa B, A; and B are 2x2 matrices of parameters, and C is a
2x2 lower triangular matrix of constants (the sdorghe 2 states).

The shifts from one regime to another are govelmed hidden variable following a
first-order Markov process with transition matfix

ﬁ—[ Prs=1s,=9=p P(s=1s=13= qj

(Prs=ds.=9=@ P P(s= 8= )= q @

where p and g are the probability of being in statnd 2 if in the previous period the
process was in state 1 and 2 respectively.

Due to this state-dependence and the recursiverenaiti GARCH models, the
construction and estimation of the maximum liketiddfunction would be intractable
unless independent estimates for innovations amdrnces were obtained. In order to
solve this problem, we use a recombinative methodlas to that used in Dueker
(1997) that let us obtain state-independent esitimsifor the covariance matrix and the
innovations weighting the state-dependent covaganatrix and innovations by the ex-
ante probability of being in each state.

H =P(5=2Q;8) H .+ P($=2Q,,:8) H,-, )

£ =P(5=20;0)¢. .+ P(s=2Q:0)¢,.-, -

%8 Capiello and Fearnley (2000) make a similar assiompo avoid potential convergence problems.
%9 Hamilton (1989, 1994) was the first to use thisdkof inference in non-linear models
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where H andeg; are the state-independent estimations for ther@wae matrix and the
innovations

The ex-ante probabilities (the probabilities offgein each state in the period t using
the information set at t-1) are (10.1) and (10.2):

P(s=10.:0)= p* A 5,=1Q,_;0)+(1- 9 K s,=2Q_,:0) (10.1)
P(5=2Q.:0)=1- P(s=1Q,,:6) . (10.2)
where

P(sf = kIQt_l;e) f( fls= th;e)
> P(s=KQ;;0) f(r]$= kQ,;6)

k=1

(11)

P(s=KQ:6)=

for k=1, 2 are the filtered probabilities (the pabidities of being in each state in the
period t with the information set up to t).

Assuming state-dependent innovations following amab bivariate distribution
&s ~N (O,ths), the vector of unknown paramete#sis estimated by maximizing the

following maximume-likelihood function:

L(H)Ziln{iP(FHQ[;e) f( r,Ql;H)} where { 10,:6)=(27)" H% ox _%gt' ,ﬂlqj

t=1 k=1

(12)

where the state-dependent likelihood function iggived by the ex-ante probability of
being in each state.

4.- Empirical Results

This section presents the empirical results for rttadels proposed. We estimate the
models explained in the previous section for th&erint proxies used as the
intertemporal hedging component; models using Hyeak T-bill, the 3-year T-bond,
the 5-year T-bond, the 10-year T-bond, the equa#ighted bond portfolio and the
term spread are named .a, .b, .c, .d, .e, .f fevity. Section 4.1 shows the results for
the linear models (without regime-switching) in tweo cases mentioned: general and
restricted version. Section 4.2 explains the redolt the non-linear multi-factor models
(general and restricted), including regime switghisection 4.3 describes the risk
premium evolution in Spain during the last yearsoading to each model and analyzes
the reason for the differences between them. Kin&kection 4.4 performs some
specification tests over the estimation residualerder to detect any problems related
with a potential misspecification of the empiricabdel.
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4.1.- Multi-factor models estimations

The estimated models in this section are thosedntted in section 3.1. The case
without restrictions is hamed general model andréstricted version are the models
where we assume constant risk premiums for theéhedgiponent,; = A2 = 0. The
estimated parameters for the mean equation arergeskin Table 2.

[INSERT TABLE 2]

It is clear that most of the parameters in thistirfattor model are non-significant for
the mean equation. The coefficients that refleetrttarket risk priceiqi) are positive
but non-significant in all cases considered. Simésults are obtained for the hedging
component risk factoiv(>).

Table 3 shows the parameter estimates for the naiquation. These parameters
define the dynamics and patterns followed by theddmnal second moments.

[INSERT TABLE 3]

The results reflect that the bivariate GARCH speatfon fit and properly capture the
conditional second moments dynamics. Significantehie parameters representing
shocks in volatility (&, a&2) and persistence of past variance,(by2) is observed for
both risk factors (market risk and investment opyaity set component). However, the
impact of one risk factor in the composition of thther factor’'s volatility is not
significant, neither the impact of shocks(ai) nor persistence (B b»1). There is
another remarkable result about volatility dynamite persistence level in the two
sources of risk—market risk {f) and hedging component,gp—are relatively high
using multi-factor models, with values close toThis high persistence level suggests
the presence of several regimes in the volatilitgcpss (Lameroux and Lastrapes
1990). Ignoring these regime shifts could lead riefficient volatility estimations.
Regime-Switching (RS)-GARCH models let us consdi#ferent states in the volatility,
process as we explain in the next sub-sectionpaactome this limitation.

4.2- Regime-Switching multi-factor models estiorati

This section shows the estimations for the stapexdeent models presented in Section
3.2. These models exhibit state-dependent risleprand conditional moments. Table 4
describes the estimation for the state-dependeahraquation in all cases considered.
As we explain below in Figure 2, we can associ#tes 1 and 2 with low and high
volatility periods respectively.

[INSERT TABLE 4]

Positive and significant estimations for the marksk price in low volatility states
(M1,s=) are obtained in all cases considered (for alkjg® used as the intertemporal
hedging component in the general and restrictesieof the modelf. A positive and
significant influence over the market risk premiwithe risk price is also observed,
representing the covariance between risk premiuchheatging componeniy, s-9) in

% The results for the intercept are also signific&ame authors (Ghysels et. al. 2005, Leon e(08i7p
interpret this fact as market imperfections.
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low volatility states. Generally, this covariancénibits a negative influence in the total
risk premium demanded (see Figure 1). So, the ptodfithe risk price times the

covariance between excess market return and he«tgirn@onent()llzambyt@:l) shows

2

that the total risk premium required by the inve:a(t;eh_tlo'mm:l +/1120mb't]$]) is slightly

lower than the market risk premium. Only when tlwaziance is positive does the
premium associated with the hedging component teddgher values of the total risk
premium regarding the market risk premium.

[INSERT FIGURE 1]

Panel B of Table 4 shows the results obtained fates2. Generally, a significant
relation is not observed between expected retuthresk in high volatility states. A
positive but no significant estimation is obtairfedthe risk price (market risk{1,s=2),
and covariance between market risk and hedge coemp@n,s-2)). Moreover, the risk
aversion coefficients in state 1 (correspondindpt®@ volatility states) are higher than
those corresponding to state 2 (high volatilitytet® This result suggests that there is
less risk aversion in high volatility states. Thigling is not consistent with the spirit of
the theoretical models that suggests that highkatility should be compensated with
higher returns. However, Mayfield (2004), Lettaw drudvigson (2003), and Lundblad
(2007) found the same evidence: during high vatatitates there is a decreasing level
of risk aversion. One possible explanation couldneedifferent risk aversion profile for
investors in each state (Schmeling, 2009). Durialgnc(low volatility) periods more
risk-averse investors are trading in markets, butigh volatility periods only the less
risk-averse investors remain in the market becthesgare the only investors interested
in assuming such risk levels, decreasing the risgmpum demanded during these
periods. Moreover, recent papers such as Kim ared (R808) have reported similar
evidence obtaining a significant risk-return tradeeduring boom periods. In this study
we do not define the states of the market depenalintipe business cycle (boom/crisis)
but we use regime volatilities. However, the ewvolutfor regime volatilities is very
close to those of business cycles and very oftanvolatility states corresponds with
calm periods while the less common high volatiktates are associated with crisis
periods (Lundblad, 2007). The procyclical risk-aien (investors show more risk-
aversion during boom periods than during crisesods) documented in the paper of
Kim and Lee (2008) is also supported in this apghnoasing volatility regimes where
investors show more risk-aversion during low vdikgtiperiods than during high
volatility periods .

Table 5 shows the estimations for the state-depgndariance equations. Again,
significant estimates are obtained for the pararaeaecompanying the shock impact
(211, @2) and the persistenceifbbyy) in the volatility formation in both risk factors.
Most of the cross-relationships between factors, (@1, bz, bp1) in the volatility
construction are non-significant, that is, shocksaatility persistence in one factor has
no effect in the other volatility factor.

[INSERT TABLE 5]
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Furthermore, the volatility formation depends ore thegime considered in this
framework. For low volatility regimes there is obssl a higher influence of the lagged
variance (matrix B) even than the non-switchingec@gith values higher than unity in
some case%) Moreover, in these states, there is also a lémpact of shocks (matrix
A) in volatility formation. This result means thae volatility observed in a period t in a
low volatility state is determined overall by thariance observed in the previous period
and less by the shock occurring in period t. Howgtreere is an increase of the shock
influence in the volatility formation in high volbty regimes (determined by the
product sa-A). There is also a decrease of thetiMylgpersistence in these high
volatility states (sb-B). In this case, the voisgtilobserved in a period t in a high
volatility state is less determined by the varianbserved in the previous period and
more by the shock occurring in this period t. Thesmilts suggest that linear GARCH
models could lead to sub-estimation of volatiligrgistence in high volatility periods
and over-estimation of volatility persistence igthivolatility periods, where there is a
higher presence of shocks in volatility formatidafcucci 2005).

In addition, the non-linear multi-factor model lets associate the different states that
follow the volatility process with low (state 1) cérhigh volatility (state 2) market

periods. The median of the estimated volatility $tate 1 aredy, ._,=6.8718 ,4; .., =
0.3740 andd,g ., = -0.0982 while the median of estimated volatiigries in state 2
= 0.4496 and,s .., = -0.1215. These results (jointly with

Figure 2) let us associate the states definedamtmn-linear model with low (state 1)
and high volatility states (state 2).

are Gy, ..,= 8.5479 .07 ..,

Figure 2 show the smooth probabilifiesf being in state 1 during the sample period for
the 10-year T-borfd as hedging component case.

[INSERT FIGURE 2]

There are four patterns in the volatility proceBse first part of the sample (until 2000
approximately) shows market uncertainty about thennregime in the market with
sudden regime shifts (as the 1997 crisis). Aftat,tinigh volatility periods seem to
govern the process during the 2000-latest 20020@eoinciding with the dot-com
bubble. After this turbulent period, low volatilizegimes govern again the Spanish
market during the 2003-latest 2007 period, coimgduith a great expansion period of
the Spanish economy. Then, coinciding with the gldimancial crisis of late 2007,
high volatility regimes govern again the volatilfyocess.

®1 See Abramson and Cohen (2007) for necessary afidiesnif conditions in MRS-GARCH processes

%2 The smooth probability is defined as the probgbdf being in each state considering the entire

i i P(s.=1Q;;6 . =20, 0

information set.P(s :1‘QT;6): P($:qu;5) ($+1 Q; ) +[ (1~ I)P($l 1, )
P(5.,=12,;6) M 5.=2Q::6)

% For brevity, only the figure for the 10-year T-lbas alternative investment in the general model is

considered; the dynamics of the probability in tbst of the cases are very similar. Results aridada
from the authors upon request
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Despite these continuous changes in regime, lovatlity regimes show a higher
presence during the sample period governing thatiib} process. The number of
periods where the volatility process is in a lowatitity state (probability of being in a
low volatility states is higher than 0.5) are 49&ipds, corresponding to 69% of the
total sample

The results obtained about the significance ofrible-return trade-off in both multi-
factor models suggest that the lack of empiricadlevce in previous studies could be
due to the strong assumption of a linear risk-retwade-off. Non-linear assumptions
lead us to favorable evidence of the risk-retuaderoff in low volatility states but we
cannot obtain favorable evidence when a linearetfflis assumed. We also obtain a
significant impact of the intertemporal componanthe risk-return relation similar to
Whitelaw (2000).

Summing up, we can only obtain favorable evidemnceafpositive and significant risk-
return trade-off for low volatility regimes (stai8. As the differences in the risk price
show, there is a real risk-return trade-off in ttigte, but such a relation is not observed
in high volatility states. The lack of evidencethe linear case could be due to the
existence of several periods in the sample wheeeetlis not a risk-return trade-off
(corresponding to high volatility states), causagon-significant risk-return trade-off
for the whole sample. However, if we distinguishosmm states we can identify low and
high volatility states and identify a significamade-off essentially in the low volatility
state.

4.3.- Risk premium evolution

This section describes the risk premium evolutiemdnded by the investors in Spain,
distinguishing between what proportions of the ggkmium correspond to each risk
factor: the market risk and the hedging componé&lie compute the premium
associated with the market risk by the producthef tisk price with idiosyncratic risk
Aoz, for linear multi-factor models (and similarly fdhe hedging component
premium). For the non-linear case, this risk premiis obtained using the state-
dependent market risk premium weighted by the smpoobability of being in each
state P(§ =1Q;:0) A0 eit P(5=2Q10) A, o 0700 (and similarly for the
hedging component premium). The total risk premiamescomputed by the sum of the
two factor premiums.

For brevity, we only show the results correspondnthe 10-year T-bond as alternative
investment cas¥. Figure 3 describes the risk premium for the linead non-linear
cases.

[INSERT FIGURE 3]

% The dynamics of the risk premium evolution in thst of the cases are very similar. Results are
available from the authors upon request.
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Both figures share similar patterns and only diffecause of the scale of the risk price.
The dynamics for the source of risk are very similéhere is a common rise of the
market risk premium coinciding with high volatilifyeriods (dot-com bubble period
(2000-2002) and the last financial crisis (2007200The mediaft of the weekly risk
premiums series shows that over the past 15 yéargisk premium in Spain has
remained at approximately 4% to 7% per anffunepending on the model used.
Furthermore, the total risk premium is essentidiyined for the risk associated with
the market. The percentage of the total risk premaorresponding to the hedging
component is relatively small for the linear modébre specifically, over the total risk
premium estimated, only 95.5% and 74% of the premawe due to the market factor in
the linear and non-linear multi-factor models respely.

In order to detect the differences in the risk pgrembetween the models proposed,
Figure 4 presents the evolution of the differenbesnveen the total risk premium
obtained in each modé

[INSERT FIGURE 4]

A similar evolution of the total risk premium is s#yved in both models during low

volatility states (2002-2007). However, non-lineaodels exhibit higher estimations of

the risk premium during high volatility periods ¢suas 2000-2002 and 2008 periods).
According to this evidence, the assumption of linegtterns in the risk-return trade-off

could lead to underestimations of the risk premiarigh volatility periods.

4.4.- Specification test

This section performs several specification testerder to check the adequacy of the
QML estimations of the multi-factor models. Forstineason, we analyze the properties

of the standardized residual§l (=¢, /./h, ) and the product of the standardized

residuals for the models proposed. Only the redattgshe 10-year T-bond c&8eare
shown for brevity for the linear and non-linear ratsd

[INSERT TABLE 6]

®5 We use the median rather the mean of the conditsgwnd moments as a proxy for the average non-
diversifiable risk in each period because it is lafected by outliers.

% The descriptive statistics for the risk premiumss @ot shown but they are available from the awsthor
upon request.

" For brevity, only the figure for the 10-year T-boasl alternative investment in the general model are
shown; the dynamics of the differences in the psgmium evolution in the rest of the cases are very
similar. Results are available from the authorsnumuest.

% Results for all models are available from the arghupon request
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The first part of the table shows summary stasshic the standardized residuals of the
estimated multi-factor models. The mean valueosiad O in both cases with a standard
deviation nearly to 1. The two cases (linear and-lintear) exhibit good properties. A
reduction in the skewness and kurtosis of the uedsdis observed compared to the
original series. A reduction even higher is obsérvethe skewness and kurtosis in the
non-linear case, suggesting a more accurate déeargnd fit of the conditional second
moment dynamics. The Ljung-Box test performed akierstandardized residuals reveal
a lack serial autocorrelation neither in levels mortheir cross-products. It is also
removed the original heterokedasticty problem presethe original series.

The bottom of the table presents two moment test@ntlyze the consistence of the
QML estimations performed (Bollerslev and Wooldr{d®92)). These authors explain
that, even in deviations from normality, consistestimations are obtained if

E,(3,)=0, E,(%)=1 and E,(0,0,)=0 for ij = mb where(],are the
standardized residuals.

The results obtained do not reject the null hypsithh@ssumed about the considered
value of the two first order moments. These resatisfirm the consistency of the
estimations of our models even for deviations fraommality.

5.- Conclusion

This paper analyzes empirically the risk-returrdéraff for the Spanish market using
several proxies for the alternative investment ¥é&t. propose two multi-factor models
considering conditional second moments accordirgvariate GARCH specification

based on theoretical frameworks which develop linead non-linear relationships
between return and risk. The results show that arnggsitive and significant risk-return
trade-off is obtained in the non-linear case anty am the states governed by low
volatility process (State 1). However, it is found favorable evidence either in the
linear framework or in high volatility states. Tleesesults support the findings of
previous papers which present a procyclical rislkersion behaviour of investors.
During low volatility states (associated with bograriods) investors are more risk
averse than during high volatility periods (asstadawith crises). The investor profile
in each context may also have influence in thiselowsk aversion coefficient. The
weight of the hedging component in the risk premiartess important than the market
risk factor although the former has also a sigaificimpact in low volatility periods.

Strong assumptions of a linear relation betweearmeaind risk could lead to model
misspecification and an inability of the empiricabdel to capture a significant risk-
return relationship since the existence of periathiere a risk-return trade-off is not
observed could lead to non-significant estimatibthis relation for the entire sample.
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The risk premium evolution in Spain is close to mharket volatility. The risk premium
demanded for the investors presents a higher vhke other sample periods during
2000-2003 and 2007-2009 (coinciding with crisisigds). Despite the decrease in the
risk price during these periods, there is an exétgmise in the market risk that lead to
higher risk premiums during the high volatility pets. The two multi-factor models
also estimate noteworthy different risk premium idgrthese periods. Non-linear
models estimate higher risk premium during thesegs, although for the rest of the
sample the estimations are quite similar. Furtheemthe linear framework presents
higher persistence of volatility shocks in the ¥ty formation during low volatility
periods (and vice-versa). This fact is correctethwhe introduction of the regime-
switching, obtaining lower persistence volatilitgtienation in high volatility periods
and higher persistence volatility estimation in lealatility periods.
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TABLE 1.- Summary statistics for excess marketmstand intertemporal hedging proxies

53

Panel A.- Summary statistics
E]);CriZf l-year T-| 3-year T-| 5-year T-| 10-year T-| Averaged Term
return bill bond bond bond portfolio Spread
Minimum -23.032 -0.7516] -0.9480 -1.319 -3.220 -B.89 -1.298
Maximum 13.784 0.6022 1.1246 1.854 2.363 1.662 a..69
Median 0.1514 0.0116 0.0398 0.060p 0.081b -0.0335 .0489

Std. 3.105 0.1039 0.2698 0.4447 0.6705 0.4706 0.414
deviation
Skewness -0.7825 0.4097 -0.1785  -0.1001 -0.3863  3140. -0.0790
Kurtosis 8.808 13.386 4.1338 3.7837 4.271 3.781 3.77

(standarized)

J-B 1085.68 | 3256.57° | 42.392° | 19.631 66.450" 30.198 18.798
L-B (6) 42186 | 61.847 | 30.622 21.217 18.997 15.924 20.596
L-B2(6) | 224.899 | 251.798 | 132.371 | 151.362 | 68.018 67.018 152.579

Panel B.- Correlation matrix
E);Cri: l-year T- | 3-year T-| 5-year T-| 10-year Averaged Term
bill bond bond T-bond portfolio Spread
return
IBEX-35 1 -0.0105 -0.0830|  -0.0504 -0.031y7 -0.0523 0.0516
”i";‘ﬁ T- 1 0.4319 | 0.3813| 0.3059 0.3603 0.1576
3-year T- 1 0.9525 |  0.8420 0.9265 0.909¢
bond
>year T- 1 0.9313 0.9815 0.9729
bond
10-year - T- 1 0.9773 0.9184
bond
Averaged 1 0.9585
portfolio
Term 1
Spread

Panel A shows summary statistics for excess markétisns and alternative hedging proxies. JB is flzeque-Bera test for

normality distribution. LB(6) and L#6) are the Ljung-Box test for serial autocorretatiin levels and squares respectively.
(" denotes significance at 5% level). Panel B prestresorrelation matrix for all the series includidthis study.
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Table 2. Mean equation estimations for multi-factardels

rm,t :/110 +/]110-2m,1+A1pmb,t+gm,l
Tot =y +/]210bm,t+/]2g2b;+5b,t
Model 2.a Model 2.b Model 2.c Model 2.d Model 2.e Model 2.f
A R 0.1639 0.1192 0.1388 0.1851 0.1487 0.1297
e 0.1722 0.1858 0.1706 0.1992 0.1782 0.1626
A R 0.0125 0.0221 0.0151 0.0126 0.0190 0.0221
111G 0.0107 0.0162 0.0163 0.0139 0.0176 0.0204
A R -0.2247 0.4998 0.2283 -0.0171 0.2779 0.4398
2 | G -0.0433 0.7222 0.3634 0.0127 0.4165 0.5212
P R 0.0008 0.0243 0.0387 0.0631 -0.0505" 0.0173
20 | G -0.0033 -0.0103 -0.0187 -0.0040 -0.1169 -0.0091
Ay G 0.2417 0.0701 0.0864 0.0402 0.0688 0.0495
Ay G 0.2597 0.6618 0.4032* 0.1720 0.3700 0.6155

Estimated parameters for the mean equation in fagtr models. ***, **and * represents significaneg 1%, 5% and 10% levels.
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Table 3. Variance equation estimations for multitée models

—_ Urf],l Umhl — 1 ' \ >
Hl - o_mm o_it - CC + Agt—lgl—lA-‘- BH—l B
Model 2.a Model 2.b Model 2.c Model 2.0 Model 2.e Model 2.f
R 0.3068" 0.3403 0.3180° 0.29127 0.2971 0.3298
G G 0.3017" 0.3276 0.3139° 0.2886 0.2972 0.3276
G R -0.0178 -0.0256 -0.0350 -0.0427 -0.0622 -0.0183
| G -0.0172 -0.0178 -0.0283 -0.0407 -0.0475 -0.0168
R 0.0241" -0.0102 -2.80E-05 0.1152 9.00E-06 0.01669
G2 G 0.0242 8.76E-04 -2.50E-07 0.1162 1.60E-08 -0.0102
R 0.2815" 0.2937" 0.2917" 0.2801" 0.3005 0.2933"
%, G 0.2777" 0.2890" 0.2903" 0.2804" 0.2965 0.2948"
R -0.0024 0.0052 0.0092 -0.0166 0.0034 0.0043
LR G -0.0019 0.0072 0.0111 -0.0141 0.0078 0.0052
R -1.4984 -0.7233 -0.4042 0.0651 -0.3442 -0.6339
% G -1.5390 -0.4929 -0.3152 0.0618 -0.2850 -0.493
a, R 0.5630" 0.2190° 0.1846" 0.2421" 0.1807" 0.2264"
G | 0.5659 0.1968" 0.1733" 0.2397" 0.1603" 0.2146"
b R 0.9556° 0.9509" 0.9527" 0.9586 " 0.9514" 0.9526"
11 G 0.9566 0.9537" 0.9538" 0.9587" 0.9530" 0.9529"
b R 0.0012 -0.0022 -0.0040 0.0047 -0.0019 -0.0020
2 G 0.0010 -0.0026 -0.0044 0.0038 -0.0033 -0.0022
b, R 0.8897 0.3620 0.1950 0.0038 0.1849 0.3643
11 G 0.8853 0.2680 0.1627 0.0084 0.1566 0.3219
b, R 0.8118" 0.9675 0.9761" 0.9491" 0.9734" 0.9664"
2 G 0.8121" 0.9740° 0.9786 0.9515 0.9795 0.9706

Estimated parameters for the variance equatiorhim multi-factor models. ***, ** and * representsgsiificance at 1%, 5% and

10% levels.
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Table 4.- Mean equation estimations for non-lineauti-factor models

_ 2
rm,t,s( - /]10,$ + /]11,§U

m

L‘s-i-/1 12‘9- mb t s+ 3

mit

rb,t,g = /]20,$ +/121,§0- bm L§+/] 224p2b§s+ & bts

Panel A. Low volatility state {s1)

Model 2.a Model 2.b Model 2.c Model 2.9 Model 2.e Model 2.f
Aosaa| R | -1.1540 -0.8954 -2.3156 -2.3689" -2.7943" -2.4819
G -0.8077 -1.5745 -2.6614" -2.5942" -2.2375" -4.0322"
Auem| R | 0.404% 0.1169 0.131T 0.1867" 0.2980° 0.2270°
G 0.3415 0.1682 0.1144" 0.1982" 0.0758 0.3011"
Apsa | R 2.7521 4.6265 3.7134 2.0452” 1.669T 1.3646
G | 7.6601" 1.8731 -0.3294 2.5448 0.0169 1.6573"
Apeer| R 0.0099 0.0406 0.0742 0.0785 -0.0745 0.0524°
G -0.0009 0.0096 0.4503 -0.0172 -0.2907| 0.1715°
Ansr g | -0.1518 0.1997 0.4438 -0.0479 -0.8829 -0.4219
Aps=t | 1.8914 0.4396 0.9609 0.3025 0.2076 -1.3879
Panel B. High volatility state (s2)
Aos-z| R | -1.4062 0.3597" 0.3436 0.3502 0.2323" 0.2662
G| -1.2897 0.1993 0.1891 0.3652 0.3583" 0.2908
Aie-s | R 0.0733 0.0198 0.0137 0.0043 0.0191 0.0153
G 0.0662 0.0302 0.0337 0.0111 2.8310 0.0169
As=2| R -1.2216 0.3280 -0.3172 -0.3739 -0.0507 -0.715
G -1.4985 0.3132 0.7456 -0.4473 -0.0323 -0.2767
Aposea| R -0.0027 0.0210 0.0354 0.0605 -0.0404| 0.0183
G| -0.0117" -0.0355 -0.1469 0.03480 -0.0768 -0.0184
Ans=2 G| -0.1059 -0.1202* 0.1151 0.0637 0.0540 -0.0215
TR 0.9297 1.0195 1.1358 0.0635 0.1869 0.7740

This table shows the estimated parameters for thannequation in the non-linear multi-factor mode¥, ** and * represents
significance at 1%, 5% and 10% levels.
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Table 5. Variance equation estimations for nondinmulti-factor models

Jri,t,s me1§ ' ' '
Ht,§ = 2 = C$1 C$ '+ 'Aggklgt—l% + B§ H{-l B'S
Omots  Tots
A =sah B,=saB
Modelo 2.a Modelo 2.b Modelo 2. Modelo 2/d Mod2le Modelo 2.f
R 1.3614° 0.6107" 0.4977" 0.5162" 0.3707" 0.4648"
S 1.2338" 0.3035" 0.6063" 0.5194" 0.4119" 0.3766
R -0.0026 -0.0299* -0.0254 -0.0155 -0.0486 -0.0072
G2 G -0.0004 -0.0095 -0.0508 -0.0073 -0.0170 0.0038
R 0.0346" 0.0689" 0.0798~ 0.1836 0.0590" 0.0577"
% G 0.0315" -0.02737 0.13247 0.1988~ 0.1173" -0.0513"
R 0.1161 0.0933 0.0114 0.2236 0.3318~ 0.2073"
4 G 0.1011 0.41306 0.2184" 0.2401" 0.2074~ 0.1215"
R 0.0002 0.0053 -0.0001 -0.0165 -0.0029 -0.0024
%4 G 0.0095 0.0014 0.0203 -0.0230° -0.0086 0.0001
R 0.2580 0.1096 0.0040 -0.0143 -0.4763 0.0340
% G -0.0404 -0.1642 0.0716 0.0687 0.2727 0.1531
a, R 0.2748" 0.1227 0.0207 0.2369 0.2318~ 0.2699"
G 0.2654 0.2776 0.3075 0.2473 0.2163 0.1572
b R 0.9778" 1.0321" 1.0486~ 1.0049" 0.9764" 1.0562"
11 G 0.9851" 0.9545" 1.0183" 1.0021" 1.0405" 1.0502"
b R -7.50E-04 -0.0020 -0.0008 0.0032 -0.0006 0.0007
21 G -0.0014 -0.0011 -0.0064 0.0059 0.0017 -0.0009
b, R 0.9677 0.1022 0.0740 0.0211 0.1758 -0.0523
11 G 1.2557 0.1564 0.1670 -0.0343 -0.0615 -0.0162
b, R 0.9111" 0.9857" 1.0132" 0.9742" 0.9856" 1.0213"
2 G 0.9187" 0.9677" 0.9477" 0.9671" 1.0128" 1.0167"
«a R 2.7440 3.2140° 17.1565 1.1736 1.1979° 1.1136°
G 2.8049" 1.01117 1.1758" 1.0667 1.0861" 1.8867
s IR 0.6393" 0.8370° 0.8918" 0.9111" 0.3590" 0.8743"
G 0.6524" 0.2353 0.8845" 0.9035" 0.8939" 0.8979"
R 0.98 0.97 0.98 0.98 0.98 0.97
P I"G 0.97 0.97 0.98 0.96 0.96 0.97
R 0.97 0.98 0.98 0.98 0.98 0.97
9 G 0.96 0.96 0.97 0.98 0.97 0.96

Estimated parameters for the variance equatiorhe thon-linear multi-factor models. ***, ** and *apresents significance at 1%,

5% and 10% levels.
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Table 6.- Specification test for the standardiresiduals
Panel\l/l,s(.jell_mear Dm,t Db,t DZth DthDb’t Ds,t
Mean -0.0643 0.0078 0.9850 0.0162 1.013
Std. Dev 0.9910 1.007 2.9696 1.377 1.760
Skewness -1.072 -0.4084 18.9559 7.897 5.684
Kurtosis 9.857 4.0290 443.3336 138.792 61.417
J-B test 1546.78 51.714 5851793.34 | 559890.43 | 106 109.44
L-B (6) 24.507 16.609 6.927 20.2143 15.106
t-stat for HO: -1.740 0.2096
t-stat for H1.: -0.1354 0.3156 0.1993
cren O | G0 | G0 | GO | B
Model
Mean 0.0271 -0.0037 1.075 0.0374 0.9877
Std. Dev 1.0375 0.9945 2.250 1.236 1.5652
Skewness -0.4701 -0.3271 10.508 2.550 3.5096
Kurtosis 5.42261 3.50276 176.96414 32.28573 224852
J-B test 202.31153 | 20.40111 919 878.21 26 473.38 12 422.63
L-B (6) 28.57888 17.44660 17.37963 10.78957 19.3069
t-stat for HO: 0.70157 -0.10188
t-stat for H1: 0.90324 0.81193 -0.21049

This table shows the statistics for the standaddiesiduals for both models used: GARCH-M and RRGH framework. J-B test
is the Jarque-Bera test for normality. L-B (6)he Ljung-Box autocorrelation test including 6 lafjsalso presents tests about the
first two moments of the standardized residualsvdtidate consistent estimations of the QML procedfrom deviations to
normality. .***, ** * represent significance at 19%6% and 10% levels. HO and H1 represent the isstafor the two moment order
test developed in Bollerslev-Wooldrige (1992).
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Figure 1- Covariance excess market returns andiaieporal component
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Figure 2.- Smooth probabilities for low volatilisgates
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Figure 3 Risk Premium evolution in Spain
Figure 3.a.- Risk Premium for the linear multi-factmodel
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Estimated risk premium for the Spanish market utliedinear multi-factor model. The greenline lie market risk, the red line is
the premium associated with the hedging compaarahblue line represents the total risk premium.
Figure 3.b.- Risk Premium for the non- linear migittor model
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Figure 4.- Risk Premium differences between lireead non-linear models
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CHAPTER 4:

MEASURING THE HEDGING EFFECTIVENESS OF INDEX
FUTURES CONTRACTS:
DO DYNAMIC MODELS OUTPERFORM STATIC MODELS?
A REGIME-SWITCHING APPROACH

Abstract

This paper estimates linear and non-linear GARCHletsoto find optimal hedge ratios
with futures contracts for some of the main Europstock indexes. By introducing
non-linearities through a regime-switching modeg gan obtain more efficient hedge
ratios and superior hedging performance in botraimd out-sample analysis compared
with other methods (constant hedge ratios and Hil&&RCH). Moreover, the non-
linear models also reflect different patterns faa by the dynamic relationship
between the volatility of spot and futures retwlnsing low and high volatility periods.
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1. Introduction

Over the past two decades with the developmenteoivatives markets, plenty of
literature has focused on techniques to reducestment risk. One simple technique for
this purpose is hedging with futures contracts,clvidespite its simplicity has received
extensive research attention. The literature os shbject is extensive and much of it
focuses on determining the optimal hedge ratio ({¥wad Thompson, 1989; Cheung et
al., 1990; Chen et al., 2003). The most common aggtr is one that minimizes the
variance of returns in a portfolio of spot and fesipositions (Johnson, 1960).

The pioneering work using constant hedge ratios pesformed by Ederington (1979).

In this approach, the hedge ratiél’rst J%zj. This hedge ratio is estimated through

f

the slope of the ordinary least squares (OLS) s=gpa between the spot and futures
returns.

However, this approach exhibits several problemse ©Of them is that it does not
account for the long-run disequilibrium betweentspual futures markets (Ghosh, 1993;
Lien, 1996). Another problem is that it assumesstamt conditional second-order
moments and, therefore, static hedging being notdiional on the arrival of
information into the market. There are essentiaMlgp approaches to obtain dynamic
hedge ratios. The first one consists of allowingldee ratios to be time-varying
coefficients and estimating these coefficients aiye(Alizadeh and Nomikos, 2004;
Lee et al., 2006). The second approach (KronerSanthan, 1991; Brooks et al., 2002)
uses conditional second-order moments of the spbfigtures returns from multivariate
GARCH models, which allow for the estimation of gedatios at timé adjusted to the

. . . . g,
information set available to the investor at tERQ :—'2f|Qt_lJ
af

Most of the literature has focused on this secopgra@ach, proposing increasingly
complete models that more accurately capture tlagackeristics of the financial data
and thereby overcome the limitations of the simpgBXRCH models. One of the
limitations of GARCH models is that they are indalpaof reliably capturing the
patterns of financial data series, specifically éisgmmetric impact of news (Glosten et
al., 1993; Engle and Ng, 1993; Kroner and Ng, 1998gative shocks are widely
known to have a greater impact on financial settia® do positive shocks. This fact
should be taken into account when estimating hedd®s. Brooks et al. (2002)
conclude that hedging effectiveness is greater wte® asymmetric behavior is
considered. A further limitation of GARCH modelstieat they consider high volatility
persistence. This high persistence level sugghstpitesence of several regimes in the
volatility process (Marcucci, 2005). Ignoring thesegime shifts could lead to
inefficient volatility estimations. Therefore, tlwensideration of several regimes in the
volatility process could lead to more accuratenestions of volatility and thus a better
performance of hedging strategies. This approaciessribed in Hamilton and Susmel
(1994), who use a switching ARCH (SWARCH) modeirtoduce regime switches.
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Susmel (2000) analyzes the possibility of regiméches, but uses an E-SWARCH
specification that also considers asymmetry, andclooes that both ARCH and
asymmetric effects are reduced when regime switarestroduced.

In recent years, regime-switching models have taterna new dimension with the
development of Markov regime switching (MRS) modé&srno and Valente (2000)
propose a multivariate version of Hamilton’'s (1989RS model. Alizadeh and
Nomikos (2004) were the first to use this methodglto estimate time-varying hedge
ratios. Lee and Yoder (2007a) develop a new MRS-BHEKodel in which they extend
the work of Gray (1996) to the bivariate case. Ehstudies propose a recombining
method for conditional covariance matrices thatvalthe models to be tractable. They
focus on modeling the variance and disregard tiewer of the mean. Alizadeh et al.
(2008) incorporate an error correction term (EQBY allows series characteristics to be
related in the short- and long-run. The evidenoenfstudies including regime switches
shows more robust estimates are generated if ktylad allowed to follow different
regimes depending on the market conditions, wighrésult that the hedge effectiveness
will be greater (Alizadeh et al., 2008).

The main objective of this paper is to analyzeittiiience of non-linear patterns and
regime switching on the effectiveness of dynamidgieg strategies and assess whether
these models show an improvement over the simptatets usually performed in the
literature. We compare the results for the esticth&edge ratios and the effectiveness
found assuming linear and non-linear dynamics betwée patterns followed by spot
and futures returns. The study is performed foresdvEuropean markets using the
main stock index in each case (namely FTSE forlUke DAX for Germany and
Eurostoxx50 for Europe) and their future contramasidering an ex post and ex ante
analysis, with the last approach closer to the si@ci process followed by an
investor/hedger. The out-sample analysis also dedithe last financial crisis to show
the best hedging models in periods of market gtter

In our empirical study, we use multivariate GARClddels. More specifically, we use
the traditional BEKK model (Baba, Engle, Kraft akcbner, 1990; Engle and Kroner,
1995) and estimate asymmetric BEKK models (Brodlka.e2002) to include the well-
known ‘leveraged effec® of volatility. Moreover, the existence of cointaon
relationships between spot and futures marketsleado the incorporation of an ECT
in the mean equation (Ghosh, 1993; Lien, 1996)allin we also propose more
complex models that consider non-linear relatiopshdy using a regime-switching
specification (Alizadeh et al., 2008), thereby wailog hedge ratios to be dependent on
the state of the market and analyze whether thefubese more complex models leads
to a significant hedging improvement. This approletius compare the effectiveness of
linear GARCH models with that of non-linear GARCHvdels.

% The ‘leverage effect’ is the different responsevofatility to shocks of different sign (Nelson, 949
Glosten et al., 1993).
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The effectiveness of the hedging strategy is meastinrough several approaches.
Firstly, we compute the variance reductions ofdtiterent hedging strategies over the
unhedged portfolio (Ederington, 1979). Secondly,analyze the economic significance
of the risk reduction in terms of investor utilifironer and Sultan, 1993). Variance
reduction is a good risk measure of a hedge sWyafethe returns follow a normal
distribution but this assumption is not always S&d (Jei and Park, 2010). To avoid
this problem, we also estimate alternative effertess measures based on loss
distribution tails such as Value at Risk (VaR) {dony 2000) and Expected Shortfall
(ES) (Artzner et al., 1999).

Several authors (Myers, 1991; Kroner and Sulta®31®ark and Switzer, 1995) show
that dynamic hedge ratios outperform constant hedges in terms of reducing

portfolio risk. However, there are some papers whbe main conclusion is just the
opposite, even considering several effectivenesasares (Lien and Tse, 2002; Cotter
and Hanly, 2006; Jei and Park, 2010). One of thévawons behind this paper is to
provide empirical evidence on these contradict@yults and analyze whether more
complex models better fit financial series patterNsvertheless, there is no strong
evidence, as pointed out, on the ability of thesmla@ts to improve the effectiveness
found with simpler models, even the static OLS m@de

The main contributions of the paper are the follgyviThis empirical study is the first
to apply such a database, both considering the tioneon analyzed and the different
stock indexes used. It also introduces a modelitichides different volatility processes
with a MRS-GARCH approach that also considers Hyenaetric response of volatility
to shocks of different signs and the cointegraflong-run equilibrium) price followed
by futures and spot markétdo analyze the effectiveness of the hedging siyat€he
findings show that considering non-linearities ire tvolatility specification leads to
differences in the estimations and forecasts ohtiliy. These differences have an
impact on the hedge ratios obtained and the effotiss reached, causing non-linear
models to achieve better effectiveness. The lastltreoincides with Lien (2009), who
points out that the existence of structural breakfnancial series may improve the
performances of dynamic models or at least thattmsideration of these in estimated
models improves effectiveness. Finally, this regsltrobust across countries and
independent of the effectiveness measure considered

The outline of the paper is as follows. Sectior&spnts the database used in the study.
Section 3 introduces the empirical methodology.tiSec4 shows the main empirical
results of the study analyzing the optimal hedg® mestimations and the effectiveness
measures proposed. Finally, we present the maiclesions of the study.

0 Lien (2009) analyzes and demonstrates why statigets (OLS) may outperform more complex
models.

" In their respective studies, Alizadeh et al. (2008 an ECT-MRS-diagonal-BEKK specification and
Jei and Park (2010) use several linear bivariatRGA models; however, to the best of our knowledge,
no paper considers cointegration, regime switchimgj volatility asymmetries in the same model.
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2. Description of the data and preliminary analyses

The data used in this study include weekly cloginges? (Alizadeh and Nomikos,
2004; Alizadeh et al., 2008; Chen and Tsay, 20ad$éme of the main European stock
indexes and their futures contracts. Specificalg, use the information on the UK
(FTSE100), Germany (DAX30), and Europe (Eurosto}x3be time horizon includes
observations from 1 July 1998 to 30 September 20 divide this data into two sub-
samples: observations from 1 July 1998 to 31 Deeerdb08 (548 observations) are
used for the in-sample analysis and observatiam ft January 2009 to 30 September
2010 (92 observations) are used for the out-sastplty. We obtained the indexes data
from Thomson DataStream and the futures informatiom the Institute of Financial
Markets Data Center.

We construct the continuous futures series usiregdbntract closest to maturify
Weekly returns series are computed as the logactdifierences multiplied by 100.

I =100£ Iog;iJ para i={s,f} 1)
it-1
Descriptive statistics are presented in Table lneP#& shows the main summary
statistics for the spot and futures indices. Centasults are noteworthy. For the returns,
negative values are present in the third-order nmsnel'hese statistics further justify
including the asymmetric term when finding hedg@orsa There is also excess kurtosis
in the returns (fat tails); this finding suggegtsittthe variances of the series may be
time varying. Finally, note that the Jarque—Beranmality test (1980) is rejected
because of the asymmetric and leptokurtic charatits of the series. Results for the
out-sample period differ only slightly from thosé the in-sample peridd. Panel B
displays the serial autocorrelation tests for thaees in levels and squares. The Ljung—
Box statistics for the squared series suggest seaef conditional heteroscedasticity
for both series. There is also evidence of sewaletation for returns in levels so it is
necessary include structure (lags) in the meantexudanel C reflects the stationarity
tests performed over the price series and reveatghe price series are 1(1), so we have
to work with the returns series for stationarityagens. Finally, panel D presents the
results of the cointegration tests for the sertaglisd. The results also show that both
series are cointegrated. Therefore, these reldtipsswill be introduced in the
specification of the model used to calculate theégleeratios, since otherwise we would
obtain inefficient hedges (Lien, 1996).

"2 Wednesday closing prices are used as weekly oitiems. If a Wednesday is not available in a week i
replaced by the Tuesday in that week.

3 carchano and Pardo (2008) show that rolling overfitures series has no significant impact on the
resultant series. Therefore, the least complex agetian be used for series construction to reachahe
conclusions.

" The out-sample data run from 1 January 2009 t&&tember 2010 (observations). The descriptive
statistics, not presented in the paper, are avaifabm the authors upon request.
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3. Methodology

This section explains and develops the empiricallef®oused to estimate time varying
volatilities and hedge ratios. We start with thansyetric and asymmetric linear

specifications (BEKK and GJR-BEKK) to model the dymc relationship between spot
and futures returns. After that, we assume norafirdynamics through a regime-

switching process, thereby allowing hedge ratiobeodependent on the state of the
market.

3.1. Linear bivariate GARCH models

Linear bivariate GARCH models have been widely usedhe analysis of dynamic
hedge ratios (Baillie and Myers, 1991; Park andt&wj 1995). One of the most
frequently used is the BEKK model (Baba et al., @98ince it incorporates certain
characteristics that make it particularly attractive for this typestudy. In this specific
case, we incorporate an ECT in the mean equaticause both series are cointegrated.
Let r,, andr,, be the spot and futures returns at period t re¢isjedy; thus, we define

the mean equation as:

oo =t aylg tat,, ,+akCT +&, (2)

re, =bg+byr,,+byr, . +bECT_ +e& (3)
gS,t

§1Q., = . |Q,., ~BN(O,H,) (4)
fe

where g, b for i ={0,1,2,3 are the parameters to be estimated. The sub-ssized

f indicate spot or futures respectivels,, and ¢, , indicate innovationsQ,_, denotes

the information set available up to t—1, BN refeosthe bivariate normal distribution
and H, is a positive definite time-varying 2x2 matrix ohefd as follows:

> h
Ht — hs,t ;st =C'C+ Algt—lglt_l A+ B H—l B (5)
hsf,t hf,t

where C is a lower triangular matrix of constamsd & and B are 2x2 square matrices
of coefficients to be estimated.

> The main advantage of this model is that it guesthat the covariance matrix will be a positive
definite by construction (quadratic form).
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Assuming that the innovations follow a bivariatermal distribution, the unknown
parameters) = (8 ,h,C. , A,,, B,,, ) fori={0,1,2,3 are estimated by maximizing
the following likelihood function with respect @:

1

{(r:6)=(27) " H, (6)] exp{—%a} (6) H e, (e)j 6)

L(6) :ilog f(r,;0) (7)

where T is the number of observations.

GARCH models allow us to obtain an estimation & Yariance—covariance matrix for
each period. We obtain the dynamic hedge ratiiR § estimations, according to the
expression (8):

~

Y ©

T2
h; t

This simplest variance specification (shown in &@hde used to incorporate other
financial series characteristics such as asymnseinevolatility. One of the most

popular approaches in the literature is the GJReahotlGlosten et al. (1993), which

uses specific variables to incorporate this asymmbeehavior.

> h

Ht :( hs,t f;tJ -cer Algt—lglt—l A+ B H—l Bt D”t—ﬂ It—1 D (9)
hsf,t hf,t

where D is a diagonal 2x2 matrix of parameters ¢oebtimated andj, =min (¢,,0).

The remaining parameters and variables are the asantese in equations 2—4 and the
estimation procedure is similar to that above.

3.2. Non-linear bivariate GARCH models

In contrast to previous models, in which the dymamglationship between spot and
futures returns is characterized by linear pattethe model presented by Lee and
Yoder (2007a) allows regime shifts, which suggéisés one can obtain more efficient
hedge ratios and superior hedging performance cadpaith other methods. These
types of non-linear models open up a new line foradnic hedging in which the returns
process is state-dependent.
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Letr,, ., andr, . be the state-dependent spot and futures returmnseapectively; we

s,t, st

define the state-dependent mean equations as:

rs,t,st = aO + airs,t-l+ a2r f.t l+ a3,stECTt- l+ & s,t,st (11)

rf Jt,st = bO + blrf ,t—1+ b2rs = 1+ b3stECTt— 1+ 3 ftst (12)
_ Estst

& st |Qt—1 _( ] |Qt—1 ~BN (O’Ht,st) (13)
f.t,st

where g, b for i ={0,1,2,3 are the parameters to be estimated. For compuétio

tractability, they are not considered to be stapethdent. However, following Alizadeh
et al. (2008), the parameters accompanying the @&pend on regimg :{1, 2} .

The state-dependent innovatiogg, follow a bivariate normal distribution that depend

on states ={1,3 . This state variable follows a two-state first@rdarkov process
with transition probabilities:

s [ Prls=ts.=d=p P(s=1s=12=¢ qj

(Pr(s=24s,=9=p) Pls=28=2=q

wherep represents the probability of continuing in staté il was previously in state 1
and g represents the probability of continuing in staiéit was previously in state 2.

(14)

The state-dependent conditional second-order mament, follow an asymmetric

BEKK® specification model that takes different valuepefeling on the value of
s ={1,3 . Because of this state dependence, the modebedbme intractable as the

number of observations increases. In order to vesdhis problem we apply the
recombining method used in Gray (1996) where thk gdapendency problem is solved
for univariate models. Lee and Yoder (2007a) extinsl recombining method for the
bivariate case. Thus, the variance specificatiogaich state is defined as follows:

rﬁ , S h S ! ! 1 3 4 1
Ht,st :( b h;SL t = CstCst+ Asfg t—1£ 1 Ast+ BstH-tl Bst+ Dg —t{] -t Dst (15)
hsf,t,st f,t, st

where h?, ,and h?, , are the conditional variances of the spot andréstin period t for
each statg and h, , is the conditional covariance in t for eash C,, A, B, and

D, are the matrices of parameters to be estimated@svious models.

® We also present the results for the symmetric NBEBK model. This model is similar to that
presented in the paper except for the variancetiequavhere the last summatioD_s,_/, D, is not

considered.
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The consideration of several states leads to awootky rise in the number of
parameters to estimate. In order to reduce this-pammeterization the difference
among states is defined by four new parametarsh scandsdthat properly weight
the estimations obtained in one state for the attee’. Therefore, the state-dependent
covariance matrices in our model are:

Ht,q:f[ SO A gAY BH. B D, D 6.1)
th,t,l ftl
N, h, o o
Ht,q:f[ 2"'ZJ:C2C2'+ Af £ A+ BH. Bt Dg g, D 62)
th,t,Z hf,t,Z

where C,=scG,A =saA, B,=sbB, D,=sd D, A; and B are 2x2 matrices of

parameters, Cis a 2x2 lower triangular matrix of constants dhdis a diagonal 2x2
matrix of parameters.

The basic equations of the recombining meffaed to collapse the variances and
covariances of the spot and futures errors andnsure the model is tractable are
described below:

hzt =7t (rif,1+h2,]t,)+(l_ ”1,)((5 ,2+h2,r2,)_(nt1,rt , ,Il'(l_ ”t1) . r

(16)
for i={s, f}
&, =A3 _(nlx Iy ,1+(1_ ﬂn) I ,2) (17)
. =72, ( Foed 2t Ny ,11) + (1_ 7711) (rsx,E L a)
(18)

_(7'€,trs,t,1+(1_ ﬂl,t)rs,t,Z) _(ﬂlf f1 ,1+(1_7T]I.)r f1 )

where h?, h., . are the state-independent variances and covas egated by the
o sty p aaggreg y

recombining method antf’,, ,h, ., are the state-dependent variances and covariances
for 5 ={13 .

The termsr,, , represent the state-dependent mean equationgrarthe probability
of being in state 1 at time t obtained by the eggian:

- O1e-1703-1 9211 (1_ 771;—1)
L, =p +(1-q (19)
B ( gl’t_lﬂll_l-i- g 2t- 1(1_ ]TJI!_ ‘)J ( )( g 1i- Z'.T 1 ]-.i- g % (l_ 7T tt

" The economic interpretation of the parameterssac,sb and sd is how much the constant term, the
weight of the shocks, the weight of the past vaxéaand the impact of negative shocks on the vibatil
formation differ between each state respectively.

"8 For further details on the recombining method, Gesy (1996) and Lee and Yoder (2007a).
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where
1
9, = f(rt|§ =, Qt_l) :(271)_1‘H“.‘_5 exp{—%e{i H g L} fori ={1,3 (20)

and p andq are as described in equation 14.

Thus, the parameters of the model can be estimatdd the following maximum
likelihood function:

A ‘
F(ale) = (2m) " = oo -3 i

) (21)
T, {(2”)_1‘Ht,2‘_2 exp{—% t',th_,lzft 2}}
L(6)= ilog f(r;0) (22)

Based on the estimations obtained, we calculateptienal hedge ratio from the results
of the state-independent covariance matrix given thg recombining method,
substituting the resulting second-order momenexpression (8).

4. Empirical results

This section presents the main empirical resultshef study. Section 4.1 shows the
parameter estimation results for all the modelsppsed. Section 4.2 describes the
volatility evolution and the hedge ratios estimatesing each model. Section 4.3
proposes several effectiveness measures to antidgzperformances of the different
hedging policies. Finally, section 4.4 performs afieation tests over the estimation
residuals to detect any problems related with aemt@l misspecification of the
empirical model.

4.1 Model estimation

In this section, we show the evolution of the patsefollowed by the volatilit{’ in the
linear and non-linear frameworks proposed in the\st The estimations of the models
are presented in Table 2 for all the European mark®nsidered. A two-state
specification is used for the MRS models. This #adion allows the states to be
associated with high and low volatility regirfigs

For each market in Table 2, the first two columheve the parameter estimations for
the linear models (BEKK and ASYM-BEKK). We can obgethat the linear models
reflect in most cases a weak significance of thampaters representing the persistence
of the impact of shocks in volatility (all, a22urthermore, the impact of one market's
shocks on the other markets’ volatility is gensralbt significant (al12, a21).

¥ We focus mainly on the interpretation of the vaciaequation parameters since this determines the
estimated covariance matrix and, therefore, than@bthedge ratio.

8 sarno and Valente (2000) use a three-state prooesshe third state seems to capture spurious sta
changes that are not related to market regime ls@stc
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The evidence for a significant influence of padatitty on volatility formation is more
evident both for spot (b11) and futures marketJldaut this is not observed for the
cross parameters (b12, b21). Generally, there $® an asymmetric response of
volatility against negative shocks, although in keés such as Europe and the UK this
evidence is only observed in the futures marke?2)d

Finally, there is another remarkable result abaulatlity dynamics; the persistence
level in linear models is relatively high. This wéissuggests the presence of several
regimes in the volatility process and, thereforeteptial non-linearities and the
adequacy of using MRS-GARCH models.

The last two columns of Table 4 reflect the estioret for non-linear models (MRS-
BEKK and MRS-ASYM-BEKK). In our model, the dynamielationship between spot
and futures returns is dependent on two stateshefmarket. The states can be
associated with low and high volatility periodsngsthe median of the estimated state-
dependent volatilities for the stock indeXesvhich present a value of 6,76&510)for
state 1 and 8,1887,021) for state 2 in Europe, 7,192,426) for state 1 and 2,588
(5,693)for state 2 in the UK and 8,842,660)for state 1 and 9,358,153)for state 2

in German§”. Therefore, the state with the highest value afmeged conditional
variance in each model corresponds to the highilitlastate.

Moreover, Figure 1 shows the smooth probabilitypeiing in the low volatility state in
each data series u$&dThe figure corresponding to Europe is governesbmially by
this state, which corresponds with a calm periodimancial markets (2003—-2007).
When the state governing the process is stateictiiresponds to periods of market
jitters such as the dot-com bubble (2002—-2003)thadast financial crisis (2008). The
probabilities for the rest of markets share thesaods of high volatility states and,
moreover, present other high volatility periodslyably related with their own country-
idiosyncratic market evolution.

It is also interesting to analyze the differencethie volatility parameters between states
of the market in non-linear models. For example, ¢bnstant term is usually lower in
low volatility states than it is in high volatilitytate&’. That is understandable because
the constant term in our model reflects the undomhl volatility, and this is supposed
to be higher in high volatility states. Second, fhresence of shocks on volatility
formation is higher in high volatility states thirs in low volatility state$> However,
the impact of past variance on the formation ofatibty is lower in high volatility

8 The estimated volatility for the futures indexeBdw the same order and they are not displayeshve
space. The results are available from the authmoa vequest.

8 Values in parentheses refer to medians in the amytric models.

8 The estimation process itself determines whettae sl corresponds to high or low volatility states
Depending on the country, state 1 could refer thigh volatility state in one market and to a low
volatility state in another market. The figure reggnts the probability of low volatility states.

8 In the models where state 1 corresponds to loatilioy periods this is observed because the ssale
for state 2 (high volatility) is higher than 1;time cases where state 1 corresponds to high viylatil
periods, the scalar sc is lower than 1.

% Similar to footnote 13, namely using the scalainstead of sc.
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states than it is in low volatility stafs There seems to be a trade-off between the
impact of shocks and past variance on the formatforolatility between states. In low
volatility states, there is a greater past variapeesistence and a lower presence of
shocks in volatility. In high volatility states,dte is a higher presence of shocks but a
lower impact of past variance. These results arelai to those of Marcucci (2005),
who explain these differences in volatility dynamigetween low and high volatility
periods by arguing that there is a greater amotnéws during high volatility periods.
Therefore, the continuous arrival of new informatiato the market causes volatility
formation to occur largely because of the impacthafse shocks rather than the past
variance observed in the market, as occurs in lolat¥ty periods when less news
affects the markets. Finally, we find that the asyetric response of volatility is
significant in spot and futures markets in the finear specification. We also find that
there is a different asymmetric response of vattih low and high volatility periods.
However, there is no common result on how the asgmmresponse changes with
volatility regime. In Europe and Germany, this asyetric response is higher in low
volatility periods, while it is less acute in higiolatility periods but in the UK, the
opposite occurs.

We also considered it interesting to determine dterage durations of the different
states in the economy. This duration value canlairmed according to the transition
probability estimatep andq in equation 14. For example, Europe presents @eval
p=0.966 andq=0.962 this means that once in state 1, the probabilityemaining in
that state is 96.6%, while the probability of remiag in state 2 is 96.2%. Therefore, the
average duration of being in state 1 when the Nitygbrocess is governed by this state
will be approximately 29 weeks (1/(1-0.966)). A sanduration can be calculated in
the high volatility regime state (1/(1-0.962)). $hndicates that the regime switches
present a smooth evolution, keeping the processach state during relatively long
periods. For the remainder of markets these vatesgery similar.

4.2.- Volatility and hedge ratios

At this point, it is interesting to analyze the eamn and differences in the estimated
variances obtained in each model, which will theadl us to the differences in the
estimated hedge ratios. The estimated covarianceixnfar the linear models is
obtained using equation 5 for the symmetric andaggn 9 for the asymmetric cases.
For a proper comparison between models, we usestimation for the independent
covariance matrix (equations 15, 16 and 18) forrtbie-linear models. Figure 2 shows
the estimated variance for the spot matketrr all markets considered.

% |n this case, when state 1 corresponds to lowtilibfaperiods the scale sb for state 2 (high vititg) is
lower than unity; in the cases where state 1 cpaeds to high volatility periods, the scalar shigher
than 1.

87 For brevity, only the spot market volatility isashin. The estimated volatilities for futures markatsl
the covariance between spot and futures marketsimitar. The results are available from the awthaon
request.
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All figures seem to exhibit similar patterns, alligh there are obvious differences
between them. Common to all the estimations, theeetwo periods corresponding to
2001-2003 and 2008 that present higher estimatibuslatility. These periods of high
volatility coincide with the dot-com bubble and thest financial crisis, which are
periods of market jitters. Figure 1 shows that mfentioned periods correspond with
periods governed by high volatility states and riést of the sample is often governed
by low volatility states. The volatility estimatisrin high volatility periods using non-
linear models are higher than are those obtain#dlimear models, but in the rest of the
sample coinciding with calm periods the volatildgtimations using linear models are
higher than are those obtained with non-linear ns8delf we do not distinguish
between states, one state would define the vtyagihiocess, and this may not properly
reflect the patterns during turbulent periods, Wwhexhibit different dynamics than do
those present during calm periods. Therefore, thlatility estimations tend to be
underestimated using linear GARCH models in theoper corresponding to high
volatility states and overestimated in low vol#ilperiods, and this may influence the
effectiveness of the hedge policy.

Finding the optimal hedge ratios for the in-samplealysis is simple. For linear
GARCH models, we use equation 8 and the covariana&rix estimates at each
moment t (Kroner and Sultan, 1993). For non-limeadels, we also use equation 8 and
the state-independent estimations of the covariaratex.

Finding hedge ratios for the out-sample period gercomplex and differs by model.
Common to all models is the construction of a ngiliwindow in which the model is re-
estimated for each window period, removing the fitsservations and adding new ones
as the window advances. The parameter values arel ffor each estimation period,
which allows us to make one period ahead foreadstse covariance matrix. Note that
this procedure is performed for the linear BEKK misd both with and without
asymmetries.

The process of forecasting the covariance matmxhe non-linear BEKK models with

(and without) asymmetries is more complex becadigbe existence of two possible
states. This forecast is performed in a three-spageess (Alizadeh et al., 2008). In the
first stage, we use the estimations of the tramsithatrix in t (equation 14) and the
smoothed probabilities in t to obtain the predictaf the probability of being in each

one of the two stateg =1, 2 in the period t+1.

E|:]7i,t+1:| =(7:711J [ FA3A (1_A Q)J (23)
7T2,t+l ﬂ21 (1_ p) q

8 Using the filtered probability in each market, fired that the average for high volatility statesngs
symmetric linear models in Europe, the UK and Gewnare 8.83, 21.14 and 18.51 respectively, while
for the non-linear case they are 9.10, 22.33 anfi®&spectively. For low volatility states, theeeage
estimated volatility is 4.51, 9.12 and 11.92 faekr models against 3.14, 8.55 and 10.98 for rmaadi
models.
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In the second stage, we make a prediction onegatiead of the state-dependent mean
and variance equations (equations 11-13 and 1B tise parameters estimated. In the
third stage, the recombining method is used asqguatons 16-18 to obtain the
predictions of the state-independent covarianceixna@nce we have the one period
ahead prediction of the covariance matrix for eacilel, we obtain the predicted hedge
ratio using the equation 8 for t+1.

Figure 3 presents the hedge ratios obtained fon lleé in-sample and out-sample
period, together with their evoluti®h The top figures show the evolution for the in-
sample analysis and the bottom graphs reflectahecésts performed for each model.
We compare symmetric (MRS-BEKK) against asymmgW&S-ASYM-BEKK) non-
linear models on the left-hand figures and lineBEKK) against non-linear (MRS-
BEKK) on the right-hand side, with the continuoume| the MRS-BEKK model and the
alternatives in each case plotted with dashed.lines

The differences among models are evident both letvieear (dashed line) and non-
linear (continuous line) specifications and betwegmmetric (continuous line) and
asymmetric (dashed line) specifications (Table Bhere exist differences in the
averages and in the variability of the estimatedi fanecasted ratios. Therefore, it seems
as though the omission or inclusion of one of thebaracteristics could lead to
significant differences in the estimated hedgeosatind, therefore, in the effectiveness
reached. Therefore, concerning the evident difleeenbetween the estimated and
forecast hedge ratios obtained in each strategytryvéo explain in the next section
which hedge strategy allows us to achieve a mdextefe hedge policy. The study in
the next section is especially appealing becauseoth-sample analysis is performed
over the period of the recent financial crises aadld thus prove which models work
better in periods of market uncertainty.

4.3.- Hedging effectiveness

To analyze hedging effectiveness we consider folierdnt measures. The first two
measures are based on the variance of the losgdigin of the hedge portfolio. The
first approach is the variance of the hedged plot{&derington, 1979) for each model

compared with an unhedged portfolio, thatR& = O for all t. The variance of the
hedged portfolio is:

Var(x|Q,,)=Var((AS- R¢*A BlQ.,) (24)

Another commonly used approach is to analyze tlimauic benefits of the hedging
(Kroner and Sultan, 1993) by constructing the itmes utility function based on the
return and risk of the hedge portfolio.

8 The estimated hedge ratios of the remaining maatrelsiot presented here for brevity, but are abtaila
from the authors upon request.
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This measure is motivated by the fact that dynastrategies are most costly to
implement since they require a frequent updatinghef hedge portfolio. In line with

studies such as Park and Switzer (1995) and MenéuTarré (2003), the utility

function is constructed in a mean/variance context:

E[U(x]Q.) |= E[ x|Q.]-AVal ¥Q._,] (25)

where A is the investor's level of risk aversion (normally= 4) and the hedged
portfolio returns are also assumed to present aea&d value equal to 0 (Alizadeh et
al., 2008).

The third metric proposed is based on the VaR miegSorion, 2000). The VaR of the
hedged portfolio at the confidence lewglis given by the smallest numbkeisuch that

the probability that the loss exceedsl is no larger tha(l—q). In our case, this is

calculated by the sample quantiles using the eogbirdistribution of the hedge
portfolio returns.

VaR =inf{100: P( L> |)<1-¢ (26)

The last effective measure is based on the ESeoh#uged portfolio (Artzner et al.,
1999). ES is an alternative to VaR in that it isreneensitive to the shape of the loss
distribution in the tail of the distribution. TheSEat theq% level is the expected return

on the portfolio in the worsj% of the cases.

ES,= § X< 4) @7)

where,u90 is determined b)Pr(x<,u) =q andq is the given threshold, while is a
random variable that represents profit during aifieel period.

Table 4 summarizes the hedging strategy effects®erier all the series used in the
study. It shows the four effectiveness measures lat in-sample and out-sample

analysis and for all linear and non-linear modetsppsed as well as the effectiveness
achieved by using a constant OLS strategy and éyiedged portfolio.

Panel A presents the effectiveness analysis foritkfeample period in all countries
considered. The highest effectiveness considehagaduction of variance of the hedge
portfolio is observed in the MRS-ASYM-BEKK in thekl)Germany and Europe. That
is, non-linear models outperform the effectivenalsthe rest of the models in terms of
variance reduction. Another interesting resultewibere. The effectiveness of the OLS
strategy outperforms in all cases (except the UKg tinear GARCH hedging
strategie¥". This result is the same as those found in stuslie as Lien (2009), Lien

% Note thatu is the value at risk.

°L Lien (2009) shows that variance-based metricecethe reduction of the unconditional volatilitf o
the hedge portfolio. Therefore, OLS strategies metie greatest variance reduction by definition,
whereas the linear GARCH strategies achieve a tixtuen the conditional variance.
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and Tse (2002), Cotter and Hanly (2006) and JeiRant (2010). These authors find
that constant strategies present better effectseenthan do dynamic strategies.
However, when we consider non-linear strategiegsdhmore complex models
outperform the rest of the policies. Generally, itteoduction of non-linearities in the
models lets us achieve a greater fit to the datause of the identification of different
regimes in the volatility process and the more eateuestimation. Therefore, this non-
linear specification outperforms both the lineardels and constant strategies. The
utility analysis reaches a similar conclusion baeathese first two measures are both
based on the variance of the hedge portfolio ldstsildution. However, as Jei and Park
(2010) remark, this measure could present problarhen the return distribution
deviates from normality.

If we consider tail-based measures, we obtain rab#te greater risk reduction in the
non-linear models but using this metric the eviderxless clear than it is with the
variance reduction. For VaR metrics, we find thaRSBEKK performs best for the
UK at 1% and 10% significance levels, Germany atdfd@ Europe at all levels. The
asymmetric non-linear model (MRS-ASYM-BEKK) perfasnbest for the UK at 5%
and Germany at 10% . However, for Germany at 5%ifsignce the asymmetric linear
GARCH achieves the best hedging performance. Tédtréor the ES, which reflects
the expected loss when we consider only the waestagios, again non-linear models
performs better than linear models in most casesvexer, there are some cases where
linear models outperform non-linear ones, such esmany at 1% significance. Using
these last two metrics, the dominance of non-lineaodels is again evident
outperforming in almost all cases linear and cartsteodel$?,

Panel B presents the effectiveness analysis forotliesample analysis. The highest
effectiveness considering the reduction of variapicéne hedge portfolio is observed in
the MRS-ASYM-BEKK in the UK and the MRS-BEKK in Eape and Germany. Non-
linear models outperform the effectiveness of et of the models in terms of variance
reduction in the out-sample analysis. The utilggults are similar. With this evidence,
it seems clear that more complex non-linear mol@eld to better forecasts of the hedge
ratio and a greater risk reduction using varianageld metrics. However, if we compare
linear GARCH models to constant strategies we &ingreater variance reduction for
constant strategies. This result reveals an issugely discussed in the empirical
literature. Most of the literature comparing dynartiie. linear GARCH models) with
constant strategies obtain a better performanaa ftee latter (Lien, 2009; Lien and
Tse, 2002; Cotter and Hanly, 2006; Jei and Park0QpROHowever, when non-linear
dynamics models through regime switching are intoedl, a better performance
compared with constant and linear GARCH modelsiseved.

92 Cotter and Hanly (2006) find that some performametrics (especially VaR) yield different resuts i
terms of the best hedging model compared withrdmittonal variance reduction criterion.
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The tail loss distribution measures also refleet tigher performances of non-linear
models in most cases. VaR measures show that MRS<Bfresents the highest
effectiveness in Europe and Germany at 1%, whieMiRS-ASYM-BEKK is the best
strategy in the UK, Germany and Europe at 5% afd [E¥els. For the UK at 1%, the
linear BEKK model is most effective. The ES ressh®w similar conclusions to those
of the VaR results in the out-sample analysis. Tstric also shows the greater
effectiveness of non-linear models (the symmetasec for Europe at all levels,
Germany at 1% and 10%, and the asymmetric modethierUK at all levels and
Germany at 5%.

This implies that non-linear models exhibit a higledging effectiveness than do
constant and dynamic linear models using variarmseth metrics. The evidence with
tail loss metrics also supports the more complexiegtein most cases, although in a
few scenarios linear models beat them. This greateisample effectiveness of non-
linear models may be because they offer more atruUmecasting than do more
parsimonious models (Marcucci, 2005). When the dyoaelationship between spot
and futures returns is characterized by regimetsshafllowing the hedge ratio to be
dependent upon the state of the market, one cainoimtore efficient hedge ratios and
hence, superior hedging performance compared \ligr anethods in the literature.

4.4. Specification test

To test robustness, this section performs sevepatifcation tests to check the
adequacy of the QML estimations of the multivariatedels. For this reason, we

analyze the properties of the standardized resd@ial=¢, //h, ) for i=s,f and the
product of the standardized residuals for the neodedposed.

Table 5 displays the main results of these speatifin tests. The first part of the table
shows summary statistics for the standardized watgdof the estimated models. The
mean value is around zero in all cases with a stahdeviation close to one. A
reduction in the skewness and kurtosis of the uadsdis observed compared with the
original series. The Ljung—Box test performed oer standardized residuals reveals a
lack of serial autocorrelation in both levels ahdit cross products. This also removed
the heteroscedasticity problem present in the maigeries.

The bottom of the table presents two moment testsnalyze the consistency of the
QML estimations performed (Bollerslev and Wooldedd 992). These authors explain
that even in the case of deviations from normatignsistent estimations are found if:

E,(3,)=0, E,(%)=1 and E,(0,0,)=0 for ij = mb where(],are the
standardized residuals.

% Alizadeh and Nomikos (2004) and Alizadeh et al0@) also find a general outperforming of regime-
switching models regarding other strategies inrtkaidies but in a few scenarios, the more complex
models they propose are beaten.
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The findings do not reject the null hypothesis asstl about the considered values of
the two first-order moments. These results conflimmconsistency of the estimations of
our models even for deviations from normality.

5. Conclusions

This paper analyzes hedging effectiveness usingpmmon-linear GARCH models in
some of the main European stock indexes. It pres&iRS-BEKK specifications that
assume non-linear dynamics between spot and futteggns to overcome the
traditional linear GARCH limitations and reflectgmerly the characteristics of the
financial data.

The estimation of the models reveals that sigmificdifferences exist in the variance
equation parameters between states. This may tréfledact that the volatility process
is not defined by a unique process as proposednbarl GARCH models but by two
different volatility processes observed during highd low volatility periods. The
consideration of one instead of two volatility peeses leads to poor estimations of
volatility and this may influence the estimated ¢pedatios. Differences in volatility
between low and high volatility states are obselnetgrms of the (asymmetric) impact
of shocks and past variance on the volatility faiorain each state. Another interesting
result is related to the state governing the pmaegach period. Usually, high volatility
states are present in contexts of market unceytainth as the dot-com bubble or the
last financial crisis.

The volatility estimations and forecasts are al$f@ient between linear and non-linear
models. These differences affect the effectiverresshed by each strategy as our
empirical results demonstrated. Non-linear modelsegally outperform the rest of the
models in both in-sample and out-sample analysie presented results are robust
across countries and for most of the effectivemesasures proposed. Because the out-
sample analysis was performed during the last @i@rerisis it seems that non-linear
models improve the rest of the models during the=seds of market jitters. This may
be because the consideration of different volgtitocesses (distinguishing between
calm and uncertain periods) lets these models aehaebetter performance than can
those models that cannot make this distinction.

References

Alizadeh, A. and Nomikos, N., (2004). ‘A Markov et switching approach for hedging stock
indices’. The Journal of Futures Markets 24, 649-67

Alizadeh, A., Nomikos, N. and Pouliasis, P.K., (BROA Markov regime switching approach
for hedging energy commodities.” Journal of Bankéhginance 32, 1970-1983

Artzner, P., Delbaen, F., Eber, J.M., Heath, D.99d). ‘Coherent measures of risk.’
Mathematical Finance 9, 203-228

Baba, Y., R. F. Engle, D. F. Kraft and K. F. Kronét990). ‘Multivariate simultaneous
generalized ARCH’, Mimeo, University of Californg San Diego.

118



Baillie R. T. and R. J. Myers, (1991). ‘Bivariat?ABCH estimation of the optimal commaodity
futures hedge’. Journal of Applied Econometricd@—124.

Bollerslev, T., Wooldridge, J., (1992). Quasi-mauim likelihood estimation and inference in
dynamic models with time-varying covariances. Ecoatic Reviews 11, 143-172.

Brooks, C., Henry, O.T., Persand. G., (2002). Tiieceof asymmetries on the optimal hedge
ratios. Journal of Business 75, 333-352.

Carchano, O.and A. Pardo (2008).” Rolling over ktimdex futures contracts’, Journal of
Futures Markets 29 (7), 684-694.

Chen, S. S., Lee C., Shrestha, K., (2003). ‘Futimedge ratios: a review.” The Quarterly
Review of Economics and Finance 43, 433—-465.

Chen, C.C. and W.J. Tsay (2011), ‘A Markov Regimétéhing ARMA Approach for Hedging
Stock Indices’, Journal of Futures Markets, 31 {(B5-191.

Cheung C. S., C. C. Kwan and P.C. Yip, (1990). ‘Tieelging effectiveness of options and
futures: A mean-gini approach.” The Journal of FesuMarkets 10, 61-73.

Cotter, J., Hanly, J., (2006). ‘Reevaluating hedgperformance.” The Journal of Futures
Markets 26 (7), 677—702.

Ederington L., (1979). ‘The hedging performancehs new futures markets.” The Journal of
Finance 34, 157-170.

Engle R. F. and Ng, V. K., (1993). ‘Measuring aedting the impact of news on volatility.’
Journal of Finance 5, 1749-1778.

Engle R. F. and Kroner F. K., (1995). ‘Multivaria®multaneous Generalized ARCH'.
Econometric Theory 11, 122-150.

Ghosh A., (1993). ‘Hedging with stock index futuré&stimation and forecasting with error
correction model.” The Journal of Futures Marke8s 743—752.

Glosten L.R., Jagannathan, R. and Runkle, D.E93)L90n the relation between the expected
value and the volatility of the nominal excess metan stocks.” The Journal of Finance
48, 1779-1801.

Gray, S.F., (1996). ‘Modelling the conditional distition of interest rates as a regime-
switching process’. Journal of Financial Econondizs27—62

Hamilton, J.D., (1989). ‘A new approach to the amait analysis of nonstationarity time series
and business cycle’. Econometrica 57, 357-384

Hamilton, J. D. and R. Susmel, (1994). ‘Autoregressconditional heteroscedasticity and
changes in regime’. Journal of Econometrics 64,-333.

Jarque, C. M., Bera, A. K., (1980). ‘Efficient tedbr normality, homoscedasticity and serial
independence of regression residuals’. Economittense, 255-259.

Johnson L., (1960). ‘The theory of hedging and s[aion in commodity futures’. Review of
Economic Studies 27, 139-151.

Jorion, P., (2000). ‘Value at Risk: The New Benchmfor Managing Financial Risk’ (2
edition). McGraw-Hill.

119



Kroner K. F. and Ng, V.K., (1998). ‘Modeling asymime comovements of asset returns’. The
Review of Financial Studies 11, 817-844.

Kroner, K. and Sultan, J., (1991). ‘Exchange rabéatdity and time varying hedge ratios’.
Pacific-Basin Capital Markets Research, Vol Il., &. Rhee and R. P. Chang, eds.
Amsterdam: Elsevier Science Publishers, North- dihall

Kroner K. and J. Sultan, (1993). ‘Time-varying distitions and dynamic hedging with foreign
currency futures’. Journal of Financial and Quaititie Analysis 28, 535-551.

Lee, H. T., Yoder, J.K., Mittelhamer, R.C. and MagKkey, J.J., (2006). ‘A random coefficient
autoregressive Markov regime switching model fomatpic futures hedging’. The
Journal of Futures Markets 26, 103—-129.

Lee. H., Yoder, J.K., (2007). ‘A bivariate Markoegime switching GARCH approach to
estimate time varying minimum variance hedge ratipplied Economics 39, 1253—
1265.

Lien D., (1996). ‘The effect of cointegration redmiship on futures hedging: A note’. The
Journal of Futures Markets 16, 773—780.

Lien, D., Tse, Y.K., (2002). ‘Some recent developtsein futures hedging’. Journal of
Economic Surveys 16 (3), 357-396.

Lien, D., (2009). ‘A note on the hedging effectiees of GARCH models’. International
Review of Economics & Finance 18, 110-112.

Marcucci, J. (2005), ‘Forecasting volatility witheBme-Switching GARCH’. Studies in
Nonlinear Dynamics & Econometrics 9(4), Article 6

Meneu, V., Torré, H., (2003). ‘Asymmetric covarianitn spot-futures markets’. The Journal of
Futures Markets 23, 1019-1046.

Myers R., (1991). ‘Estimating time varying optimakdge ratios on futures markets’. The
Journal of Futures Markets 11, 39-53.

Myers, R. J. and Thompson, S. R., (1989). ‘Generdlioptimal hedge ratio estimation’.
American Agricultural Economics association 71,-8%8.

Nelson D. B., (1991). ‘Conditional heteroskedastidn asset returns: A new approach.’
Econometrica, 59(2), 347-370.

Park, S. J and Jei, Y. J., (2010). ‘Estimation hadging effectiveness of time-varying hedge
ratio: Flexible bivariate GARCH approaches.’ Therdal of Futures Markets 30, 71-99.

Park T. and L. Switzer, (1995). ‘Bivariate GARCHiemtion of the optimal hedge ratios for
stock index futures: A note.” The Journal of Fusukéarkets 15, 61-67.

Sarno, L., Valente, G., (2000). ‘The cost of canydel and regime shifts in stock index futures
markets: An empirical investigation’. The JournFatures Markets 20, 603—624.

Susmel, R., (2000). ‘Switching volatility in priveainternational equity markets’. International
Journal of Finance and Economics 5, 265-283.

120



TABLE 1.- Summary statistics for prices and retushspot and futures on the selected European aslex

Panel A.- Summary statistics

In- United Kingdom Europe Germany
sample’ Spot Futures Spot Futures Spot Futures
Mean -0,0792 -0,0671 -0,0710 -0,0726 -0,0462 -0,0470Q
Standard 7,0904 6,5581 10,7594 11,1216 13,0599 12,750
deviation
Skewness -1,2664 -0,4259 -0,8156 -0,4338 -0,6041 -0,3824
Kurtosis 16,1331 9,1974 10,2306 6,9790 8,0840 6,2083
(excess)
JB test 4077,29" 891,917 1252,21" 378,007 622,37 247,937
Panel B.- Autocorrelation test
United Kingdom Europe Germany
Spot Futures Spot Futures Spot Futures
LB-Q (7) 37,256 23,541 35,065 35,457 33,335 34,082
LB-Q (7) 107,73 124,58~ 87,11 110,64~ 137,39 159,97
Panel C- Stationarity test
United Kingdom Europe Germany
Spot Futures Spot Futures Spot Futures
Dickey- -25,176" -23,954" -25,071" 24,760 | -24,190” -23,515"
Fuller (-0,4435) (-0,4782) (-0,6358) (-0,6514) (-0,3491) (-0,3565)
Phillips- -25,171" -23,955" -25,071" 24,760 | -24,191" -23,516"
Perron (-0,4435) (-0,4782) (-0,6358) (-0,6514) | (-0,3491) (-0,3565)
Panel D.- Cointegration test
In-sample Lags Ho Trace Statistic Eigen Statistic
Europe 1 r<=0 63,999 62,708"
r<=1 1,2935 1,2935
. . r<=0 89,394 87,298"
United Kingdom 1 ) 2.0961 2.0961
Germany 1 r<=0 199,648" 197,485"
r<=1 2,1585 2,1585

This table presents the descriptive statisticgHerin-sample series (spot and futures) for Eurtdpe UK
and Germany. The JB test is the Jarque—Bera (1880jor normality. LB-Q (7) and LB-Q2 (7) are the
Ljung—Box (1978) test for series autocorrelationtfe series in levels and squares.

121




Table 2.- Estimations of the linear and non-linE&RCH models

rs,t = a‘O + a'lrs,t—l + a'2rf ,t—1+ aSECTt— 1+ Q:I

2

Mo =bg+byry ,+b

r

2's t-

1+ bSECT|*1+ efl

g ag , s , ) _ . _ _ _
His = e n;bts =C. Gt Afufu A+ BiH, B+ DG 7.4, D, where A =saA; B,=sbBC,=seGD,=sd D
Umb, ts Uh ts
Europe UK Germany
Linear Non-linear Linear Non-linear Linear Non-lare
Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym Sym Asym
0,1505 | 0,2783" | 0,4862" 0,2738 0,2137 0,9137" 2,1490” 0,9566" 0,4509” 0,9530" 0,4609 0,5139"
G, (0,1094) | (0,0552) | (0,0764) | (0,1601) (0,0952) (0,2160) (0,2536) (0,1565) (0,0881) (0,1533) (0,2459) (0,1111)
0,2944" | 0,2518 | 0,4555" | 0,3136 0,1457 0,9060" 2,1572" 1,0047" 0,6210" 1,0090" 0,4977 0,5508"
Gy (0,1037) | (0,0588) | (0,0922) | (0,1468) (0,1017) (0,2211) (0,2602) (0,1603) (0,0922) (0,1488) (0,2765) (0,1140)
0,0029 0,1020 | 0,2700" | 0,3105" 0,0001 0,00001 -0,241" -0,061" 0,0012 0,2841 0,2990” 0,2615"
G (0,0347) | (0,0883) | (0,0312) | (0,0409) (0,0467) (0,0072) (0,0361) (0,0294) (0,0651) (0,1129) (0,0215) (0,0188)
0,2934" | 0,2957" | -0,3466 | -0,2065 0,5796" 0,7023 1,3691" -0,748" 0,6349" 0,4229 -0,0520 -0,627"
a, (0,0585) | (0,0788) | (0,1935) | (0,1447) (0,1734) (0,6661) (0,3371) (0,1309) (0,0262) (0,2736) (0,2210) (0,1270)
-0,0579 | -0,049" | -0,2796 | -0,1424 0,0050 0,3018 0,9174 -0,839” 0,3095" -0,0733 0,0217 -0,609”
a, (0,0589) | (0,0184) | (0,1894) | (0,1066) (0,0857) (0,6949) (0,3278) (0,1361) (0,0775) (0,2905) (0,2489) (0,1304)
-0,0589 | -0,065" | 0,7107" 0,2336 -0,393 -0,1483 -0,702 0,770 -0,405™ -0,758" 0,3903 0,6744
&, (0,0584) | (0,0139) | (0,1972) | (0,1556) (0,1867) (0,6619) (0,3132) (0,1348) (0,0741) (0,2567) (0,2769) (0,1266)
0,2946™ | 0,3038" | 0,6578" 0,1899 0,2015 -0,7824 -0,3027 0,847" -0,075" -0,2620 0,2923 0,6207"
8, (0,0586) | (0,0837) | (0,1954) | (0,1273) (0,0945) (0,6960) (0,3006) (0,1405) (0,0312) (0,2802) (0,3172) (0,1313)
bl 1,1410" | 1,1020" | 0,6743 0,3914 1,0626~ 1,1491" 0,4974 1,1819" 1,2587" 0,2916 0,4491 0,5200
1 | (0,1714) | (0,2273) | (0,3233) | (0,4995) (0,1291) (0,3789) (0,3047) (0,1579) (0,0460) (0,3582) (0,8253) (0,6984)
bl 0,2340 0,2556 0,0710 0,1444 0,2340 0,2722 -0,3481 0,3373 0,3823" -0,2707 0,2870 0,5721
2 | (0,1697) | (0,2196) | (0,3242) | (0,4508) (0,1850) (0,3987) (0,2861) (0,2191) (0,0050) (0,2329) (0,9093) (0,7269)
bz -0,1649 | -0,1488 0,2066 0,5420 -0,0828 -0,3639 0,1307 -0,645™" -0,294™ 0,5387 0,4639 0,3947"
1| (0,171 | (0,2179) | (0,3116) | (0,4746) (0,1294) (0,3643) (0,2739) (0,2140) (0,0094) (0,3439) (0,8312) (0,6883)
b2 0,7457" | 0,7062" | 0,8173" | 0,79375 0,7540" 0,52237 0,97530" 0,1620 0,58113" 1,09757" 0,64209 0,35606
2 | (0,1694) | (0,2205) | (0,3100) | (0,4324) (0,1781) (0,3795) (0,2580) (0,2726) (0,0041) (0,2147) (0,9167) (0,7183)
d1 0,2769 0,43707 -0,2224 0,1985 0,4223" 0,4837"
1 (0,2268) (0,0893) (0,1225) (0,1172) (0,0489) (0,0629)
d 0,2307 0,4547" -0,271 0,2154 0,4220" 0,4763"
22 (0,0967) (0,0911) (0,1158) (0,1268) (0,0481) (0,0612)
sC 19,519° | 6,1490 0,1944" 3,2259" 8,3639" 2,8758"
(6,2998) | (3,7525) (0,0513) (0,4429) (2,1276) (0,3576)
sa 1,7966° | 5,9437" 0,5991" 3,9729” 1,9292 4,91207
(0,4837) | (0,0416) (0,1739) (1,0768) (1,0491) (1,0742)
sb 0,5353 0,8965 1,8473" 0,9867" 0,7523" 0,8384"
(0,2224) | (1,6250) (0,0856) (0,0702) (0,1169) (0,0585)
sd 06713 2,72048 0,9241"
(0,2665) (1,6807) (0,2646)
p 0,978 0,966 0,976 0,965 0,965 0,966
q 0,972 0,962 0,969 0,962 0,954 0,961

Estimated parameters for all models and indexdsugtostandard errors in parenthesis). ***, ** antepresent significance at 1%, 5% and 10% levels
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Table 3.- Summary statistics for hedge ratios

EUROPE
In-sample
(Out-sample)
Maximum Minimum Mean Variance Median
BEKK 1,0570 0,7603 0,9473 0,0014 0,9464
(1,0316) (0,8468) (0,9592) (0,0015) (0,9578)
ASYM-BEKK 1,0676 0,7460 0,9415 0,0017 0,9447
(1,4682) (0,7089) (0,9803) (0,0280) (0,9800)
MRS-BEKK 1,0660 0,9357 1,0157 0,0003 1,0206
(1,0570) (0,8669) (0,9383) (0,0009) (0,9451)
MRS-ASYM-BEKK 1,1717 0,7973 1,0218 0,0014 1,0229
(0,9800) (0,8049) (0,8971) (0,0010) (0,8967)
UK
In-sample
(Out-sample)
Maximum | Minimum Mean Variance Median
BEKK 1,2779 0,8023 0,9650 0,0020 0,9649
(1,1621) (0,9078) (0,9698) (0,0027) (0,9504)
ASYM-BEKK 1,2125 0,8212 0,9678 0,0014 0,9662
(1,3823) (0,7280) (0,9592) (0,0109) (0,9827)
MRS-BEKK 1,0902 0,7404 1,0019 0,0011 1,0074
(1,4058) (0,7442) (0,9724) (0,0073) (0,9640)
MRS-ASYM-BEKK 1,1166 0,7846 1,0043 0,0013 1,0071
(1,1649) (0,9262) (0,9716) (0,0017) (0,9579)
Germany
In-sample
(Out-sample)
Maximum Minimum Mean Variance Median
BEKK 1,0822 0,8749 0,9728 0,0010 0,9770
(1,0650) (0,9408) (0,9927) (0,0006) (0,9933)
ASYM-BEKK 1,0926 0,8752 0,9700 0,0005 0,9701
(1,1599) (0,7187) (0,9455) (0,0060) (0,9380)
MRS-BEKK 1,0447 0,9034 1,0107 0,0004 1,0167
(1,0917) (0,8113) (0,9575) (0,0017) (0,9594)
MRS-ASYM-BEKK 1,0875 0,8789 1,0064 0,0004 1,0136
(0,9803) (0,8757) (0,9473) (0,0004) (0,9522)

This table presents the summary statistics fohttgige ratio series obtained in each European memktte different
models proposed from both in-sample and out-sammidysis.
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Table 4.- Effectiveness analysis for the diffeneaidels proposed

Panel A - In-sample effectiveness

11 0, 0,
Variance reduction Value?g;:)sk (1%) Expected ér(]y?);tfall (1%)
(Utility) (10%) (10%)
UK Germany Europe UK Germany Europe UK Germany Europe
Unhedged portfolio 7,2832 10,7111 90,2324 12,1918 -15,0682 13,5863
(_72'81%%) (}géogsf) (féqu) (-4.2444) (-5,6611) (-5.3425) (-6,4098) (-8,3671) (-7,5667)
: : : -3,0231 -4,4048 -3,9207 -5,1242 -6,8985 -6,2300
oLS . : . 2,1358 2,8167 2,0685 74,9861 33,4327 33,3674
52_12"27255’ 52_‘31'6%83?’ 52253%11? (-0.8388) -0.9381 (-1.1269) (-1.8553) (-1.6813) (-1.7324)
: : : -0,5342 -0,6886 -0,8679 -1,3192 -1,3062 -1,4006
BEKK -2,1636 -2,8207 -2,1794 -5,8531 -3,2601" -3,2092
0, 0, 0, il ’ ) ’ il )
??2'786671;" S(’i’zglﬁg’ef’ %2154263;" (-0,8033) (-0,9672) (-1,2109) (-2,0409) (-1,7500) (-1,7687)
: ' : -0,5599 -0,6658 -0,8656 -1,4166 -1,3241 -1,4377
ASYM-BEKK -2,7441 -2,8124 2,2236 -4,8536 23,2910 -3,4947
0, 0, 0, ’ ek , , ] )
%_12'723251;" S()—?I:483674T %?2'486119;" (-0,8415) (-0,9323") (-1,2219) (-1,8461) (-1,6942) (-1,8587)
: : : -0,5297 -0,6777 -0,9012 -1,3265 -1,2813 -1,5003
MRS-BEKK 59.928% 96.543% 94.245% -2,1268 -2,5475" -2,0156 -5,6605 -3,6261 -3,5958
(-2.9069) (-1.809) (-2.481) (-0,8536) (-1,0126) (-1,1248) (-1,9451) (-1,7061) (-1,7885)
-0,5134 -0,6464 -0,8583 -1,3800 -1,2896 -1,4224
MRS-ASYM-BEKK 92,216% 96,701% 94,731% -2,8041 -2,6631 -2,0687 -4,508 -3,4202 -2,9199
(-2.3476) (-1.7262)" (2271} (-0,7884) (-0,9374) (-1,1362) (-1,6996) (-1,6685) (-1,6957)
: : : -0,5159 -0,6270 -0,8680 -1,2431 -1,2674 -1,3943
Panel B -Out-sample effectiveness
Unhedged portfolio 11,9260 29,4690 11,0260 11,0761 29,4690 11,0761
(%;‘60;;‘3‘) (_%52;01) (?54(,30;;32) (5.3703) (-5.1069) (-5,3703) (-8,4255) (-7.3291) (-8,4255)
: : : -4,0735 -3,9729 -4,0735 -6,6338 -5,8716 -6,6338
oLS . . . 2,8404 -1,5004 2,5952 2,3674 ~1,5904 2,4024
9(?5%1?60;) 52?2'3&%’ ??5'815395’ (-1.5730) (-1,1950) (-1.4069) (-1,9360) (-1.3755) -1,8939
: : : -1,1495 -0,8000 -1,0814 1,6502 -1,1769 -1,5811
BEKK 22,7503 -1,6095 -3,0333 -2,6391 -1,6095 -2,8453
0, 0, 0, 1 ’ 1 ’ ) Il
?95'060169?’ 52?2'2188%’ ??5'05597()?’ (-1.6117) (-1.2886) (-1.5012) (-2,0889) (-1,4059) (-2.1588)
' : : 12745 -0,8836 -1,1619 -1,7573 -1,2079 41,7536
ASYM-BEKK . ] . -4,2527 1,7257 ~4,5691 -3,0761 1,7257 ~4,2994
5(3?6549165 ?-42'9;121?3 EE_2§677389? (-1,7488) (-1.2620) (-1.9771) -2.6884 -1,3842 (-3,0518)
: : : -1,0793 -0,9324 -1,1583 -2,0236 -1,2167 -2,3544
MRS-BEKK ~ o -4,4355 -1,5358" -2,1602" -3,3495 -1,5358" -2,0762
0, 0, 0, ’ il y 3 3 "
52?6828521)@ 95,778% 91,116% (-1,5085) (1,1750) (-1,4208) (-2,4026) 41,3356 (-1,8293)
: (-1.953) (-4.994) -1,3263 -0,7940 -1,1823 -1,9468 -1.1471" -1,5501"
MRS-ASYM-BEKK " -2,7115 -1,6755 -3,3978 -2,3596" -1,6755 -2,9533
0 0 0 *x ok * ! o ! o !
90,668% 9(’3603ng ?-76690720? (-1,4922] (-1,0808] (-1,3975) (-1,9065) (-1,3072§ (-2,1160)
(-5.257) ' : -1,0608 -0,7937 41,0355 1,604 41,1494 -1,6983

This table shows the results for the different@ffeness measures in the different countries densd (risk reduction (equation 24), economic Vigh(25), Value at Risk

(26) and Expected Shortfall (27). Panels A anddpldiy the results for the in-sample (01/01/1988:3/2008) and out-sample (01/01/2009-30/09/2010Gpgdser **
represents the model with the best performancedoh effectiveness measure considered.
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Table 5.- Specification test for the standardiz=iduals

Panel A. Linear models
( ASEBEA*ngKK) O O %, E P ¢
Mean -0.0444 -0.0302 0.9949 -0.0165 1.0108
-0.0021 -0.0338 1.0029 -0.0205 0.9971
Std. Dev 0.9948 1.0117 4.8407 2.4644 3.3990
' 1.0047 0.9978 2.8840 1.6700 3.2769
Skewness -0.4708 -0.6055 8.1762 2.0169 4.3518
-0.4064 -0.4365 3.4986 -2.0010 4.6834
KUTosis 5.8089 4.2504 109.7394 64.6949 28.2937
3.8588 4.2340 18.2919 24.3926 33.8424
J-B test 199.67 68.93 265281.06 86962.68 16278.15
31.81 51.98 6433.77 10775.71 23637.00
L-B (6) 17.8264 22.8514 18.5901 28.6156 14.3485
25.8294 19.2729 24.1604 15.0965 10.1548
-0.0446 -0.0299
t-stat for HO: (-0.0021) (-0.0339)
t-stat for H1: -0.0052 0.5942 0.0116
' (0.0047) (0.4012) (-0.0022)
Panel B. Non-linear models
(I\I\/}IRRSS—I?A\ES};}E/I- Dsyt Df t th Ds,tD ft Di t
BEKK)
Mean -0.0090 -0.0716 1.0208 0.0461 0.9740
0.0103 -0.0359 0.9778 0.0070 0.9934
Std. Dev 1.0226 0.9707 3.2994 1.7447 2.9268
' 0.9795 0.9939 2.9574 1.6894 3.2335
Skewness -0.3387 -0.4830 4.0646 -1.9229 4.3927
-0.5074 -0.5088 4.1675 -2.3564 48102
KUTosis 4.1488 3.9504 24.1819 23.7857 31.3219
4.1086 4.,2008 26.0987 27.0903 35.6759
J-B test 40.47 41.78 11710.71 10165.51 20004.44
51.39 56.36 13718.81 13708.14 26396.08
LB (6) 28.8913 20.1812 26.2149 15.0549 8.5937
27.0130 15.7562 24.8734 13.1601 9.6922
-0.0088 -0.0738
tstatfor HO: | 4 5105 (-0.0361)
t-stat for H1: 0.0221 0.4268 -0.0302
' (-0.0209) (0.4081) (-0.0061)

This table shows the statistics for the standaddizsiduals. Panel A shows the results for thealine
models (BEKK and ASYM-BEKK). Panel B displays thesults for non-linear models (MRS-BEKK and
MRS-ASYM-BEKK). The J-B test is the Jarque—Berat fes normality. L-B (6) is the Ljung—Box
autocorrelation test including six lags. It alscegents tests about the first two moments of the
standardized residuals to validate consistent asitims of the QML procedure from deviations to
normality. *** ** and * represent significance d1%, 5% and 10% levels. HO and H1 represent the t-
statistic for the two-moment order test developgdbllerslev and Wooldridge (1992).
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Figure 1: Smooth probabilities for low volatilityases
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This figure shows the smooth regime probabilitiebeaing in a low variance state (Hamilton and Susme
1994) for all the countries considered
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Figure 2.- Estimated weekly volatility
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This figure shows the estimated volatilities foe §pot market in the different markets considek@tear

GARCH models (symmetric and asymmetric) are digdagn the left-hand side, while the non-linear

specifications are on the right-hand side.
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Figure 3.- Estimated hedge ratios for in-sample@rtdsample periods
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Estimated Hedge Ratios Germany

MRS-BEKK vs. MRS-ASYM-BEKK

BEKK vs. MRS-BEKK

115 - 115 4
. i
1.05 A . M 1.05 A i, .
% ) LA et ”nl\ yom! \“r,,' Atk Ao “"'f"'f" ‘v.; L N""V W‘
\ ur‘.:l-‘t‘u‘,“l‘l Y /‘:“‘1 'l‘|_|h"‘ "“-‘l v RGN ’n -‘.:’ |""‘= ’*‘ "' ! :F;F ' Il‘ “W \‘ ' \;f ! H ‘ [’ ! f”ﬁ M 'M m%
0.95 4™ S 5.’.\ o w:.'""‘l"l"" 0.95 - bl |
YT |
0.85 A 0.85 1
0.75 : : : : : : : : : : 0.75 : : : : : : : : : :
0 D o — o~ o < wn o ~ 0 0 D o — o o < wn o ~ o)
? 2 % 92 2 2 2 2 2 2 92 ? 2 2 % 2 @ @ ¥ 9 39 9
2 3 32 %2 =2 3 3 = = 3 3 3 2 2 =2 2 2 2 2 32 3 3
MRS-BEKK vs. MRS-ASYM-BEKK BEKK vs. MRS-BEKK
1.15 1.15 4
A
1.05 N 105 7 N T A NE O RN PRl AN LNt *'Il'u'\\"/
M- e SRR o ! X ‘ Y ‘\,I N \,’\/ o) 'Iu 1V
0.95 T TN T 0.95 \/ b
"W
v
0.85 0.85 -
0.75 T T T T T T 0,75 T T T T T
[=)) (<)) D o o o [=2) [=2) D o o o
e ? ? b 7 b e ? ? 7 7 b
& z & 5 z & 5 z @ 5 k) &
- s A - > B2l - = o - = «

This figure shows the estimated time-varying hedgi®s for the in-sample period (top figures) amd- o

sample period (bottom figures). Continuous linggesent the MRS-BEKK model and dashed lines the
other models considered in each case.

129




130



GENERAL CONCLUSION

REGIME-SWITCHING VOLATILITY MODELS:

APPLICATION TO DYNAMIC HEDGING WITH

FUTURE CONTRACTS AND THE ESTIMATION
OF THE RISK PREMIUM
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In this thesis, two research fields widely discdssethe financial literature (such as the
risk-return trade-off and dynamic hedging with f&sI contracts) are re-examined
considering non-linear patterns in financial senesdeling. Most of the literature has
analyzed empirically these areas from a lineargemtéve using (multivariate) GARCH
models but the evidence obtained is not concluaivall. Differently from previous
works, we adopt Markov Regime Switching GARCH madtiat allow volatility to
have different dynamics according to unobservedmegariables. This methodology
let us overcome some of the limitations of tragiib GARCH models reflecting
potential non-linear patterns in volatility dynasic

The main purpose of the thesis is to provide nesights in the two fields analyzed
using the more complex models presented. Firgdharstudy of the risk-return tradeoff
we expect that a positive and significant relatiopetween return and risk could be
obtained against the inconclusive evidence repairiegrevious studies. Second, we
expect a greater effectiveness of the strategieg lse non-linear models proposed in
the analysis of the dynamic hedging of stock index@ng futures contracts.

In the chapters focused on the risk-return trade@ffanalyze these relationship using
data from developed European markets and a wideplsaof emerging markets.
Besides the differences in the data sample use@cdh chapter, the methodology also
differs in the methodology employed. Univariate gfseations are used when a
constant set of investment opportunities availabléhe investor is assumed but when
this assumption is relaxed a bivariate frameworknployed. Generally, the alternative
models used against the MRS-GARCH we proposedragarl GARCH models but we
also include alternative methodologies such astHRAS regression. We also consider
the role of asymmetries in volatility consideringetGJR-GARCH specifications and
the distributional assumption considered for thelet® proposed is Normality/

Some interesting results are repeated in all tobapters and observed in the different
stock markets used. The use of MRS-GARCH modelsllysteveals the presence of
two different volatility regimes in the stock mat&eanalyzed. The unconditional
variance in high volatility regime is found to béglmer than that in low volatility
regimes. Moreover, the graphs of smoothed prohgsilbeing in high volatility regime
confirm the existence of two volatility regimes asdggests that periods of high
volatility regimes are often associated with intgronal financial crises (such as the
dot-com bubble or the last financial crisis). Aratimprovement of the MRS-GARCH
models is that they reduce the high persistenagnifregime GARCH models during
high volatility states. These results are conststath findings of authors who suggest
that regime shifts in volatility can lead to spwisty high levels of volatility persistence.
On the other hand, under all distribution assunmgti@stimated transition probability of
each regime present a high value (superior to .8ast cases) indicating that each
regime is quite persistent and the regime tramsitilow a smooth pattern.

% Although the returns series exhibits non-normaitepas, all the QML estimations obtained are
consistent even for deviations from normality.
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Certainly, one of the most interesting results s tthesis is that a positive and
significant risk-return tradeoff is observed in mad the markets considered only
during low volatility periods. However, the basielationship suggested by the
theoretical models is not observed during periodfinancial turmoil. Moreover, the
magnitude of this direct relationship between metamd risk (often associated with the
risk aversion level) is usually lower during pesodf market jitters. This result is
repeated for the different stock markets considened for univariate and bivariate
specifications (i.e. assuming constant and stohast of investment opportunities).
These results suggest a pro-cyclical risk aversibrthe investors in all markets
analyzed as it noted other authors. Generally, Wmaglatility regimes correspond to
periods of recession or low expansion in the cotmconomy, whereas low volatility
regimes correspond with periods of economic expensilrherefore, during boom
periods the investors takes a more conservativagiggognd behaves more risk averse
while during high volatility periods the ‘sense’ gk seems to change. Following this
interpretation these results could be related with investor profile remaining in the
market in each market situation. The more risk ssr@mvestors tend to leave the market
during periods of financial turmoil and let onlyethess risk averse investors trade
during these periods who make the risk aversiorell@bserved in these periods
decrease regarding the observed in stable periods.

The analysis of the risk premium evolution in depeld European markets reveals that
during periods coinciding with high volatility reges the premium required for
investors presents higher values than for theak#ite sample observing an evolution
relatively close to volatility evolution. Despitee decrease in the risk price during the
high volatility periods, there is an extremely risethe market risk that lead to higher
risk premiums. Moreover, non-linear GARCH modelsovide slightly higher
estimation for the total risk premium during higblatility periods.

There are also other interesting results for eachket considered or for a specific
methodology which are pointed out below:

1.- The risk premium estimates for Europe are gdlyehigher than that obtained in
previous studies for US data, due mainly to theogeof financial instability generated
by the global crisis of 2007—-2009. We obtain arrage risk premium between 4% and
8%, depending on the market and the methodology. udéhough the risk prices show
different patterns depending on the market consttlehere is a common and extremely
high non-diversifiable risk observed in all Europemnarkets during the recent financial
crisis period. This is the main cause for the as¢éhe market risk premium demanded
by investors during the financial crisis period.
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2.- The role of assuming a stochastic hedge commome the bivariate models
analyzing return and risk is not as important agleliog non-linearities in the risk-
return relationship. The main results of considg@nstochastic investment opportunity
set does not change significantly from those ofiaésg a constant one although a
significant impact of the intertemporal componenthe risk-return relation is obtained.
The evidence is quite similar even using severakips for this stochastic hedging
component obtaining only favorable evidence dutavg volatility periods using MRS-
GARCH models. Moreover, the percentage of the tas&l premium corresponding to
the premium of the hedging component is relativatyall compared to those of the
market risk premium, although using non-linear medée differences in the
percentages are smaller.

3.- The analysis of the risk return trade-off ie $tock emerging markets using MSCI
indexes for five of the main stock markets in Ladimerica (Argentina, Brazil, Chile,
Mexico, and Peru), nine Asian markets (such as &Himdonesia, Malaysia, Thailand,
India, Korea, Philippines and Taiwan), five Easteuropean Countries (Czech
Republic, Hungary, Poland, Russian and Turkey)edhAfrican emerging markets
(Morocco, Egypt and South Africa) and the aggregadexes for Asia, Eastern Europe
and Latin America emerging markets support theltesioserved in developed markets
of a pro-cyclical risk aversion behavior (in theaxse that during low volatility periods
(associated with boom cycles) the investor riskrgiea is higher than during high
volatility periods (associated with crises perigds)

Finally, in the chapter focused on the effectivene$ non-linear strategies using
dynamic hedging with futures contracts we obtaiaiadavorable evidence for the use
of these more complex models. The estimation of ihedels reveals that exist
significant differences in the variance equatiomap#eters between states. This may
reflect that the volatility process is not defineg a unique process as propose linear
GARCH models but by two different volatility proses observed during high and low
volatility periods. The consideration of one insted two volatility processes leads to a
poor estimations of volatility, and may have infige in the estimated hedge ratios. The
differences in volatility between low and high wilty states are observed both in
terms of the (asymmetric) impact of shocks and pasance on the volatility formation
in each state.

The volatility estimations and forecast are aldtedent between linear and non-linear
models. These differences have effects on theteféaess reached by each strategy as
our empirical results demonstrated. Non-linear nedenerally outperform the rest of
the models both in sample and out-of-sample arsaly$ie results are robust across the
countries and for most of the effectiveness measpreposed. As the out-sample
analysis is performed during the last financiakisriperiod it seems that non-linear
models improves the rest of the models during themsods of market jitters. The
reason may be due to the consideration of diffevetdtility processes distinguishing
between calm and uncertain periods let these madtieve better performance than
models which cannot make this distinction.
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So, what it seems clear is the important role of-lneearities in the fields analyzed in
this thesis. The more complex models presented heftect more properly the
dynamics of financial data than the traditionalein models commonly used in the
literature analyzing these topics: 1) it allows maefficient estimations and more
accurate forecasts for conditional variance wheddlto a higher hedging effectiveness
and 2) it allows estimations conditioned on thekatstate which let us re-evaluate the
conclusions on the risk-return trade-off. The maasults suggest that modeling
volatility through non-linear MRSG models seems enattractive and reveal other
interesting results that traditional models cansbbw. For future research this
methodology may be applied to other fields relatath market volatility such as
volatility transmission patterns between marketgime-varying betas developed in a
non-linear framework distinguishing the conclusioeached in low and high volatility
periods.
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RESUMEN

MODELOS DE CAMBIO DE REGIMEN EN VOLATILIDAD:
APLICACION PARA LA COBERTURA CON CONTRATOS DE
FUTURO Y LA ESTIMACION DE LA PRIMA DE RIESGO
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INTRODUCCION *

Desde la aparicion de los modelos de volatilidaddemonal GARCH (Engle(1982) y
Bollerslev(1986)) han sido muchos los trabajos dosd proponen mejoras con la
finalidad de incorporar regularidades empiricas@mées en la mayoria de series de
caracter financiero (véase: Lien (1996), Maliq @Q@usmel (2000)).

Uno de las ultimas aportaciones nace con los meddarkov Regimen Switching
GARCH (MRSG) (Hamilton, 1989, Gray, 1996, Sarno glante, 2000). La novedad
basica de dichos modelos es que permiten condiclasaestimaciones realizadas al
régimen de volatilidad existente. Son modelos nedies dependientes del nUmero de
regimenes considerados; generalmente dos: alt@a ydlatilidad. Esta metodologia nos
permitira analizar las conclusiones de distintasi&s econdmicas, asi como evidencias
empiricas, diferenciando si dichas conclusioneda®mismas bajo mercados en calma
gue cuando estos presentan situaciones de altéilidath Este tipo de analisis es
especialmente relevante en la actualidad, donden&sados financieros presentan un
grado elevado de inestabilidad y comienzan a surgar corriente de pensamiento que
pone en duda una gran parte del cuerpo teérice shyue se asientan la mayor parte

de teorias de la moderna economia financiera.

Los MRSG mejoran los modelos de volatilidad GARCs$taedar en tres aspectos
(Baele, 2005): 1) recogen el hecho que la pergistete los modelos GARCH es menor
en periodos de volatilidad alta que en periodosalma. No considerar este aspecto
provocara sobre estimaciones de la persistencimqueeaux y Lastrapes, 1990; Cai,
1994), lo que tendra claros efectos sobre la predic de volatilidad; 2) Las
predicciones de este tipo de modelos son mejoredaguobtenidas con los modelos
mas parsimoniosos (Marcucci, 2005); 3) Estos madetsogen el hecho de que la
correlacion tiene un comportamiento asimétrico@etpal tamafio de los rendimientos,
esto es, tiende a ser superior cuando los rendiosieson bajos que cuando éstos son
altos (Ang y Bekaert 2002).

% Dado que ninguno de los capitulos han sido redastan ninguna de las dos lenguas oficiales de la
Universidad de Valencia, cumpliendo con su nornaatev continuacién se resumen los cuatro capitulos
de la tesis. El presente resumen se ha realizadareplimiento de la Disposicién Adicional cuartalde
Normativa reguladora de los procedimientos de etadidn, autorizacién, nombramiento del Tribunal,
defensa y evaluacion de las tesis doctorales dénlaersidad de Valéncia, aprobada en Consejo de
Gobierno el 6 de Junio de 2006.
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El objetivo de esta tesis se centra en analizarréssiitados obtenidos con esta
metodologia, y compararlos con los obtenidos comsanetodologias, en dos campos
de investigacion ampliamente analizados en laaliea financiera, como son: 1)
Relacion entre el rendimiento esperado y volatljdd) Cobertura dindmica con

contratos de futuro.

1. Relacioén entre el rendimiento esperado y volatilida. El objetivo en este campo
de investigacion se centrara en analizar la retaititertemporal entre rendimiento
condicional (medido sobre el exceso respecto avaadibre de riesgo) y la
volatilidad condicional (Merton, 1973), tanto paeh mercado espafiol como
mercados internacionales. La literatura financiena presenta resultados
concluyentes con respecto a la relacion entre amgosctos ni su significatividad.
En este sentido, los resultados han sido diversogins el periodo muestral
estudiado, la periodicidad de los rendimientoszatilos y la metodologia empleada.
Sin la finalidad de ser exhaustivos, las principateetodologia son: GARCH
(French et al. (1987), Campbell (1987), Glosteale{1993), Scrugg (1998), Engle
y Lee(1999), Scrugg y Glabadanidis (2003); MRSG ai@fet y Potter (2001),
Whitelaw(2000), Mayfield (2004) ); MIDAS (Ghyselgt. al., 2005; Ledn, et.
al.(2007)) o modelos que utilizan variables queoget la evolucion del ciclo
econdmico para la predeccion del rendimiento ytilmlad condicional (Fama and
French, 1988,1989). Una extension de estos ultimodelos es la de considerar
adicionalmente factores obtenidos a partir de sede caracter econémico o
financiero (Ludvigson, Ng (2007).

En nuestro trabajo se contrastaran los resultadieniolos con las distintas
metodologias, analizando si dichos resultados puedtr condicionados al estado
(volatilidad alta o baja) de los mercados. La abaisicion de distintos estados
puede arrojar conclusiones sobre el cumplimientesta relacién fundamental en
contextos diferentes. Ademas la consideracion devofatilidad lineal (en lugar de
una no lineal) puede ser la causa de que la evalesubre el tema resulte

inconcluyente.

2. Cobertura dindmica. El objetivo que nos proponemos es analizar cliextaa las
coberturas realizadas con contratos de futuro deresi cambios de régimen en la
varianza. La estimacion de estos ratios de colzesirealizara utilizando distintos

modelos GARCH multivariantes. Concretamente, desddelos mas utilizados en
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la literatura como el GARCH BEKK a modelos méas rims®s donde se consideren
los siguientes aspectos: a) las relaciones deilegupib largo plazo incluyendo un

Término de Correccion de Error (TCE) en la modeiia de los momentos de

primer orden (Alizadeh et al. 2008; Lien, 1996)jdgxistencia de distintos tipos de
régimen en la volatilidad, utilizando MRSG (Lee wdér 2007a; Alizadeh et. al

2008); c) el comportamiento asimétrico de la vitktd (Brooks et. al, 2003). Todo

ello nos llevara a estimar modelo TCE-MRSG-BEKK.

El estudio se realizara tanto para coberturas deatdrla muestrair( the sample
como fuera de la muestraut of the samp)emas ajustadas al verdadero proceso de
decision seguido por cualquier inversor. Para miedefectividad de las distintas
aproximaciones se estudiara la disminucion deboede la cartera cubierta y la
viabilidad econdmica de una politica de cobertun@rica donde se consideraran

los costes de transaccion en los que se incurriria.

Tras esta descripcion mas general, a continua@dtetalla mas en profundidad cada
uno de los cuatro capitulos en los que se ha dwidista tesis (los tres primeros
referentes a la relacion rendimiento-riesgo y & centrado en la cobertura dinamica

con contratos de futuros).

Capitulo 1: Reexaminando la relacion rendimiento-resgo: la influencia de la crisis
financiera del 2007-2009

Uno de los temas mas debatidos en economia fimareseel que trata de establecer una
relacion entre rendimiento y riesgo. Han habido enosos intentos para explicar y
entender cuales son las dinamicas y las interagsi@ue siguen estas 2 variables
fundamentales. Desde un punto de vista tedrico, dmdos trabajos mas citados
analizando la relacién rendimiento-riesgo es el guesenta Merton (1973) en su
modelo ICAPM. Merton demuestra que existe una i@halkineal entre el rendimiento
en exceso del mercado y su varianza condicional gosarianza con el conjunto de

oportunidades de inversion.

A pesar del rol tan importante que esta relaci@sgmta en la literatura financiera, no
existe un consenso claro sobre su evidencia erapific un marco teérico, todos los

parametros y las variables del modelo pueden se&mnes en el tiempo. Sin embargo,
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para hacer este modelo tratable empiricamente lsendeacer distintos supuestos; el
mas comun es considerar precios del riesgo coesta@tro supuesto bastante comun
es el considerar un conjunto de oportunidades dersion contante a lo largo del

tiempo, permaneciendo el riesgo de mercado commadoente de riesgo. También es
necesario hacer distintos supuestos sobre las @hiasngue siguen los segundos
momentos condicionales. Finalmente, el modelo eoapde establece en una economia
de tiempo discreto en lugar en lugar de la econataiiempo continuo usada en el

modelo tedrico de equilibrio.

Dados estos supuestos hay distintos trabajos gopomen modelos empiricos
alternativos para obtener una evidencia favorabieocsugieren los modelos teoricos.
La metodologia mas ampliamente utilizada para zarala relacion rendimiento-riesgo
es el enfoque GARCH-M. Este enfoque es sencillorggementar pero los resultados

obtenidos son generalemnte pobres y en muchos castiadictorios.

Por tanto, se necesitan enfoques alternativos usdal metodologia GARCH-M. De
entro los mas destacados existentes en la litarfihanciera nos centramos en aquellas
alternativas que tratan de obtener evidencia fénenasando sélo la informacion de la
cartera de mercado. Estas principales alternatheas la incusidon de cambios de
régimen en el modelo empirico (RS-GARCH) y el ugoregresiones con datos de
distinta frecuencia (MIDAS). El primero propone umelacion no lineal entre
rendimiento y riesgo el cuéal esta basado en el on@arico desarrollado en el trabajo
de Whitelaw (2000). Este marco teorico es ligeramediferente del enfoque de Merton
porque se obtiene una funcién compleja, no lineanante en el tiempo para explicar
la relacion entre rendimiento y riesgo. El segungi@senta un especificacion
alternativa, la regresion MIDAS, para modelizar $egundos momentos condicionales

enfrente de los modelos GARCH.
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Utilizando estos tres modelos empiricos (GARCH,&®SRCH y MIDAS), pasamos a
analizar las series financieras europeas seled#asn&o6lo en el caso no lineal (cuando
el mercado se encuentra en contextos de baja liddd) se obtiene una evidencia
favorable segun sugieren los modelos teodricos. ébibargo en contextos de alta
volatilidad esta relacion se torna no significativademas, ninguno de las dos
especificaciones lineales es capaz de reflejaeurtncia positiva y significativa.

Adicionalmente en este primer analisis, tambiéoa@esidera la posible influencia que
la reciente crisis financiera del 2007 pueda teswire dicha relacion. Para ello, se
incluyen en los modelos empiricos una variable cmetrole por este periodo. Los

principales resultados se repiten ya que solo enasb no lineal para estados de
mercados en calma se obitene una evidencia pogithignificativa. La influencia que

tiene la crisis financiera en la relacion rendinenesgo es comudn en todos los
mercado en lo que se refiere a un aumento conbided&! riesgo de mercado, pero
dependiendo del mercado analizado los resultadesedien la variacion del precio del

riesgo. A pesar de estos resultados distintos gireglio del riesgo, el aumento del
riesgo no diversificable es tan alto, que la praeaiesgo exigida en este periodo llega

a valores extremos en todos los paises analizados.

Capitulo 2: El tradeoff rendimiento-riesgo en los rercados emergentes

A pesar de la gran cantidad de literatura que seehtado en la relacion redimiento-
riesgo que se ha centrado en los mercados deados®]l hay pocos trabajos que
analizan esta relacion en mercados emergentesrdlos que estudian este tema son
pocos y en todos ellos se utiliza como modelo @onpitna metodologia GARCH-M
obteniéndose en todos ellos una relacion débieaetrdimiento y riesgo. Por tanto, en
ninguno de ellos se considera la posibilidad dacrehes no lineales entre rendimiento
y riesgo.

En este contexto, la contribucion mas importante sgl realiza en este capitulo es el
estudio de la relacion rendimiento-riesgo en uncamao lineal. Como se ha comentado,
la cuestion a tratar esta casi sin explorar ya quauestro entender, es la primera

aplicacion de este tipo de modelizacién en mercadwrgentes.
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Concretamente, se utilizan dos modelos empiricas apalizan una relacion lineal
(GARCH-M) y no lineal (RS-GARCH-M) a un conjunto @ mercados emergentes
segun la clasificacion establecida por Morgan $tarnCapital International. Los
principales resultados que se obtienen son queasario una especificacion no lineal
para capturar adecuadamente una relacion positsignyficativa entre rendimiento y
riesgo, ya que cuando se utilizan modelos lineatersingun caso se obtiene evidencia
favorable. Ademas, los resultados también nos maresjue existe una relacion entre

los regimenes de volatilidad y el nivel de aversibnesgo.

En los mercados emergentes el nivel de aversidiesgjo es mas elevado en estados de
baja volatilidad y mas bajo en momentos de altatilmlad. Este resultado apoya la
tesis de la existencia de un nivel de aversioreayo pro-ciclico documentado para los

mercados desarrollados.

Para dotar de robustez a los resultados obtenalospite el analisis para el caso del
comportamiento asimétrico de la volatilidad obted@se en esencia resultados
similares. También se realiza un segundo estuditieno el término constante del
modelo empirico, ya que algunos autores sugiererequel modelo tedrico no aperece
y su inclusion no esta justificada. En este cagvidencia que obtenemos es mas pobre
y se observa que la omisién de la constante puedar la resultados mas débiles. De
cualquier forma, como no sabemos exactamente sw&l\verdadero proceso generador
de datos, con los modelos restringidos se puedéar estimando modelos mal

especificados y, por tanto, incluimos el términastante.

Capitulo 3: Relaciones no lineales entre rendimieaty riesgo: un enfoque multi

factor con cambios de régimen

En este apartado se relaja uno de los supuestlizades en la construccion de los
modelos empiricos de los dos capitulos anteridees.este capitulo se supone un
conjunto de oportunidades de inversion estocagiicdo que los modelos univariantes
de los capitulos anteriores resultan insuficienBes.debe desarrollar un nuevo marco
gue sea capaz de recoger las dos fuentes de gasggte nuevo marco de analisis de la
relacion rendimiento-riesgo: riesgo de mercad@ggd del componente intertemporal.

143



La literatura previa en modelos multifactor es devo inconcluyente. La mayoria de
trabajos empiricos que consideran modelos multifantalizan relaciones lineales entre
rendimiento y riesgo y en algunos casos se obgerdencia favorable, pero en otros

estudios no se observa esta relacion positivanyfgigtiva.

Este capitulo se motiva a partir de la introducai@nno linealeades en un modelo
multifactor (Whitelaw, 2000). Es decir, ademés miguir las dos fuentes de riesgo que
sugieren los modelos tedricos (riesgo de mercadmmgponente intertemporal) se
introduce una relacion no lineal entre los rendirtue esperados Yy las fuentes de riesgo

dependiendo del régimen de volatilidad que domiimeegcado en cada momento.

El estudio empirico en este capitulo se realiza phmercado espafiol. Para recoger
cada una de las fuentes de riesgo contruimos lesssge rendimintos del principal

indice bursatil del mercado (IBEX-35) y para lasalales que recogeran el componente
intertemporal (conjunto de oportunidades de in@asiutilizamos una bateria de

alternativas, ya que no hay consenso en cual poly que debe recoger el conjunto
intertemporal, entre las que se incluyen LetrasTasloro a 1 afio, Bonos a 3, 5y 10
afnos, una cartera equiponderada con los 3 bonbspread entre los bonos a 10 y 3

anos.

Los principales resultados vuelven a ser similaj@s en capitulos anteriores. Los
resultados significativos en cuanto a la relacEmdimiento-riesgo solo se obtienen en
los modelos multi-factor no lineales y soélo parta@ss de baja volatilidad. Ademas el
nivel de aversion al riesgo de los inversores egpomen estados de baja volatilidad que
en estados de alta volatilidad, apoyando la aversib riesgo prociclica de los

inversores.

La representacion grafica de la prima de reisgo ndefcado espafiol nos permite
observar que a pesar de que el nivel de aversidesglo durante los periodos de alta
volatilidad es menor, la prima de riesgo durantéosesperiodos se incremente

notablemente debido esencialmente a los extrenradeles de riesgo no diversificable.

Basicamente, la prima de riesgo total viene dediredencialemente por el riesgo de
mercado, siendo la prima exigida por el riesgoriateporal bastante menor. No

obstante, el peso del componente intertemporah gmima de riesgo total es mayor en
los modelos no lineales que en los modelos lineales
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Capitulo 4: Midiendo la efectividad de la coberturaen futuros sobre indices:
Superan los modelos dinamicos a los estaticos? Unfague con cambios de

régimen.

Durante las ultimas dos décadas con el desarrelltosl mercados de derivados, una
gran cantidad de literatura se ha centrado enzamalistintas técnicas para reducir el
riesgo de las inversiones. Una técnica simple pata propdésito es la cobertura con
contratos de futuros, que a pesar de su sencéleedibido una gran atencion por parte
de la investigacion académica. La literatura s@ste tema es muy amplia y en gran
parte se centra en determinar el indice de coleedptimo. El método mas comun es
aquel que minimiza la varianza de los rendimied&sina cartera con posiciones en los

mercados de contado y futuro.
El trabajo pionero en ratios de cobertura constaséedebe a Ederington (1979). En

este enfoque, el indice de cobertur{ras: ”yz]. Este ratio de cobertura se estima a
Of

través de la pendiente de la regresién por mintnadrados ordinarios (OLS) entre los
rendmimientos de contado y de futuro.

Sin embargo, este enfoque presenta varios problddmasde ellos es que no tiene en
cuenta el desequilibrio a largo plazo entre loscaws spot y de futuros (Ghosh, 1993;
Lien, 1996).0tro problema es que se suponen segunummentos condicionales
constantes y, por tanto, cobertura estatica no icomdda a la llegada de nueva
informacion al mercado. Hay esencialmente dos noétoplara obtener ratios de
cobertura dinamica. El primero consiste en perngjtie los ratios de cobertura sean
coeficientes que varien con el tiempo y estimadesforma directa (Alizadeh y

Nomikos, 2004;. Lee et al, 2006).

El segundo enfoque (Kroner y Sultan, 1991;. Brosikal, 2002) utiliza los momentos
condicionales de segundo orden de los rendimiesgos y futuro a partir de modelos
GARCH multivariantes, que permiten la estimacionla ratios de cobertura en el
periodo t ajustado al conjunto de informacién disbles para el inversor en t-1.
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La mayor parte de la literatura se ha centradostésm 2gundo enfoque, proponiendo
modelos cada vez mas completos que capturen coarrpegcision las caracteristicas
de los datos financieros y, de ese modo, supeglifa@taciones de los modelos
GARCH mas simples. Una de las limitaciones de lasletos GARCH es que son
incapaces de capturar de forma fiable las caratitex$ de las series financieras,
especificamente el impacto asimétrico de las rastice sabe que los shocks negativos
tienen un mayor impacto en las series financiewgslos shocks positivos. Este hecho
deberia ser tenido en cuenta al estimar ratiosotbertura. Ya que algunos autores
afirman que la efectividad de la cobertura es maguando este comportamiento

asimétrico se considera.

Otra de las limitaciones de los modelos GARCH esejwalto grado de persistencia de
la volatilidad que se obtiene de forma generalizagan indepnedencia de las series
financieras consideradas al estimarlos. Este aitel e persistencia sugiere la
presencia de varios regimenes en el proceso dadtlidad (Marcucci, 2005). Ignorar

estos cambios de régimen podria dar lugar a esomeg ineficiente de la volatilidad.

Por lo tanto, la consideracion de varios regimemesgl proceso de volatilidad podria
dar lugar a estimaciones mas precisas Yy, por to,tanun mejor funcionamiento de las

estrategias de cobertura.

En los dltimos afios, los modelos de cambio de régimman adquirido una nueva
dimensiéon con el desarrollo de los modelos MarkegiRe-Switching (MRS). Estos
estudios proponen un método recombinativo para nedrices de covarianzas
condicionales que permiten a los modelos ser tegaronométricamente. Algunos de
los estudios previos con cambios de régimen seaatemn modelizar la ecuacion de
varianza pero descuidan la ecuacion de la medigumdls autores incorporan un
término de correccion de error (ECT) que permitasacaracteristicas de la series ser

relacionadas en el corto y largo plazo.

La evidencia de estudios con cambios de régimerstmauestimaciones mas robustas si
se permite a la volatilidad seguir distintos regiegeen funcion de las condiciones del

mercado, con el resultado de que la efectividald debertura sera mayor.

El principal objetivo de este capitulo es anallaanfluencia de los patrones no lineales
y los cambios de régimen en la efectividad de ssategias de cobertura dindmicas y

evaluar si estos modelos muestran una mejora gpect® a los modelos mas simples
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mas comunmente utilizados en la literatura. Se ewamplos resultados de los ratios de
cobertura estimados y de la efectividad asumiem@odinamica lineal y no lineal entre
los rendimientos de los mercados spot y futureedhldio se realiza para los principales
indices bursétiles de varios mercados europeosSEHRJara el Reino Unido, el DAX
para Alemania y Eurostoxx50 para Europa) y losrebo$ de futuro asociados a estos
indices, teniendo en cuenta un analisis ex postante, siendo esta ultimo mas cercano

el proceso de decision seguido por un inversobéxarista.

El periodo muestral analizado también incluye kma crisis financiera para mostrar

cudles son los modelos que mejor funcionan engaside mercados convulsos.

En nuestro estudio empirico, utilizamos varios nmglenultivariantes GARCH. Mas
especificamente, se utiliza el modelo tradicionBKEB y su variante asimétrica. Por
otra parte, la existencia de relaciones de coiaté@n entre spot y los mercados de
futuros nos lleva a la incorporaciéon de un Térmde Correccion de Error en la
ecuacion de la media. Por dltimo, también se prepamodelos mas complejos que
consideran relaciones no lineales mediante el aamd especificacion con cambios de
régimen, lo que permite la obtencion de ratiosatettura que dependen de la situacion
del mercado y asi analizar si el uso de estos medahs complejos conduce a una
mejora significativa de la estrategia de cobertlato nos permite comparar la
efectividad de los modelos GARCH lineales con leslods modelos GARCH no

lineales.

La efectividad de las estrategias de coberturaidema través de varios enfoques. En
primer lugar, se calcula la reduccion de la va@ate la cartera de cobertura utilizando
las diferentes estrategias respecto a la carts@bierta. En segundo lugar, se analiza
la significatividad economica de la reduccion desgo en términos de la utilidad de los
inversores . Finalmente, también se estiman medieasectividad alternativas basadas
en las colas de la distribucion de pérdidas, tateao Valor en Riesgo (VaR) y el
Expected Shortfall (ES) enfrente de las dos prisdrasadas en la varianza de la

funcién de pérdidas.

Los principales resultados que se obtienen encagttulo muestran que teniendo en
cuenta las no linealidades en la especificacidla delatilidad da lugar a diferencias en
las estimaciones y en las predicciones de la Vididi. Estas diferencias tienen un
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impacto en los ratios de cobertura obtenidos yfdatwidad alcanzada, haciendo que
los modelos no lineales logren una mayor efectdzida

Otro resultado interesante se obtiene al compasaedtrategias dinamicas lineales con
las estaticas. En la literatura previa no hay cossen cuanto si los modelos dinamicos
ofrecen mejores coberturas que los estaticos; no pgnaebas contundentes en la

capacidad de estos modelos para mejorar la ef@ativibtenida con los modelos mas
simples, incluso el modelo estatico MCO. Se obsguealos modelos estaticos superan
a los dinamicos lineales en todos los casos; sibaegn, cuando consideramos no

linealidades los modelos dinamicos superan al mstmodelos. Por tanto, el capitulo

muestra que los modelos dindAmicos superan a lascest siempre que se consideren
no linealidades en los rendimientos y varianzakbsgenercados spot y futuro mientras

que la consideracion de dinamicas lineales puedarlla peores coberturas en terminos
de la efectividad alcanzada. Este resultado esstobpara los diferentes paises e
independiente de la medida de la efectividad atila&
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CONCLUSIONES

En esta tesis, dos campos de investigacion amplimegatados en la literatura
financiera (tales como la relacién entre rendintentriesgo y la cobertura dinamica
con contratos de futuros) se reexaminan considerpattones no lineales. La mayoria
de la literatura previa ha analizado empiricamestas areas desde una perspectiva
lineal utilizando modelos GARCH (uni y multivarias), pero la evidencia obtenida no
es del todo concluyente. De forma diferente a josbanteriores, utilizamos modelos
Markov Regime Switching GARCH que permiten a laawtilad seguir diferentes
dinamicas acorde a variables de estado ocultaa. astodologia nos permite superar
ciertas limitaciones de los modelos GARCH tradiales y reflejan posibles patrones

no lineales en las dinamicas de la volatilidad.

El principal objetivo de estas tesis es proporaiangevos puntos de vista en los dos
campos analizados utilizando los modelos no liseda primer lugar, en el estudio de
la relacion rendimiento riesgo esperamos que uaaio@ positiva y significativa entre
rendimiento y riesgo sea obtenida en contra deiterecia poco concluyente recogida
en anteriores estudios. En segundo lugar, esperam@smayor efectividad de las
estrategias de cobertura usando los modelos naldm@ropuestos en el analisis de la

cobertura dindmica de indices bursatiles con cm#i@de futuros.

En los capitulos dedicados a la relacion rendiroieieisgo analizamos estas relaciones
utilizando datos de mercados europeos desarrolladaa amplia muestra de mercados
emergentes. Ademas de las diferencias en la muesada en cada capitulo, la
metodologia también difiere entre capitulos. Skzat especificaciones univariantes
cuando se supone un conjunto de oportunidades/desian constante pero cuando este
supuesto se relaja utilizamos un marco bivaridaeneralmente, los modelos utilizados
como alternativa a los modelos MRS-GARCH propuesos modelos GARCH
lineales pero también incluimos metodologias adtitvas como la regresion MIDAS.
También consideramos el rol de las asimetrias elatindad considerando la
especificacion GJR y asumiendo distribuciones nt@stfapara las innovaciones de los
modelos.

% Aunque todas las series de rendimientos muestar@s no normales, todas las estimaciones QMV
son consistentes incluso frente a desviacionea derimalidad.
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Algunos resultados interesantes se repiten en testos capitulos y se observan en los
distintos mercados analizados. El uso de modeloS{3RRCH revela la presencia de
dos regimenes de volatilidad diferentes en los ages analizados. La varianza
incondicional en los regimenes de alta volatiliéadnayor que en los estados de baja
volatilidad. Ademas, los gréficos de probabilidadesvizadas del estado de alta
volatilidad confirman que los periodos de alta tibtlad suelen coincidir con crisis
financieras internacionales (como la burbuja puwaior o la dltima crisis financiera).
Otra mejora de los modelos MRS-GARCH es que redleaita persistencia de los
modelos GARCH univariantes durante periodos devalt@ilidad. Estos resultados son
consistentes con una amplia literatura donde sersugue los cambios de régimen
pueden llevar a al estimacion de un alto grado @lsigiencia de la volatilidad por

motivos espureos.

Por otra parte, bajo todos los supuestos disiobates, la probabilidad de transicion
estimada en cada régimen presenta un alto valpefisu a 0.9 in la mayoria de casos)
indicando que cada régimen es bastante persistéatizansicion entre regimenes sigue

un patrén suave.

Sin duda, uno de los resultados mas interesantestartesis es la relacion positiva y
significativa entre rendimiento y riesgo observagla la mayoria de mercados
considerados durante periodos de baja volatilid&d.embargo, esta basica relacion
sugerida en modelos tedricos no se observa dypantedos de inestabilidad financiera.
Este resultado se repite para los distintos mescadnalizados considerando
especificaciones univariantes y bivariantes (esirdesuponiendo conjuntos de
oportunidades de inversion constantes y estoc&jtiéstos resultados sugieren una
aversion al riesgo pro-ciclica de los inversoresogios los mercados como ya notaron
otros autores. Generalmente, los regimenes de valtilidad corresponden con
periodos de recesién o lenta expansion de la ecianolel pais, mientras que los
periodos de baja volatilidad corresponden a pesat expansion. Por tanto, durante
periodos de auge los inversores toman una posi@s conservadora y se comportan
mas adversos al riesgo mientras que durante peridel@lta volatilidad este ‘sentido’
del riesgo parece cambiar. Siguiendo esta intexgidet estos resultados pueden ser
relacionados con el perfil del inversor que permsaren el mercado en cada contexto.
Los inversores mas adversos al riesgo abandonanemtado durante periodos de

inestabilidad y dejan a los inversores menos adsemggociar durante estos periodos
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quienes hacen que el nivel de aversion al riesgerghdo en estos periodos decrezca
con respecto al observado en periodos estables.

El andlisis de la evolucion de la prima de riesgarercados europeos desarrollados
revela que durante periodos coincidentes con regimele alta volatilidad la prima
requerida por los inversores presenta valores reaygue para el resto de la muestra
observandose una evolucion similar a la volatilidadpesar de la disminucion del
precio del riesgo durante periodos de alta voitd existe un aumento extremo del
riesgo de mercado que lleva a primas de riesgoate@sdas durante estos periodos.
Ademas, los modelos GARCH no lineales proporcioeatimaciones ligeramente
superiores para la prima de riesgo total duranteges de alta volatilidad.

Hay otros resultados interesantes para cada Mercamhsiderado o para cada

metodologia especifica las cuales se sefialan agaoion:

1. Las primas de riesgo estimadas para Europa somajy@este mas elevadas que las
obtenidas en estudios previos para Estados Unidelsido principalmente al
periodo de inestabilidad financiera generado pocrlais global de 2007-2009.
Obtenemos una prima de riesgo promedio entre uy 4%%8% anual dependiendo
del mercado y de la metodologia utilizada. Aunaqugedrecios del riesgo muestran
diferentes patrones dependiendo del mercado coadile hay un comun y
extremadamente elevado riesgo no diversificabléodons los mercados europeos
durante el reciente periodo de crisis financierataEes la principal causa del

incremento de la prima de riesgo requerida pomlesrsores durante este periodo.

2. Elrol del conjunto de oportunidades alternatigg@snversion estocastico (factor de
riesgo intertemporal) en los modelos bivariantesesotan importante como la
modelizacion de las no linealidades en la relaciéndimiento-riesgo. Los
resultados al considerar un conjunto de oportumislate inversion estocastico no
difieren significativamente de aquellos que asunu@o constante, aunque se
obtiene un impacto significativo del componenteeiitgmporal en la relacion
rendimiento-riesgo. La evidencia es bastante sinmtduso usando distintas proxies
para el componente de cobertura estocastico ohtkmisolo evidencia favorable
durante periodos de baja volatilidad en los mod®idsS-GARCH. Ademas, el
porcentaje de la prima de riesgo total correspanéia la prima del componente de

cobertura (conjunto alternativas de inversion)edativamente pequefia comparada
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con aquella asociada a la prima de riesgo de mer@ahque en los modelos no

lineales las diferencias son menores.

3. El analisis de la relacion rendimiento riesgo eeraados emergentes utilizando
indices MSCI para cinco de los principales indieed_atino América (Argentina,
Brasil, Chile, Méjico y Peru), nueve mercados &si&t (China, Indonesia, Malasia
Tailandia India, Corea del Sur, Filipinas y Taiwarihco paises de Europa del Este
(Republica Checa, Hungria, Polonia, Rusia y Tupgufas mercados emergentes
africanos (Marruecos, Egipto y Surafrica) y losiéed agregados de mercados
emergentes de Asia, Europa del Este y Latino Araédpoyan los resultados
observados en mercados desarrollados de una aveilsitesgo pro-ciclica (en el
sentido de que durante periodos de baja volatiljdadciados con periodos de auge)
la aversion al riesgo del inversor es mayor quermter periodos de alta volatilidad

(asociados con periodos de crisis).

Finalmente, en el capitulo centrado en la efecdiide estrategias de cobertura no
lineales con contratos de futuros obtenemos nuev@revidencia favorable para los
modelos mas complejos. La estimacion de los modelesla que existen diferencias
significativas en las estimaciones de los paramaistimados entre estados. Esto puede
reflejar que el proceso de volatilidad no estaniédi Unicamente por un Unico proceso
como proponen los modelos GARCH lineales sino pms procesos de volatilidad
diferentes observados durante periodos de bajtayvalatilidad. La consideracion de
uno en lugar de dos procesos lleva a pobres estinescde la volatilidad y puede tener
influencia en los ratios de cobertura éptimos eatios. Las diferencias en volatilidad
entre periodos de alta y baja volatilidad se olzsern el impacto (asimétrico) de las
innovaciones y de las varianzas retardadas en tapasicion y evolucion de la

volatilidad en cada estado.

Las estimaciones y predicciones de la volatilidathitién difieren entre modelos
lineales y no lineales. Estas diferencias tienentes sobre la efectividad alcanzada por
cada estrategia como nuestros resultados empiricestran. Los modelos no lineales
generalmente superan el resto de modelos paraiardegntro y fuera de la muestra. Los
resultados son robustos entre paises y para larfaaye las medidas de efectividad
propuestas. Como el andlisis fuera de muestraaiaeadurante el periodo de crisis
financiera, parece que los modelos no lineales narejel resto de modelos durante

periodos de inestabilidad financiera.
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La razdon puede ser que la consideracion de distimmcesos de volatilidad
distinguiendo entre periodos de calma e incertidembermiten a estos modelos

alcanzar una mejor efectividad que modelos quesakizan esta distincion.

Asi que, lo que parece claro es el importante eolag no linealidades en los campos
analizados en esta tesis. Los modelos mas commpegesntados aqui reflejan mejor las
dindmicas de las series financiera que los tragites modelos lineales cominmente
usados en la literatura que analiza estos temamerfjite estimaciones mas eficientes y
predicciones mas precisas para la varianza comdicito que lleva a una mayor
efectividad de las coberturas realizadas y 2) germstimaciones condicionadas al
estado de la economia lo que permite re-examisacdaclusiones sobre la relacion
rendimiento-riesgo. Los principales resultados exayi que la modelizacion de la
volatilidad a través de modelos no lineales MRS€&q@@mas atractivo y revela otros
resultados interesantes los modelos tradicionales pueden mostrar. Para
investigaciones futuras esta metodologia puedapieada a otros campos relacionados
con la volatilidad del mercado como son la trangmisle volatilidad entre mercados o
el anadlisis de betas variantes en el tiempo ddkEatos en un contexto no lineal

distinguiendo las conclusiones alcanzadas en estiglalta y baja volatilidad.
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