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Mor phological processing in word recognition:
A review with particular referenceto Spanish data
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The goal of this paper is to review the main results offered by some
experimental paradigms to support morphological processing of visual
isolated words. Three theoretical hypotheses proposing different solutions
to the role of word morphological structure in lexical access and
representation are described: a) full parsing, b) full listing and c) mixed
models. Data from morphologically structured nonwords, comparison
between monomorphemic and polymorphemic words and between
morphologically regular and irregular words, priming studies, and contrasts
between superficial and cumulative frequency are examined to propose some
tentative conclusions about the possibilities of the morphological processing
models.
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Conventiondly, and in practice, it is the word thet is consdered the minimal
linguigic unit with meening. When we consult a dictionary, for example, a
collection of words as didtinct, isolated entities is avallable. But, of course, the
word is not the only linguigtic unit with meaning. Another less visble and shorter
unit is the morpheme. Words are generdly morphologicdly articulated and
sructured (i.e. polymorphemic words), dthough, on occasion, the morpheme and
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the word can be equivaent, as occurs in monomorphemic words. To study lexica
access, therefore, it is necessary to devote some experimenta effort in order to
find out if the meanings of the words are indirectly resched through ther
morphemes (full parsing), or, conversdy, attained by a direct procedure (full
listing) such as that performed when we use a dictionary, that is, by acceding to
thelr representation in memory.

The full parsing procedure requires, firdly, the isolation of the
morphemes that compose the word and then, separately, the access to the
meaning. For ingance, if the word to recognize is caminar (to walk), itis
necessary to separate camin- from —ar. Then, it is possble to identify the
meaning of camin- (i.e. concerning movement on foot) and of —ar (infinitive verb,
action). Findly, acompound meaning will be achieved: a person going on foot.

The segmentation and assembly operations dow down the word
recognition course, but permit the access to the meanings of new words,
increesing the sze of the lexicon in learner readers. Also, the full parsng
procedure is supported by the intuitive knowledge that readers have of the
grammatical categories from the letters at the ends of the words: i.e. the suffixes.
The average reader is able to classify morphologicaly structured pseudowords
such as cominar, moquina or sedenamente, as verb, noun and adverb. All these
advantages characterize full parsing as a convincing procedure thet, in terms of
processing, requires a prelexica segmentation which can be implemented as a
mechanism of rules gpplication (Taft and Forger, 1975) or as an interactive
system with different processing levels (Taft, 1979, 1994).

The second possihility for acquiring the meaning of a morphologicaly
complex word is to accede directly from a description of the input to each
complete orthographic or phonologicd form (the whole word) stored in the
lexicon. The full listing models use associative and fast procedures and
condder that at the leve of access, a least, morphologicd information is not
utilized. Connectionist symbolic or sub-symbolic models such as those of
Seidenberg and McCldland (1989) or McCldland and Rumehart (1981)
represent this point of view. In a more explicit way, some other authors
(Butterworth, 1983; Manndlis & Tharp, 1977; Rueckl, Mikolinski, Raveh, Miner
& Mars, 1997) defend a lexicon with representations for al complex items. In
this light, the morphologicd effects would be emergent properties of the system,
which, in fact, only compute the orthographic and semantic smilarities of the
words. Thisisaradicd point of view that excludes a morphologica trestment of
the word, not only d the prelexicd leve, but aso a the word levd. A less
extremigt position of some full listing modds is maintained by those who, assuming
an explicit representation of dl derived and inflected forms of the words at the
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lexicon, defend the idea that tis lexicd leve is morphologicaly organized. The
words that belong to the same morphologica family (i.e. with the same root) are
connected by associative links. These morphologicd organization should be
conddered as independent from the formd, orthographic or phonologica
amilarity between words, and explan why morphologicdly related words
produce some experimentd effects such as morphologica priming or cumulative
frequency effects, which will be explained later (Colé, Beauvillain & Segui, 1989,
Drews & Zwitserlood, 1995; Grainger, Colé & Segui, 1991, Segui &
Zubizarreta, 1985).

A third class of models could be defined as a combination of the full
parsng and full liging models the dual or mixed models They have emerged as
a result of the incgpacity of the two previous models to explain the broad and
dispersed range of results in this aea The Augmented Addressed
Morphology Model (AAM) of Caramazza, Laudanna and Romani (1988)
assumes that a word activates both whole-word representations for familiar
dimuli and morphemes (i.e. roots and affixes) that comprise those
morphologicaly complex words unknown to the subject. The whole word route
is fagter, dthough both routes are activated in pardld. The velocity for the parsng
route with novel or unfamiliar words increases when the congtituent morphemes
are common. The Parallel Dual-Route Model (Baayen & Schreuder, 1999;
Baayen, Dijksira & Schreuder, 1997; Schreuder & Baayen, 1995) implements
an interactive architecture of three layers. form access representations for whole-
word and morphemes (lexemes), integration nodes (lemmeas), and semantic and
syntactic representations. The direct route maps a full-form onto its associated
lemma node. Also, in pardld, the ssgmentation route operates mapping onto the
lemma nodes. The difference with the AAM modd is that the lemma nodes are
not sengtive to the frequency. Only the layer of formd representations is sendtive
to the frequency of words and morphemes. This difference accounts for a specid
semantic status for some words. For instance, plura dominant items (e.g. eyes)
commonly have a plurd referent, but plurd non-dominant items (e.g. noses) have
agngular referent.

To summarize, the full parsing modes require prelexica trestment of
morphologica congtituents and can be implemented as a segmentation model or
an activation modd. However, the full listing hypothesis defends a non
prdexicd processng of the morphologicd dructure and a complete
representation of al morphologically complex words. Moreover, the lexicd leve
may or may not be morphologicaly organized. Finaly, mixed modds such as the
AAM or the Padld Dud-Route Modd include preexicd morphologica
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computation and lexical representation of the complex words, depending on
factors such as frequency, regularity, trangparency, dominance, €etc.

The profuson of morphological models mirrors the need to respond to
some fundamenta and chalenging questions: |s the morphologica structure of the
word relevant for the lexical processor? Wheat is the leve of the morphologica
computation? |Is morphologica processing a condition for the lexica access or,
on the contrary, does it reflect a more centrd, lexical organization? Is it a rule-
based system or an associétive property?

The am o this paper isto review some of the available data regarding the
role that morphology can play in lexica access and representation, discussng
different studies that use a wide range of experimentd paradigms. Daa are
presented from non-word processing, contrast between regular and irregular
verbs, priming studies and the manipulation of the superficia frequency versus the
cumulative frequency. Some other papers that address this topic are the excedllent
reviews by Chidant, and Caramazza (1995), Clashen (1999) McQueen and
Cutler (1998) and Sandra (1994).

Mor phologically structured pseudowords

The research that has used pseudowords as stimuli supports the full parsing
models of lexica processing. Suppose that a person has to recognize a simulus
that s a pseudoword composed of real morphemes, such as dejuvenate. If the
prelexica unit of lexical processng is the morpheme, the reaction time to reect
this stimulus as aword in alexica decison task will be increased with respect to
a pseudoword non-morphologicaly sructured, such as depertoire (Taft and
Forgter, 1975). The problem with these results is that the smilarity of dejuvenate
to red words could be higher than the smilarity of depertoire. Taft and Forster
(1975) and Henderson, Wadlis & Knight (1984), who replicated their results, do
not control the N of Coltheart® for the different types of stimuli, athough it has
been proved that subject performance is affected by neighborhood size (N)
(Careras, Perea & Grainger, 1997). However, there are other studies that
control the smilarity to rea words across the N parameter, obtaining the same
results. Pseudowords such as cant-evi (in Italian), composed of ared ssem and a
red suffix, produce lower decison times than cant-ovi, composed of ared sem
and an invented suffix (Caramazza, Laudanna & Romani, 1988). Cantevi, as
cantovi, activates the same number of lexical representations. Therefore, these
results support the morpheme as a different level of activation than letters. When
the naming task is used, these results are reversed with respect to lexical decison

! The N isthe number of different words that can be obtained by changing aletter from a
givenword. It isan index that expresses formal similarity between words without taking into
account their morphol ogic structure.
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experiments. The morphologica dructure facilitates the pronunciation of cantevi
type pseudowords. The pronunciation of morphologicaly —structured
pseudowords involves the combination of pre-assembled morphemic
representations, whereas pronunciation of control pseudowords does not benefit
from the availability of pre-assembled phonological representations.

These results support amodd of full parsng (Taft and Forster, 1975), but
because it requires a morphologica segmentation, the model predicts that the
recognition of complex words will be more time consuming than the recognition of
monomorphemic words. A prefixed word such as re-cover will require more
time to be recognized than a monomorphemic word such as humane. Also
pseudoprefixed words such as regatta (this word begins with the same letters
(re), but they do not conform a prefix) will be recognized more dowly than re-
cover because in a full parsng modd RE will be detected as a candidate affix.
The following search for a sem such as gatta will produce a garden path and a
new search for the monomorphemic word regatta . However no reaction time
differences were found between polymorphemic and monomorphemic words
(Mandis & Tharp, 1977). Henderson, Wallis and Knight (1984), on the other
hand, found that prefixed words (i.e. recover) were responded to faster than
pseudoprefixed words (i.e. regatta) and control monomorphemic words (i.e.
humane), but these two latter types did not differ from each other.

The lack of differences in the recognition time for monomorphemic and
polymorphemic words and between psuedoprefixed and control words does not
support a model of prelexical mandatory segmentation. Perhaps the effect over
morphologicaly structured pseudowords explained earlier was due to the non
lexicd gtatus of these simuli. Its compaosition from familiar roots and affixes could
require a separation of the morphemes to carry out the task. To reproduce the
morphological segmentation on the words, the selection of low frequency and
regular items composed of roots and affixes of high frequency would be
necessary. However, a direct procedure with no morphological segmentation
would be more plausible.

Morphologically irregular words

Morphologica regularity or trangparency demands that complex forms
obtained by adding affixes to a root preserve their orthographic form. The word
com-ia (I ate) is, in Spanish, a regular verb form because the graphemes and
phonemes of the root com- in the infinitive form are totaly preserved in this past
verb form. However, the past form era (I was) isirregular because its graphemes
are very different from its corresponding infinitive form ser (to be). Therefore, to
recognize era, it is not a good srategy to use the orthographic smilarity as a cue
to entry into the appropriate morphologica family. The best option for irregular
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words would be to store dl the forms separately in the lexicon. Conversdly,
regular words could be recognized after a process of affixation by rules. This
process could be the only one possible for recognizing regular forms of very low
frequency of use and morphologicaly complex forms such as previsualizaban
(previewed).

An important morphologica debate is centered around the differencesin
processing of regular and irregular verb forms. Using the priming paradigm, the
results indicate that walked, a regular past-tense form, facilitates the processing
of the gem form walk. However, an important reduction of the priming, and
eventudly non priming, is found when the prime is an irregular past tense, such as
drove, and the target its corresponding stem drive (Napps, 1989; Stanners,
Neser, Hernon & Hall, 1979; for intermoda priming see Marden Wilson, Hare
& Older, 1995; see, however, Orsolini & Marden-Wilson, 1997 for dterndtive
resultsin Itaian).

The debate is focused on the need for a dua system of processng and
representation of the morphologicad information. The regular forms such as
walked can be accessed via the stem walk and the gpplication of arule that in
English involves adding the suffix —d. On the contrary, this procedure cannot be
used for irregular forms such as drove, and, therefore, it is necessary for them to
be represented lexicaly.

These differences do not present a problem for a dua modd such as the
AAM, but how do the full listing modds explain these results? It is consdered
that the exposition of a connectionist system to the phonologica form of the verb
stems and their association with the corresponding past tense formsis enough for
the learning mode to produce this verbd form irrespective of the regularity of the
gimuli. Also, it is expected that during the learning process the connectionist
network generdizes to new irregular forms, producing any past tense form
correctly. A specific purpose for implementing past tense recognition in a
connectioni mode is provided by the Rumehart and McCldland network
(1986), and later develops (MacWhinney & Leinbach, 1991, Plunckett &
Marchman, 1993).

However, a drawback of these models is that they do not correctly mimic
the learning process of irregular forms in children. The U-shaped learning curveis
typica (Berko, 1958; Clashen & Rothweiler, 1993): firdt, children produce a
reduced number of irregular forms correctly. Then, they produce a variable
amount of over-regularization and findly, when ther lexicon has incressed
aufficiently, they produce both type of verbs correctly: regular and irregular. It
gppears difficult to explain this particular pattern of learning from a connectionist
sysem, which often exhibits sudden changes of tendency, produces
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irregularization errors (i.e. regular form produces irregular forms) and does not
generdize adequately to new irregular forms.

Morphological irregularity and neurological measures

The previous consderations support a double route procedure to explain
the results of the research (AAM modd, Caramazza et d., 1988; Clashen,
1999). Some other converging evidence comes from some very recent sudieson
neuroscience. The positron emission tomographic has alowed the observation of
both the areas and the amount of cortica activation produced by past tense
regular verbs and past tense irregulars. Regular verbs activate left tempord
inferior areas, whereas irregular verbs activate frontal superior areas (Jaeger,
Lockwood, Kemmerer, Van Vdin, Murphy & Khaak, 1996). Some other
sudies have aso found different aress for these verbd forms using the Event-
Related Brain Potentid (ERPSs) measures. Moreover, these areas are not smilar
in al the research (Penke, Weyerts, Gross, Zander, Minte & Clashen, 1997);
Weyerts, Penke, Dohrn, Clashen & Miunte, 1997). Furthermore, a reduction in
the amplitude of the N400 wave has been found for regular primed verbs, but no
such effect has been noted for irregular verbs.

Findly, some gphasic patients have dlowed a double dissociation for the
two type of verbs. One subgroup of patients showed morphologica priming for
regular forms, but not for irregular forms. The other subgroup showed the
opposite pattern of results (Marden-Wilson & Tyler, 1997, 1998). Moreover, in
this study, DE was a patient who manifested agrammaticd talk and the non
production of regular verbs, whereas the semantic dementia patient ES showed
no problems with regular forms, but a poor performance regarding the production
of irregular forms. Both patients showed different locdization of their respective
damaged areasin their MRI (Marden-Wilson and Tyler, 1998).

These discoveries have supported the lexica access across both types of
verbs via full-form representations or morphologica parsing. Also, and more
importantly, these two routes are quditaively diginct and neurologicaly
disassociable.

In summary, the differences in the amount of priming for regular and
irregular verbs, the limitations of the connectionist models to adequately generdize
their learning, and the dissociaion of the neurd circuitry for regular and irregular
forms suggest the need for two different processing systems.

M orphological Priming
The priming paradigm alows the manipulation of sublexica structures such

as letters, syllables or morphemes to ascertain the differences in processing that
influence each of them. We have carried out some priming experiments with
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Spanish nouns and adjectives with a conductua measure (lexical decison time)
(Dominguez, Cuetos & Segui, 1999a) and ERP (Event Related Potentid)
registers (Barber, Dominguez & De Vega, 1999). The am of the study was to
test differences between pairs of words such as loc-a/loc-o0 (crazy woman /
crazy men) that share their root and change only the gender suffix, and pairs of
words such as foc-a/foc-o (seal/lightbulb) that share the orthographic
description of the stem, but, in fact, remain morphologicaly and semanticaly
unrelated. Pairs such as loca/loco could be considered regular items with respect
to the gender suffixes -a/-0. On the other hand, for pairs such as foca/foco, the
auffix -a/-0 does not mark the masculine or the feminine forms, but rather
distinguishes lexica items without any semantic reationship. In this respect, the
foca/foco pairs could be consdered irregular items. Laudanna, Badecker and
Caramazza (1989) name them stem homographs. By definition, sem
homographs need to be liged in the lexicon as full-forms, whereas the storage of
the two gender forms of morphologicaly regular roots such as loca/loco is not
necessary.

Our objective was to tes the priming effects for morphologicdly and
orthogrephicdly related pars (sem homogrephs) rdative to an unrelated
condition across two SOAS. a 64 ms SOA with masked prime presentation and a
250 ms. SOA with unmasked presentation. The results showed that at 64 ms.
SOA the fadilitation was sgnificantly higher for morphologica pairs than for sem
homographs (which produce sgnificant facilitation on the unrelated pairs), and a
the 250 ms. SOA the fadilitation from morphologicd pairs remained sgnificant,
whereas the sem homograph pairs produced a non significant tendency toward
inhibition (seefigure 1).

Garcia-Albea, Sanchez-Casas and Igoa (1998), with a very smilar
manipulation, found a ggnificant facllitation a 64 ms masked priming for
morphologica pairs, but a non-sgnificant facilitation for orthogrgphically related
pairs, athough they did not directly compare both.

Also, we have tested priming differences with Smilar categories and simuli
recording the ERPs. The usud negativity effect at around 400 ms was found for
targets of unrelated pars. The waveforms for orthographic (foca-foco) and
morphologicaly (oca-loco) reaed conditions showed a sgnificant reduction of
this negativity, but started to differ at 350 ms. Orthographicaly rlated pairs
showed a broad negativity, with a pesk latency a 550-650 ms. ERP of
morphologicaly related pairs did not show that negativity (Barber, Dominguez &
De Vega, 1999).
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As in the case of the past-tense research, our results could be used in
support of the dua route models, because irregular pairs, or stem homographs,
which need to be listed in the lexicon, produced a different priming pattern than
morphologicaly related pars. But the question is whether a non-dud
connectionis model is capable of explaining these differences between the
processing of regular and irregular words based only on the computation of
semantic and orthographic fegtures.
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Figure 1. Fadilitation for morphologicdly related pairs (oco-loca) and stem
homograph pairs (foco-foca) a 64 and 250 ms SOAs in alexica decison task.
A higher and more sustained facilitation is observed for morphologica pairs than
for sem homographs, which at the longer SOA tended to inhibition.

The response has to be affirmative for the past tense sudies. The
orthographic overlap between walk and walked is gresater than that between
drive and drove Perhaps the reduction of the priming for irregularly inflected
words was due to this overlapping difference. Moreover, the orthographic
overlgoping of our stimuli was smilar in the morphologica category (loco/ loca)
to that in the sem homograph category (foco/foca). The prime and the target
shared the same number of letters in the two experimental conditions, but the
semantic information that incorporates the specific orthographic description of the
prime was only useful for the access to the target meaning in the morphologica
pars, and promoted a “garden path’ in the stem homograph target. Loco
provides a secure piece of information to reach the meaning of loca, but foco isa
non-reliable cue to arrive a the meaning of foca..
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Some other studies have dedicated ther efforts to solving this dternative
explanation. Laudana, Badecker and Caramazza (1989) reported dower lexica
decigon times for a par of sem homographs such as portare/porte (to
carry/door) than for pairs of words with smilar orthographic overlapping, but
different ssem descriptions such as coll-o (neck)/colp-o (blow). Similar results
were obtained in Spanish by Allen and Badecker (1999). The inhibition obtained
for mor-ia/mor-os (the prime is the first and third person singular imperfect form
of the verb mor-ir “to di€”’; the target means arabic) was higher than the
inhibition for moral/mor-os (morality/ arabic). This result points, firg, to an
orthographic activation of the ssem mor-, and, second, to a competition between
the two morphemes and meanings (death and race) that activates the
orthographic description of the root mor-. The homographic stem inhibition is not
explicable in terms of Ietter overlap, but only in terms of morphologica parsing.

The nature, orthographic, morphologica or semantic, of the underlying
process that explains these inhibitory results is not so clear. The study of
Laudanna et d. (1989) in Italian and of Allen and Bakecker (1999) in Spanish
have assumed the AAM modd (Caramazza, Micdi, Siveri & Laudana, 1985;
Caramazza, Laudana & Romani, 1988) was the best frame to explain ther
results. In this model, the entries are stored in an Input Orthographic Lexicon asa
structured sequence whose first eement is the orthographic form of the sem and
al the grammétical fegtures associated with this form. The entries for moria and
moros have the same orthographic form; they are sem homographs. As a
consequence, the competition or inhibition a the moment of lexicd sdection is
produced.

However, the study of Allen and Badecker (1999) attempts to find out
whether the nature of the lexical representations is orthographic or, on the
contrary, it is necessary to assume another abstract level (not formd) of
representation of morphologica order (M-level). This levd dlows the
discrimination between homographic sems and, equally important, permits the
use of the same entry to different orthographic representations of the same stem,
such asirregular forms in the case of the English irregular past tense. To test this
hypothesis the aforementioned authors presented a prime such as huele (third
person singular present form of the verb ol-er [to smell]) and a tem alomorph
target such as ol-as(waves). An dlomorph is a flexion whose phonologica and
orthographic aspect has changed from the base form (ol-er [to smell]). Huele is
an dlomorphic form of the stem of the noun ol-as. If the inhibition obtained for
the ssem homographs mor-ia/mor-os was abstract and located at the M levd, it
is hoped that huele inhibits ol-as, but duele (third person singular present form of
the verb doler [to hurt]) does not. Huele and duel e have the same orthographic
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gmilarity with olas; however, only huele has some cgpacity of inhibition on this
target because of its morphologica reationship. It is supposed that if the
orthographic lexical forms amilar to huele were firg activated (i.e., neighbors) at
the orthographic input lexicon (i.e, huelen, huelo, huero, hueco, huevo), and
then a the M level (the so-cdled morpho-syntactic-semantic leve of Allen and
Badecker, 1999), the forms that share the stem (stem homographs aso) will be
activated, irrespective of their superficid aspect (i.e.,, huel-en, ol-er, ol-ian, huel-
o, olor, ol-as, etc.). This explanation provides aframework to explain the effects.
Theinhibition of mor-ia on the target mor-os would be located at the abstract M
level and not a the orthographic leve as expected by the AAM modd. However,
the orthographic inhibition of moral on the target mor-os would be Stuated at the
orthographic level (in this case the dems have a different orthographic
representation, athough the orthographic overlapping is smilar). In the same vein,
huelen will activate the abstract representation of the verb ol-er a the M leve
and will inhibit the representation of ol-as, which will be retarded with respect to
acontrol sSituation where it appears as atarget.

Some other studies provide experimenta evidence favoring the differences
between the processes that involve orthographic or morphologica trestment.
Drews and Zwitserlood (1995), using masked and unmasked primes in lexica
decison and naming tasks in Dutch and German, obtained facilitation for the
morphologically related pairs kersen-KERS [cherries-cherry] ), whereas the
orthogragphicaly relaed pars (kerst-KERS [christmas-cherry]) yieded
inhibition on lexicad decison time and facilitation on naming time. These results are
in agreement with those of Segui and Grainger (1990), who obtained inhibition
from an orthographicaly related masked prime.

Also, when the orthographic overlapping between prime and target is
avoided by the use of two dphabets, as is possble in Serbo-Croatian, asmilar
facilitation is obtained for morphologica and identity priming as for pairs written
with the same a phabet. (Feldman & Moskovljevic, 1987).

In summary, the data coming from the use of the priming paradigm
supports a procedure of the lexica access based on the morphological structures
of the words. Furthermore, the effects are not an emergent property of asystem
with only adirect route of processing that computes only orthographic features of
the words.

Superficial and cumulative frequency

One of the mogt consgtent effects in visud word recognition is the lexica
frequency: words that appear frequently in the texts are recognized faster than
low frequency words. This effect, reported by Howes and Solomon (1951), has
been repeatedly replicated using different paradigms and experimental tasks.
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However, this is not a unitary effect. In fact, this effect has been sysematicaly
confused with the neighborhood frequency effect (Segui & Grainger, 1990): a
low-frequency word will generdly tend to have neighbors of higher frequency
than itsalf, whereas a high frequency word will tend to have lower frequency
neighbors (Landauer & Streeter, 1973).

Also, the contrast between stem frequency (cumulétive frequency) and
superficid frequency (see figure 2) could be a new source of confusion: a low
frequency word will have morphologicd relatives of higher frequency, whereas a
high frequency word will have morphologica relatives of lower frequency.
Therefore, the access to a particular lexica form could be determined not only by
its own frequency, but dso by the frequency of the morphemes that make up the
input.

The contrast between these two frequency indexes has been used to
determine whether the lexicd access is achieved by employing a morphologica
code, the stem, or, in contrast, via whole-word representation. For full parsing
models, because the lexicd access is achieved across the stem, it is to be
expected that the access be more sengtive to the cumulative frequency. Unlike
for the full liging hypothess, because the lexica access is accomplished by
contacting the input with a whole-word representation, a greater influence of the
superficid frequency on the reaction timesiis predicted. The comparison between
words such as shoe and fork may be of interest. Both words have smilar
superficid frequency but different cumulative frequency. The Sngular form of shoe
is less frequent than the plurd form shoes. On the other hand, the sngular form of
fork is more frequent tha the plura form forks. Taft (1979) demongtrated that
lexicd decison times are shorter for shoe than for fork. However, Taft so
reported significant differences when the opposite manipulation was carried out:
At the same cumulative frequency, the simulus with a higher superficid frequency
is recognized sooner (Taft, 1979; Burani, Sdmaso & Carammazza, 1984 in
Itdian). Both results seem contradictory, unless one supposes the subject's
performance was the consequence of two points of influence of the frequency,
prelexicd for cumulative frequency and lexica for superficid frequency; or adud
system model was operating (Caramazza, Laudanna & Romani, 1988; Schreuder
& Baayen, 1995; Taft, 1994).
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Figure 2. Lexica representations for two different sems with a high (top) and a
low (down) cumulative frequency (from Alameda & Cuetos dictionary). The
superficid frequency for perra (female dog) (19) and oso (male bear) (23) is
smilar but the recognition of these words depends, according to some theoretical
accounts, on the frequency of the stem, 211 for perra and 35 for oso.

Some other very recent results contrast both types of frequencies and
thereby increase the problems of interpretation of the exigting data. Sereno and
Jongman (1997) compared English noun simuli with different inflectiond
sructures (inflected plurd nouns or uninflected singular nouns). Nouns were
presented in homogeneous lists of sngular or plurd forms in a series of lexicd
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decison experiments. The results indicated that the frequency of the presented
form (sngular or plurd) was the essentid determinant of RTs. When nouns were
presented in the dngular form, high-base/low-plurd frequency items were
responded to faster than low-base’high-plurd items. In contrast, when the same
nouns were presented in the plurd form, high-base/low-plurd items were
responded to more dowly than low-base’high-plura items. Sereno and Jongman
have aso sudied the eventua contribution of the root frequency by comparing
two sets of nouns equated in terms of frequency of uninflected words but
contraging in terms of cumulative frequency. The main result was that total or
cumulative frequency contributes little to response time in uninflected or inflected
nouns. This result confirms the subgtantia contribution of surface frequency in the
determination of lexical decison response times.

On the other hand, Bayeen et d. (1997) support the clam that response
latencies to singular words in Dutch are determined by the frequency of the slem
wheress the latencies to plurd words are only determined by their superficid
frequency. The suffix —en, in Dutch has two different roles: as aplura suffix or as
averbd suffix. It is possble that this subcategorization ambiguity leads to a full
lising of plura forms in the lexicon. Perhaps the use of another more common
auffix in Dutch would poduce results in favor of the sem frequency. In this
respect, Clahsen et a. (1999) contrasted the effects produced by the superficia
frequency on two groups of plurd German words. One of them forms the plura
usng a very common and regular suffix, -s, whereas the other admits only an
infrequent suffix, -er. Regular —s plurds produced smilar decison times,
irrepective of whether they were low or high frequency words. Irregular (or
infrequent) —er plurads, however, produced sgnificant differences between high
and low frequency words.

In summary, Sereno and Jongman (1997) defend separate representations
for dl of the gender and number flexion of English words. However, Baayen et d.
(1997) support only the representation of high frequency pluras in German. And
findly, Clahsen (1999) demondrates that the digtribution properties of affixes is
one of the parameters that influences morphologica processng in the
experiments. the less frequent a suffix is in a complex word, the higher the
probability of this word's representation in the lexicon.

Some other data increase the interpretation problems for the frequency
vaiable. Keliher & Henderson (1990) found, unlike in Clashen’s (1999) data, an
influence of the cumulative frequency (with superficid frequency equated) on the
resction times of irregular past tense forms bought produced faster reaction
times than shook because the infinitive form buy is more frequent than shake.
Because irregular past tense forms need, by definition, to be represented as
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independent forms in memory, this effect has to be the consequence of alexicon
morphologicaly organized and cannot be interpreted as the result of a common
entry for reated forms. Even the priming effect with alomorphs in Spanish (Allen
& Badecker, 1999), explained by the authors as a product of acommon abstract
morphologica code, admits an interpretation in terms of a central organization.

Gender frequency in Spanish

Gender has not recaived the same amount of experimenta attention as
number. This is a particular consequence of the problem that the mgority of
psycholinguistic research relies on English, alanguage that some authors consider
atypicd (Cutler, 1997). English does not have gender suffixes and represents
sexud differences with separate lexicd entries. Spanish, on the contrary, merges
measculine and feminine gender suffixes with a bound stem. Gender (and number)
is expressed in Spanish at three levels of representation: morphological, syntactic
and semantic. Morphologicd gender vaue depends on the phonologica end of a
sem and isreflected by a suffix. In generd, the suffix “-a’ givesthe feminine vaue
to aword and the suffix “-0" givesits masculine vaue (vg. loc-a [crazy woman)]
and loc-o [crazy man)).

The am of our sudy was to manipulate the superficiad and the root
morpheme frequency of feminine and masculine words to find out some clues
about the morphological processing of these words. It is anticipated that the
gender suffixes used in our simuli (i.e. &0) are very regular in Spanish, and,
therefore, we expected a greeter influence of the cumulative frequency on lexica
decison times. A feminine or a masculine regular word could be decoded by the
goplication of a smple rule of segmentation and addition of suffixes. Thisis in
fact, the expected route of processing for these type of words by both the dua
and full parsng models.

Our initid approach to the gender processng (Dominguez, Cuetos &
Segui, 1998) was to take a set of words in their four possible gender (and
number) forms and carry out alexica decison task (e.g. masculine sngular: loco;
feminine angular: loca; masculine plurd: locos and feminine plurd: locas). The
next step was to corrdae the frequency for each individuad form with ther
reection times. The aim was to discover the best predictor for the reaction times
of a particular form: its own frequency or, on the contrary, the frequency of the
other gender or number form. In particular, in Spanish, the masculine is the non
marked form. For example theform “ el perro” (male dog) , the masculine form,
is used to refer to perros (male dogs) and perras (female dogs) in a generic
context “ el perro es el megjor amigo del hombre” “the dog is man’s best
friend” . Perhaps the frequency of the masculine version of the words better
predicts the reaction times of the feminine words than their own frequency. The
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results showed a better correlation of reaction timesin alexical decison task for
measculine and feminine forms with their respective logarithmic frequency than with
the frequency of the other gender form (see table 1, dl indexes of corrdation are
datidicdly sgnificant).

Table 1 Correation between reaction times and frequency of masculine and
feminine forms in alexicd decison task. Each gender correlates better with their
own frequency than with the frequency of the opposed gender.

REACTION TIMES

SINGULAR PLURAL
FREQUENCY MASCULINE FEMININE MASCULINE FEMININE
MASCULINE 72 52 .60 40
FEMININE 42 .58 .33 49

The firgt concluson drawn is that the superficid frequency is the strongest
predictor of gender. However, this is a tentative conclusion because of the
correlationd method used. A new experiment tried to test this prediction with a
more suitable methodology (Dominguez, Cuetos and Segui, 1999b). Our
intention was to compare the lexica decision times for pairs of words that share
the same root, but differ in the frequency of the masculine form and feminine form.
The pair viuda/viudo is feminine dominant because viuda is more frequent than
viudo. On the other hand, the pair ciego/ciega is masculine dominant because
ciego is more frequent than ciega. Again the subjects performed a lexica
decison task on these words. The results showed faster reaction times for viuda
than for viudo and for ciego than for ciega (see figure 3), dthough the
differences were more substantia for masculine dominant stimuli.

The superficid frequency was the best predictor of RTS, irrespective of the
gender of the word. It seems that the two gender forms of a stem are Sored
separately in the lexicon. However, a new test could be carried out manipulating
the cumulative frequency in pairs of words equated in their superficia frequency.
We want to know whether the reaction time for calvo (bald man), will be smilar
to the reaction time for guapo (handsome). Both words have a smilar superficia
frequency, but a different cumulative frequency, because the frequency of calva
(bald woman) is lower than its masculine form, whereas the frequency of guapa
(pretty) is higher than the frequency of guapo (see figure 4). The results of this
manipulaion showed identical decision times for calvo and guapo .

It has been demonstrated by these two reversed procedures that the only
predictor of reaction times for masculine words is thelr own reaction time, as
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suggested by the corrdationa study. But what is the case for feminine words?
The same manipulation was carried out recently in our laboratory. The results are
as yet priminary and non-conclusive, but it ssemsthat lexicd decison times for
feminine forms are ggnificantly different for high and low cumulative frequency
forms, in contrast with the results obtained for masculine words. Remember that
the differences in reaction times for masculine and feminine forms of the same
sem when the feminine is the dominant form was less than in the case where the
measculine was the dominant form.

The variability of the results could be due to the influence of another factor
that has not been take into account: the cumulative frequency could be affected
differentidly by high and low frequency words. The dual modes predict a direct
access for high frequency words because firm lexica representations have to be
made, whereas low frequency words will be accessed through their stem.
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Figure 3 Lexicd decison Times for masculine and feminine forms of the same
gem in two caegories masculine dominant and feminine dominant. The
differences in each category reved the superficia frequency as the best predictor
for reaction times.
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Figure 4. Lexicd Decison Times for masculine words of high cumuletive
frequency (guapo [ handsome] ) and low cumulative frequency (calvo [bald
man) ). The superficid frequency for both words was equated. No effect of the
cumulative frequency was observed.
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Number frequency in Spanish

Morphological number is expressed, in Spanish, by default €0) in the
sngular value and by the suffix “-s” (or -es when the word ends in a consonant) in
the plurd vaue (i.e. loc-a [ crazy woman] and loc-a-s [ crazy women] or arbol
[tree] and arbol-es). This is an inflectiond category in English, German or
Dutch, and very recent studies have been carried out in these languages which
dlow an interesting comparison to be made.

A difference with respect to gender is the lexicd status of the base form to
which the suffix of number is added. Inflected masculine and feminine words are
obtained by adding —o or —a to a root morpheme thet is a bound stem, not a
word. Number, on the contrary, is composed of a base morpheme that is aword
with, generaly, a suffix of gender incorporated (i.eloc-a-s [crazy women]).
Loc-, a base morpheme that admits gender suffixesis not aword in Spanish, but
loca- or loco-, the base morphemes that are made plurd by adding the —s auffix,
are two lexica entriesin the dictionary. Perhgps this important point will produce
some differencesin the processing of plura words.

As in the case of the gender experiments, a Smilar correlationa study was
completed. The correlated factors were the reaction times in a lexica decison
task on singular and plural words (the same base morphemes which were used
for gender) and the logarithmic superficid frequency of each form. Table 2 shows
the significant correlaion. The remarkable result was that RTs for sngular forms
corrlated better with the singular frequency, whereas the RTs for plura forms
corrdlated a little better with the frequency of the sngular forms than with ther

own frequency.

Table 2. Correlation between reaction times and frequency of singular and plura
forms in a lexicd decidon task. Singular forms corrdate better with sngular
frequency, but plural forms correlate better with the frequency of the singular
forms.

REACTION TIMES

MASCULINE FEMININE
FREQUENCY SINGULAR PLURAL SINGULAR PLURAL
SINGULAR .12 .61 .68 .50
PLURAL .68 .60 49 49

Number seems to behave differently from gender. These preliminary data
indicate that the plurd forms could be acceded from the sngular forms. Thisis not
such a drange concluson because, in fact, gender and number can be
disinguished in Spanish in the way they are obtained, as has been indicated
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before. The asymmetry between the results of the experiments of gender and
number was investigated (Dominguez, Cuetos and Segui, 1999b) with a more
suitable design: manipulating the superficid frequency of two ligs of words. The
firg induded sngular dominant words with a higher frequency of the sngular form
with respect to the plurd form (cielo [sky] ). In the second lig, plura dominant,
the frequency for plurds was higher than for sngulars (brazo [arm]). The
cumulative frequency for number (Sngular plus plura form frequency of the same
sem morpheme) was equated. On a lexica decision task, sngular forms were
responded to faster than plurd forms in the list of sngular dominant stems.
However, no differences between singular and plura items were obtained when
the more frequent form of a em wasthe plurd (seefigure 5). The variation in the
superficid frequency affects the results only when the dominant form is sngular,
and not whenitisplurd.

Two new experiments were run. The firs employed pairs of sngular
words, such as dama and dedo, equated in their superficid frequency, but
differing in their cumulative frequency (the frequency of damas was lower than
the frequency of dama, whereas the frequency of dedos was higher than the
frequency of dedo) . The lexicd decison times (see figure 6) in alexicd decison
task were dgnificantly shorter for dedo (with a high cumulative frequency) than
for dama (low cumulative frequency). The second experiment included pairs of
plural words, such as botas and ratos, equated in their superficid frequency, but
differing in their cumulative frequency (the frequency of bota was lower than the
frequency of botas, whereas the frequency of rato was higher than the frequency
of ratos). Botas was recognized more dowly than ratos (see figure 7). Again the
cumulative frequency creeted differences in the reaction times: the higher the
cumulative frequency, the lower the lexica decison times.

In summary, it seems that the superficid frequency influences the reaction
times for angular words but not for plurd words. On the other hand, the
cumulative frequency (Sngular plus plurd frequency) induced important
differences in the sngular words as wdl as the plurad words. These results seem
to be inconsstert because supeficid frequency like cumulative frequency
produces sgnificant differences, but this pattern of results is not o aypicd. Taft
(1979) obtained ggnificant differences for both variables. Moreover, the
interactive models that represent morphology as connections at the lexicd leve
(Drews & Zwitserlood, 1995; Grainger et d., 1991) can Smultaneoudy assume
both types of results cumulative frequency could be the result of a summed
activation of members of a morphologica family, and superficid frequency could
determine the resting activation of a particular node. These results could dso be
predicted by a dud model such as the AAM: the segmentation route would be
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sengtive to the cumulative frequency because it computes the stlem at a prelexicd
level, whereas the superficid frequency would be the product of the recognition
of those words which are represented in their complex form at the lexicd leve.

680 -
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660 -

650 -

640 -

630

Singular

Dominant

Plural Dominant

—e—Singular
- - & - -Plural

Figure 5. Lexica Decison Times for sngular and plurd words of the same sem
in two categories: sngular dominant and plurd dominant. The differences in each
category reved the superficia frequency as the best predictor for sngulars but not

for plurds.
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Figure 6. Lexicd decison Times for sngular words of high cumulative frequency
(dedo) and low cumulative frequency (dama). The superficid frequency for both

words was equated.
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Figure 7. Lexicd decidon times for plurd words of high cumulative frequency
(ratos) and low cumulative frequency (botas). The superficid frequency for both
words was equated.

In short, our results concerning the plurd flexion differ from those of
Sereno and Jongman (1997) where a common representation for singulars and
plurds is proposed. They dso differ from the Baayen et d. (1997) results that
propose an independent representation only for pluras. According to our data,
the recognition time of a sngular word is influenced as much as by the frequency
of the root as by the frequency of the particular form. However, plurd word
recognition depends on the frequency of the root. Singular words could be
represented in the lexicon, whereas plurals would be recognized from a previous
access to the sngular form. These results are compatible with those of Taft
(1979) and Burani, SAmaso & Carammazza (1984). They dso could be
interpreted from different theoretical frameworks, because the dud and the
interactive modds, with adequate morphologica restrictions, could adequately fit
the results. In order to decide between them, it would be necessary to collect
new data, which, for the moment, are unavailable.

The results for gender processing are quite different from those obtained
for number processng. The contrast between superficid and cumulative
frequency for words with gender suffixes supports the superficid frequency asthe
best predictor of reaction times. Perhaps the differences with number processing
are caused by the lexica or nontlexica condition of the base morpheme to which
the suffixes are attached: a bound
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CONCLUSIONS

Some questions have been raised a the beginning of this article about the
processing of word morphologica structure. Our first aim was to darify whether
morphologica processing is redlly necessary or, on the contrary, it responds only
to alinguigtic analyss of the stimulus without psychologica entity. The application
of awide variety of experimental and methodological approaches demondtrates
the exisence, in a word recognition system, of a morphologica processing that
takes into account the morphemes and affixes which compose the word as
processing units, or, at least, computes the specia relations between words of the
same morphologicd family.

Two words with the same root morpheme aso share a chain of letters or
sounds and some semantic features. However, the forma overlgpping does not
explain the morphologica priming effects when this overlapping is avoided by the
use of primes and targets of different aphabets (Femand & Maoskovljevic,
1987), or stem alomorphs (Allen & Badecker, 2000; Laudana et al. 1989).
Moreover, the effects of morphologica priming usudly show a stable facilitation,
whereas orthographic priming with neighbor words (Drews & Zwitserlood, 1995;
Grainger et d. 1991) and semantic priming (Napps, 1989) are \aridble and
depend on some regtrictions (e.g., SOAS).

However, not dl morphologicaly related words show a facilitation effect.
The irregular forms of the verbs produced a morphologica priming significantly
shorter than that obtained for regular forms (Stanners, Neiser, Hernon & Hall,
1979). According to the AAM mode, this result supports a dua processing of
gimuli. Irregular words are directly reached and represented in the lexicon and,
therefore, do not receive priming because their roots do not become active when
the morphologicaly related prime is presented (see, however the results of Allen
and Badecker, 1999 with alomorphs). An interactive non-dual modd (Drews &
Zwitserlood, 1995; Grainger et d. 1991), on the contrary, represents all complex
forms in the lexicon and has serious limitations for explaining why regular forms
(andar-andaba [walk-walked]) have fecilitatory connections and irregular forms
(ser-era [be-was]) do not. At the morphologica level, there is no reason to
suppose that irregular forms, because they have a low orthographic samilarity,
produce alow facilitation.

A new source of evidence that supports the dua procedure of access for
complex words is the contrast between superficid and root or cumulative
frequency. In many cases, both variables produce sgnificant differences with the
same task and language (Taft, 1979; Burani, SAmaso & Carammazza, 1984).
The contrast between languages offers contradictory results, as in the case of
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number processing in Dutch (Bayeen et a., 1997), German (Clashen, 1999),
English (Sereno and Jongman, 1997) or Spanish (Dominguez et d., 1999b). This
inconsstency precludes the conclusions concerning the locus, prelexicd or lexicd,
of morphological processng. The results seem highly dependent on simuli
attributes such as orthographic transparency between the root and its flexion or
derivation, semantic trangparency, and dominance of the superficid frequency
relative to the cumulative frequency. It is in this context where the dud route
modes (Caramazza et d., 1988; Baayen & Schreuder, 1999; Baayen, Dijkstra
& Schreuder, 1997; Schreuder & Baayen, 1995) have proved successful,
because they specify the attributes of the stimulus that increases the probability of
being processed by a segmentation route or by adirect procedure.

Recent gtudies in neuro-imaging have supported the notion that simuli
derived by rules (regulars) use a different neurad substrate than that used by
irregular gimuli (Clahsen, 1999). This neura dissociation upholds a dud
interpretation of the system.

On the contrary, it does not seem that the mandatory segmentation models
or morphological mandatory prelexica processng (Taft, 1994) could be
maintained. Also, extremist postions of connectionis models that reect
morphologica specifications in their architectures could prove to be unsupported
(Butterworth, 1983; Manndis & Tharp, 1977; McCldland and Rumelhart, 1981,
Rueckl, Mikolinski, Raveh, Miner & Mars, 1997; Seidenberg and McCldland,
1989).

What is known for certain is that the morphologica structure is computed
at some moment in word processing, but the question continues to be whether the
morphology acts at the prelexica or only the lexicd leve. The results obtained
with the morphologicaly sructured pseudowords support the prelexica
processing of the roots. Nevertheless, the fact that this operation is one that
requires no effort, as has been demondrated with the contrast between
monomorphemic and polymorphemic words, advises against supporting such
models. In conclusion, we are in agreement about the need to uphold a mode of
word recognition that includes, a some level, operations on the morphologica
structure of the words. However, experimenta findings up to the present have not
been sufficiently resolved and ddlimited so as to permit the discernment between
dud modds with a prdexicd morphologicd computation and those of an
interactive processng that solely represent the morphology &t alexicd leve. For
the moment, the dua modes are the most effective and comprehensive because
they include al the processing possbilities. Neverthdess, it is certain that such
models emerge when the dispersion of the results increases, as occurred with the
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dua modd of Coltheart (1978) for phonologicaly mediated and direct lexica
access.

RESUMEN

Procesamiento morfoldgico en € reconocimiento de palabras; una revisién
con especial referencia a los datos en espafiol. El objetivo de este articulo es
presentar de forma organizada los resultados que apoyan el procesamiento
de las unidades morfolégicas de palabras aisladas desde distintos
paradigmas experimentales. Para ello se han revisado tres hipétesis que

proponen distintas soluciones a problema del papel de la morfologia en el

acceso a léxico: @) segmentacién obligatoria, b) listado exhaustivo y c)

hipdtesis mixta. Se bargjan los problemas y ventgjas de cada una de €ellas, y
de los modelos que representan, a la luz de los datos que provienen de las
siguientes manipulaciones experimentales: pseudopalabras estructuradas
morfol 6gicamente, palabras monomorfémicas  versus  palabras
polimorfémicas, estudios de priming morfolégico y comparacién entre
frecuenciaacumuladay frecuencia superficial.

Palabras clave: Morfologia, listado exhaustivo, segmentacion obligatoria,
modelo de doble ruta, palabras irregulares, género, priming morfoldgico,
frecuenciaacumulada
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