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Abstract

Many research activities have focused on the problem of
task scheduling in heterogeneous systems from the computa-
tional point of view. However, an ideal scheduling strategy
would also take into account the communication require-
ments of the applications and the communication band-
width available in the network. One of the major problems
to be solved in the development of this scheduling strategy
is precisely the measurement of the communication require-
ments for each application.

In this paper, we propose a clustering-based method to
characterize the communications between processes gener-
ated by message-passing applications. This technique pro-
vides a model consisting of several partitions of the pro-
cesses generated by the application. Also, we propose a
criterion to measure the quality of the obtained partitions.
This approach can be used when a given application is re-
peatedly executed with different input data. Results show
that the proposed method can provide a partition with the
highest ratio between the intracluster and the intercluster
required communication bandwidth. This partition can be
used to map groups of processes to processors in the het-
erogeneous system.

1 Introduction

In order to fully exploit the computing power of hetero-
geneous systems, a lot of research has focused on solv-
ing theNP-complete problem of efficiently scheduling di-
verse groups of tasks to the machines that form the system
[14, 10, 7, 11, 15]. Nevertheless, these proposals only focus
on computing power requirements, and they do not consider
communication cost, thus assuming that the communication
subsystem provides enough bandwidth in any case. How-
ever, as the computing power of new processors increases,
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the interconnection network in these heterogeneous systems
may become the system bottleneck. In this case, the sched-
uler should also consider the estimated communication cost
between processes. Given an heterogeneous system (that
may be formed by different groups of interconnected homo-
geneous systems) and given a certain set of different (paral-
lel or sequential) applications from different users, an ideal
scheduling strategy would map the processes to processors
taking into account both the computing and the communi-
cation requirements of the applications running on the ma-
chine. The scheduler would choose either a computation-
aware or a communication-aware task scheduling strategy
depending on the kind of requirements that leads to the sys-
tem performance bottleneck.

In order to develop a communication-aware task
scheduling strategy for parallel applications on heteroge-
nous systems, several problems must be solved. First, the
communication requirements of the applications running on
the machine must be measured or estimated. On the other
hand, the available network resources must also be char-
acterized. Additionally, some criterion is needed to mea-
sure the suitability of each allocation of network resources
to each one of the parallel applications, according to their
communication requirements. Based on this criterion, some
mapping technique based exclusively on the communica-
tions requirements should be developed. Finally, this tech-
nique must be integrated with process scheduling, in order
to be used when the communication requirements are the
ones that lead to the system performance bottleneck.

In previous papers, we proposed a model of communi-
cation cost that provides a characterization of the network
resources of any given irregular topology [1]. Also, we pro-
posed a clustering method to provide a network partition
adapted to the communication requirements of the applica-
tions running on the machine [2], a criterion to measure the
suitability of each allocation of network resources to each
of the parallel applications [2, 12], and a mapping technique
based exclusively on the communication requirements[12]
. Due to the complexity of estimating the communication



requirements of the applications, in these proposals we left
this task as future work, and some simplified assumptions
were applied. In this paper, we propose the experimental
evaluation of the communication requirements of message-
passing parallel applications. Although this approach does
not completely solve the problem (because it requires the
execution of the application to measure the communication
cost), it will be very useful when parallel applications are
repeatedly executed with different input data. Also, we pro-
pose a clustering approach to identify the clusters of pro-
cesses that require most of the communication bandwidth.
This approach can provide a partition of the processes gen-
erated by the application into clusters that show a high ratio
between the intracluster and the intercluster required band-
width. Thus, this partition can be used to obtain an efficient
mapping of processes to processors.

The rest of the paper is organized as follows: Section 2
describes the execution environment, the benchmarks used
as message-passing parallel applications, and the data struc-
tures extracted as a result from the processing of the execu-
tion traces. Section 3 shows the proposed clustering ap-
proach to be performed on these data structures in order
to characterize the communication requirements of the ap-
plications. Section 4 shows the evaluation results obtained
with the proposed method. Section 5 presents some con-
siderations about the obtained results. Finally, Section 6
presents some concluding remarks.

2 Execution Environment and Applications

In order to evaluate the communication requirements of
real message-passing parallel applications, we have exe-
cuted several parallel benchmarks in a simulated network
of workstations using the MPI message-passing standard.
Each parallel benchmark creates� processes that commu-
nicate between them by message passing, were� is an in-
put parameter set by the user. We have used the MPICH
portable implementation of the MPI Message-Passing Stan-
dard [8]. This implementation allows us to simulate sev-
eral machines of a given architecture in a single machine
[9]. Additionally, it can be set to provide execution traces
of each MPI call. We have executed the CG, EP, IS, LU,
MG and SP NAS Parallel Benchmarks 2.0 [3]. While SP
benchmark requires� to be a square number, the rest of
the benchmarks require� to be a power of 2. Each bench-
mark has been executed with a number of processes ranging
from 8 (9 in the case of SP) to 64.

The execution traces of the benchmarks show that most
of the communication between processes is performed
through MPI point-to-point communication calls. Only
some benchmark traces contain a few MPI collective com-
munication calls, that in no case reach 0.5 % of the total
MPI communication calls. Therefore, we have only consid-

ered point-to-point communications.

Starting from the execution traces, we have constructed a
table of communication between processes. This table con-
tains� �� elements, were� is the number of processes
that each benchmark has generated. Each element� �� rep-
resents the number of messages that process� has sent to
process�. As an example, Table 1 shows the table of com-
munication between processes obtained for benchmark CG
configured for eight processes. In this table it can be seen
that, for example, process 0 has sent 1266 messages to pro-
cess 1 (element��� shows the value 1266).

No. 0 1 2 3 4 5 6 7

0 416 1266 1266 0 2 0 0 0
1 1267 416 0 1266 0 2 0 0
2 1267 0 0 1266 416 0 2 0
3 0 1266 1267 0 0 416 0 2
4 3 0 416 0 0 1266 1266 0
5 0 2 0 416 1267 0 0 1266
6 0 0 2 0 1267 0 416 1266
7 0 0 0 2 0 1266 1267 416

Table 1. Table of communication between pro-
cesses for CG benchmark configured for 8
processes

Although this table does not have the same properties as
the table of distances defined in [1] (the table of distances
between processes is not symmetrical and does not always
contain a zero diagonal), a clustering method is applicable
here in order to find the groupings of processes with the
highest bandwidth requirements.

3 Characterization of the Communication
Requirements

In order to characterize the communication requirements
of the considered applications, we have applied a hierar-
chical agglomerative clustering method to the table of dis-
tances between processes, obtaining adendogram. In par-
ticular, we have applied the furthest-neighbor algorithm
[5, 6] to compute the optimal dendogram. This algorithm
uses a similarity measure. In each step the algorithm merges
two of the existing clusters into a new one, choosing the two
clusters that result in the lowest similarity measure when
the step is applied. The similarity measure usually used in
this algorithm is the intracluster distance, and therefore it is
called the furthest-neighbor algorithm. However, we have
considered a different similarity measure� . Let cluster�
be formed by� processes��	 ��	 � � � 	 ��, and let cluster

be formed by� processes��	 ��	 � � � 	 ��. Then, we have de-
fined� as
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where��� is the amount of messages exchanged between
process
 and process� in the table of communication be-
tween processes. In each step of the algorithm, the next
two clusters to be merged into one larger cluster will be�
and
 if this pair of clusters provides the maximum value
for � . The initial partition consists of� clusters of one
process each, and therefore the table of communication be-
tween processes contains the value of� for each possible
cluster of two processes. Thus, the first step of the algo-
rithm simply consist of merging the two processes with the
highest value in the table of communication between pro-
cesses. In each step a new partition is formed, decreasing
the number of clusters by one. The algorithm ends when all
the processes are grouped into a single cluster.

However, the main problem with this method is the large
amount of identical values in the table of communication
between processes. For example, consider Table 1. In this
table there are 6 pairs of nodes that exchange���� mes-
sages, resulting in 6 different possible optimal partitions
with 7 clusters. Additionally, the range of valid solutions
for the first step increases in the following steps, provid-
ing a solution tree that grows exponentially with respect to
the number of processes,� . Thus, an additional criterion
is required to select among solutions with the same� value.
For solving this problem, we have performed a random sort-
ing of the clusters with the highest value for� . Then, the
furthest-neighbor clustering algorithm [5] is computed us-
ing the table of communication between processes. In each
step of this algorithm, if there exist two or more clusters
with the same highest� value, we select the cluster in such
a way that it contains the first node in the sorted list. Table 2
shows the obtained dendogram for the table of communica-
tions between processes shown in Table 1.

Partition 0: (0) (1) (2) (3) (4) (5) (6) (7)
Partition 1: (0,2) (4) (6) (1) (5) (3) (7)
Partition 2: (0,2) (4,6) (1) (5) (3) (7)
Partition 3: (0,2) (4,6) (1,3) (5) (7)
Partition 4: (0,2) (4,6) (1,3) (5,7)
Partition 5: (0,2,1,3) (4,6) (5,7)
Partition 6: (0,2,1,3) (4,6,5,7)
Partition 7: (0,1,2,3,4,5,6,7)

Table 2. Dendogram provided by the furthest-
neighbor algorithm

The obtained dendogram hierarchically shows which are
the groupings of processes that exchange more messages

for each partition. That is, it shows the groupings of pro-
cesses with the highest communication requirements. How-
ever, the dendogram by itself does not provide any informa-
tion about which partition is the most suitable one for the
traffic generated by the application. For example, Table 2
does not show if a partition formed by four clusters of two
nodes each (partition 4) represents the traffic generated by
CG benchmark better than a partition formed by two clus-
ters of four nodes each (partition 6). Therefore, a quality
function is necessary in order to sort the partitions in the
dendogram depending on the ratio between the intracluster
and the intercluster required bandwidth. The partition that
shows the highest value for this function will be the most
suitable one for the traffic generated by the application.

3.1 Quality Function

We have defined two distinct and complementary global
quality functions based on the table of communications be-
tween processes, thesimilarity and thedissimilarity func-
tions. The first function measures the required intracluster
communication bandwidth, and the second one measures
the required intercluster communication bandwidth.

Let a partition � be formed by � clusters
��	 ��	 � � � 	 �	 , and let a cluster�� be formed by
�� processes��	 ��	 � � � 	 ��� (�� � � , where� is the
number of processes generated by the application). Under
these conditions, the cluster similarity function for� � is
defined as
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where��� is the amount of messages exchanged between
process� and process� in the table of communication be-
tween processes. If a cluster�� contains�� processes, then
�
�

is defined as the sum of all the messages exchanged
between the�� processes that form cluster��.

The similarity global function for each partition� is de-
fined as
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where� is the number of clusters in the partition� ,�
�

represents the cluster similarity function for each cluster� �

and the term
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is the total number of elements in the table of commu-
nication between processes that imply communication with
processes in the same cluster.�� is computed as the sum of
all the�
�

values divided by the total number of intracluster
elements in the table of communication between processes
in partition� , and normalized by the average amount of
messages sent by each process. Thus, a value of�� greater
than 1 means that the partition shows greater intracluster
communication bandwidth requirements than when group-
ing processes randomly, while values for�� close to 0
mean that the obtained partition shows very small intraclus-
ter communication bandwidth requirements (a high portion
of exchanged messages are destined to processes in other
clusters), compared to the average amount of messages sent
by each process.

For the dissimilarity global function we define the cluster
dissimilarity function�
�

for a cluster�� as
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That is,�
�
is defined as the sum of all elements in the

table of communication between processes that imply com-
munication of processes in cluster�� with processes in the
rest of the clusters. The dissimilarity global function for
partition� is defined as
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where� represents the number of clusters in the par-
tition � and�
�

represents the cluster dissimilarity func-
tion for each cluster��. �� is computed as the sum of all
the�
�

values divided by the number elements in the table
of communication between processes that imply interclus-
ter communication of processes in�� with processes in any
other cluster in partition� , and then normalized by the av-
erage amount of messages sent by a process. Thus, a value
of �� close to 1 means that the partition has intercluster
communication bandwidth requirements very close to the
communication bandwidth required when considering each
process as a cluster. Lower values for�� mean that the
partition shows smaller intercluster bandwidth requirements

(the clusters are better defined than when considering each
process as a cluster).
�� and�� provide a measurement of the required intra-

cluster and intercluster communication bandwidth, respec-
tively. Thus, the quotient of�� divided by�� provides
the relationship between the intracluster and intercluster re-
quired bandwidth for a given partition� . We will denote
this relationship as thegrouping coefficient ��. The group-
ing coefficient can be used to select the most suitable par-
tition from the dendogram provided by the clustering algo-
rithm: a higher grouping coefficient corresponds to better
defined groupings of processes. Effectively, a higher group-
ing coefficient means that fewer messages are exchanged
between the clusters of processes of that partition, and more
messages are destined to processes in the same cluster.

As an example, Figure 1 shows the grouping coefficients
obtained for each one of the partitions shown in Table 2.
In this figure the grouping coefficient is shown on the Y-
axis, while the number of clusters that form each partition
is shown on the X-axis.
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Figure 1. Grouping coefficients for the den-
dogram shown in Table 2

Figure 1 clearly shows that the partition formed by two
clusters is the one that provides the highest grouping co-
efficient. The grouping coefficient significantly decreases
for partitions consisting of more than two clusters, mean-
ing that when there exist more than two clusters then the
number of intercluster messages is relatively higher with re-
spect to the number of intracluster messages. The partition
formed by two clusters corresponds to Partition 6 in the den-
dogram shown in Table 2, and it is formed by two clusters
of four processes each. Therefore, Partition 6 can be consid-
ered as the most appropriate model of the traffic generated
by CG benchmark when configured for eight processes. Ad-
ditionally, Figure 1 provides a classification of the partitions
shown in Table 2 based on the grouping coefficient. Thus,



the proposed clustering algorithm and the grouping coeffi-
cient can provide a method for the characterization of the
communication requirements of the applications.

4 Evaluation Results

The machines used to simulate the execution of the NAS
Parallel Benchmarks have been PC clones ranging from a
90 MHz Pentium with 32 Mbytes of RAM to a 450 MHz
Pentium-III processor with 192 Mbytes of RAM. As stated
above, we have configured the benchmarks for a number of
processes ranging from 8 to 64.

Figure 2 shows the grouping coefficients obtained for
CG benchmark configured for 16 processes. In this case,
the clustering coefficient drastically increases from two to
four clusters, and then rapidly decreases until the partition
formed by seven clusters. There is a local maximum value
of the grouping coefficient (��) for the partition formed
by 8 clusters, and then�� slowly decreases for any par-
tition formed by a higher number of clusters.� � slightly
increases again only for a partition formed by 16 clusters of
one process each. Therefore, in this dendogram the parti-
tion that shows the highest value for�� is the one formed
by four clusters of four processes each. Table 3 shows this
partition.
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Figure 2. Grouping coefficients for Bench-
mark CG configured for 16 processes

(0, 1, 2, 3) (4, 6, 5, 7) (8, 9, 10, 11) (12, 13, 14, 15)

Table 3. Partition with the highest grouping
coefficient for CG benchmark with 16 pro-
cesses

Figure 3 shows the values of�� for the dendogram ob-
tained from execution traces of CG benchmark configured
for 32 processes. When comparing this figure with Fig-
ures 2 and 1, it can be seen that the shape of the plots are
very similar. In all of them there is a peak (maximum value
of ��) that in Figure 1 is obtained for a partition formed
by two clusters of four processes each, and in Figures 2
and 3 is obtained for a partition formed by four clusters.
In the case of Figure 2 all the clusters are formed by four
processes, and in the case of Figure 3 all the clusters are
formed by eight processes. Additionally,�� reaches a local
maximum for a partition with 16 clusters in Figure 3. In this
case all the clusters are formed by pairs of processes.
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Figure 3. Grouping coefficients for Bench-
mark CG configured for 32 processes

The values of�� for the dendograms obtained from ex-
ecution traces of EP, LU, MG and SP benchmarks produce
very similar plots. For this group of benchmarks, the val-
ues of�� start with relatively low values for the partitions
formed by a few clusters. They increase as the number of
clusters increases, resulting in a central region of the plot
with the highest values of��. Then, these values decrease,
until reaching zero for the partition formed by� clusters,
where� is the number of processes the benchmark is con-
figured for. As an example, Figures 4 and 5 show the values
of �� for the dendogram obtained from execution traces of
EP benchmark configured for 16 and 32 processes, respec-
tively. For this benchmark the shape of the plot in both
figures is also very similar, showing the same behavior of
�� for different number of processes. The value for� �

increases while the number of clusters in the partitions in-
creases, reaching a local maximum, slightly decreasing and
reaching the absolute maximum for the partition formed by
21 clusters in the case of� � �� and for the partition
formed by 11 clusters in the case of� � ��. From these
points, the value for�� decreases as the partitions contain



0

1

2

3

4

5

6

7

8

0 2 4 6 8 10 12 14 16

G
ro

up
in

g 
co

ef
fic

ie
nt

Number of clusters in partition

"ep16"

Figure 4. Grouping coefficients for Bench-
mark EP configured for 16 processes

more clusters. Since in these cases the table of communica-
tion between processes contains a zero diagonal, the value
for �� is zero when the partition is formed by� clusters
of one process each. Although they are not shown here due
to space limitations, the partitions that provide the highest
value for�� in both figures are very similar. In the case
of Figure 4, the partition that provides the maximum value
for �� is formed by five clusters of two nodes each and
six clusters of one node each. The partition that provides
a local maximum value for�� is formed by three clusters
of four processes each and two clusters of two processes
each. Similarly, the partition that provides the maximum
value for�� in Figure 5 is formed by eleven clusters of two
nodes each and ten clusters of one node each. The partition
that provides the local maximum value for�� is formed by
five clusters of four processes each and six clusters of two
processes each.

It is worth mentioning that the absolute maximum values
reached by�� are similar for EP, LU, and MG benchmarks
(around 8 when they are configured for 16 processes and
around 15 when they are configured for 32 processes). For
SP benchmark the absolute maximum value decreases to 3
when configured for 16 processes, and to 7.5 when config-
ured for 32 processes.

Figures 6 and 7 show the values of�� for the den-
dograms obtained from execution traces of IS benchmark
configured for 16 and 32 processes, respectively. For this
benchmark all the elements in the obtained table of com-
munications between processes are very similar, indicating
that this benchmark produces uniform traffic between pro-
cesses. Therefore, the shape of the plots in both figures is
almost a flat line. Only for the partition formed by� clus-
ters (where� is the number of processes the benchmark is
configured for)�� increases, showing that for this bench-
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Figure 5. Grouping coefficients for Bench-
mark EP configured for 32 processes
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Figure 6. Grouping coefficients for Bench-
mark IS configured for 16 processes

mark the best characterization is not to group any process.

5 Final Considerations

The characterization of communication requirements for
message-passing parallel applications presented in this pa-
per clearly shows that, in general, communication is not
uniformly distributed among processes. Instead, some pairs
of processes communicate much more frequently than oth-
ers. This information can be very useful when mapping pro-
cesses to processors in heterogeneous environments where
the communication bandwidth available is not the same for
each group of processors.

In particular, the proposed characterization method can
be used when a given application is repeatedly executed
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Figure 7. Grouping coefficients for Bench-
mark IS configured for 32 processes

with different input data, as in the case of weather fore-
casting applications, particle physics computing, and many
other applications. In these cases, both task execution times
and communication bandwidth requirements are similar to
the ones for previous executions of the application. There-
fore, the characterization of communication requirements
for an application run can be used to obtain better mappings
of processes to processors when the network becomes the
system bottleneck.

6 Conclusions and Future Work

In this paper we have proposed a method of character-
ization of communications between processes in message-
passing applications. In this method, a table communica-
tions between processes is extracted from each execution
trace. Then, a clustering algorithm is applied on this table,
obtaining a dendogram. Also, a quality function is proposed
to sort the partitions in the dendogram depending on the
ratio between the intracluster and the intercluster required
bandwidth for each partition.

Evaluation results show that the proposed approach is
able to find the most suitable partition to model the traffic
generated by the applications as clusters of processes. In
all of the considered applications the quality function pro-
vides a single maximum value that clearly identifies the best
partition. Additionally, this function provides a way of sort-
ing the partitions in the dendogram depending on the ratio
between the intracluster and the intercluster required band-
width.

The results also show that, in all of the considered ap-
plications, the partitions that provide the best ratio between
the intracluster and the intercluster required bandwidth are

well balanced in regard to the number of processes that form
the clusters. Therefore, if all the processes have a similar
computational load, then these results show that when the
computational load is well balanced then the communica-
tion requirements are also well balanced.

As for future work, we plan to develop scheduling strate-
gies that match the communication requirements of the ap-
plications to the communication bandwidth available in dif-
ferent parts of the network. Later, we plan to integrate these
scheduling strategies with strategies that consider the com-
puting requirements of the tasks.
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