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#### Abstract

The binary radix expansion of a real number can be used to code the outcome of any series of coin tosses, a fact that provides an intriguing link between number theory, measure theory and statistical physics. Inspired by this fact, a general result is established for the definite integral of a differentiable function of a single variable that allows any such integral to be exactly written in terms of a double series. The theorem can be directly applied to a wide variety of integrals of physical interest and to derive new series expansions of real numbers and real-valued functions. We apply the theorem to the integration of the equation of motion in one dimension of classical Hamiltonian systems, focusing in the analysis of the nonlinear pendulum.


## I. INTRODUCTION

In his classical memoir of 1909 [1], Émile Borel made the observation that the binary digits of a real number are independent, marking the beginning of modern probability theory [2]. An important theorem by Borel states that, asymptotically, almost every number has the same number of zeros and ones in its binary expansion. The binary expansion of a real number in the unit interval may be used to represent any sequence of random coin tosses. Indeed, coin tossing provides an elementary example of the way in which probabilistically natural considerations uncover interesting insights into real analysis [3]. A number with $n$ binary digits represents a sequence of $n$ independent coin tosses and the probability of obtaining that specific sequence is $1 / 2^{n}$ [2].

This connection between binary digits of numbers and coin tosses provides thus a straightforward approach to the notion of statistical independence. The latter was exploited by Mark Kac in his book [2] investigating the connection with measure theory and deriving intriguing consequences when integration is involved. He showed how certain integrals involving $n$ independent variables can be factorized in the product of $n$ independent integrals. In this way, Kac not only found the proof of Vieta's formula for $\pi$ that opens his book but also explained how the digital expansion is related to the law of large numbers and the central limit theorem. Kac's approach can be extended to obtain deep results in the theory of normal numbers [4, 5]. Another work has elucidated and emphasized the elementary character of the Kac and Goodman approaches to normal numbers [6].

The Rademacher functions are defined in terms of the digits of the binary expansion of a real number. The connection of these functions with probability theory and the intuitions behind Kac's approach may bridge a gap between deterministic physical models and their statistical description, as shown in a recent work where local Poisson and local central limit theorems are proved for a simple deterministic "Bernoulli" model [7].

The connection between probability and integration has enormous practical use, as illustrated by e.g. Monte Carlo integration techniques which serve to numerically compute any definite integral with help of random numbers. Since the binary expansion is connected to probability and measure theory, we can ask whether binary expansions may provide a systematic method to calculate integrals. In this article, we give an affirmative answer to this question. We prove a theorem that yields a rather general means to compute definite integrals through series summation. The theorem directly applies to any differentiable function $f(x)$. In contrast with the Monte Carlo method of integration, which is essentially numerical, the theorem here can be exploited both numerically and analytically (in those cases where the double series can be explicitly handled).

The outline of this article is as follows. In Section II we introduce the digital expansion [9, 10]. In Section [II], the theorem on integration and a number of corollaries are proved using this expansion. In Section IV some examples of application are discussed. Finally, in Section $V$ the integration of the equation of motion of Hamiltonian systems in one dimension is considered as a specific example in mathematical physics. We consider the libration motion of a nonlinear pendulum [16] and write the resulting elliptic integral in terms of a double series that captures, to arbitrary precision, the value of the period.

## II. THE DIGITAL EXPANSION

A real number $x \geq 0$ can be expanded in radix (base) $p \in \mathbb{N}$ as

$$
\begin{equation*}
x=a_{N} p^{N}+a_{N-1} p^{N-1}+\ldots+a_{1} p+a_{0}+a_{-1} p^{-1}+a_{2} p^{-2}+\ldots \tag{1}
\end{equation*}
$$

where the digits $a_{k} \in[0, p-1]$ are non-negative integers and $N=\left\lfloor\log _{p} x\right\rfloor$. By subtraction of

$$
\begin{equation*}
\left\lfloor\frac{x}{p^{k}}\right\rfloor=a_{N} p^{N-k}+a_{N-1} p^{N-k-1}+\ldots+a_{k+1} p+a_{k} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
p\left\lfloor\frac{x}{p^{k+1}}\right\rfloor=a_{N} p^{N-k}+a_{N-1} p^{N-k-1}+\ldots+a_{k+1} p, \tag{3}
\end{equation*}
$$

both obtained from Eq. (1), it is apparent that the digit function

$$
\begin{equation*}
\mathbf{d}_{p}(k, x):=\left\lfloor\frac{x}{p^{k}}\right\rfloor-p\left\lfloor\frac{x}{p^{k+1}}\right\rfloor \tag{4}
\end{equation*}
$$

coincides with the $k$-th digit of $x \geq 0$ when expanded in radix $p$, that is, $a_{k}=\mathbf{d}_{p}(k, x)$. All digits accompanying powers of the radix with exponent higher than $\left\lfloor\log _{p} x\right\rfloor$ are zero,

$$
\begin{equation*}
\mathbf{d}_{p}(k, x)=0 \quad k>\left\lfloor\log _{p} x\right\rfloor . \tag{5}
\end{equation*}
$$

From Eq. (4), we also note the scaling relationship for $k, s \in \mathbb{Z}$

$$
\begin{equation*}
\mathbf{d}_{p}(k-s, x)=\mathbf{d}_{p}\left(k, p^{s} x\right) . \tag{6}
\end{equation*}
$$

For any $x \in \mathbb{R}$, the convergent series in Eq. (1) can then be presented as [9, 10]

$$
\begin{equation*}
x=\operatorname{sgn}(x) \sum_{k=-\infty}^{\left\lfloor\log _{p}|x|\right\rfloor} p^{k} \mathbf{d}_{p}(k,|x|) . \tag{7}
\end{equation*}
$$

Similarly, a complex number $z$ can be expanded as 9]

$$
\begin{equation*}
z=\frac{z}{|z|}|z|=\mathrm{e}^{\mathrm{i} \theta} \sum_{k=-\infty}^{\left\lfloor\log _{p}|z|\right\rfloor} p^{k} \mathbf{d}_{p}(k,|z|) \tag{8}
\end{equation*}
$$

where $\mathrm{e}^{\mathrm{i} \theta} \equiv z /|z|$ is the phase factor.

## III. STATEMENT AND PROOF OF THE MAIN RESULT

Theorem III.1. Let $f(x), f:[a, b] \rightarrow \mathbb{R}$ be a differentiable function in the interval $[a, b]$ ( $0 \leq a \leq b$ ). Then,

$$
\begin{equation*}
\int_{a}^{b} f(x) \mathrm{d} x=\sum_{k=-\left\lfloor\log _{2} b\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=\left\lfloor 2^{k} a\right\rfloor+1}^{\left\lfloor 2^{k} b\right\rfloor}(-1)^{n+1} f\left(\frac{n}{2^{k}}\right) \tag{9}
\end{equation*}
$$

where $\lfloor\ldots\rfloor$ denotes the floor (lower closest integer) function. Furthermore, if $f(x)$ has differentiable inverse $f^{-1}(y)$ and $f(b)>f(a)$ then, regardless of whether $a \leq b$ or $b \leq a$,

$$
\begin{equation*}
\int_{a}^{b} f(x) \mathrm{d} x=b f(b)-a f(a)+\sum_{k=-\left\lfloor\log _{2} f(b)\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=\left\lfloor 2^{k} f(a)\right\rfloor+1}^{\left\lfloor 2^{k} f(b)\right\rfloor}(-1)^{n} f^{-1}\left(\frac{n}{2^{k}}\right) \tag{10}
\end{equation*}
$$

Proof. Let $f:[a, b] \rightarrow \mathbb{R}$ be a differentiable function. By integration by parts,

$$
\begin{equation*}
\int_{a}^{b} f(x) \mathrm{d} x=\int_{a}^{b} \mathrm{~d}(x f)-\int_{a}^{b} x \mathrm{~d} f(x)=b f(b)-a f(a)-\int_{a}^{b} x \mathrm{~d} f(x) \tag{11}
\end{equation*}
$$

If $f(x)$ has well defined inverse $f^{-1}(y)$, then

$$
\begin{equation*}
\int_{a}^{b} x \mathrm{~d} f(x)=\int_{a}^{b} f^{-1}(f(x)) \mathrm{d} f(x)=\int_{f(a)}^{f(b)} f^{-1}(y) \mathrm{d} y \tag{12}
\end{equation*}
$$

Eq. 10 is obtained from Eq. 12 by applying Eq. (9) to the integral $\int_{f(a)}^{f(b)} f^{-1}(y) \mathrm{d} y$.
Expansion of $x$ in the binary radix and exchange of summation and integration because the series is convergent $\forall x$, lead to

$$
\begin{equation*}
\int_{a}^{b} x \mathrm{~d} f(x)=\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \int_{a}^{b} \mathbf{d}_{2}(k, x) \mathrm{d} f(x) \tag{13}
\end{equation*}
$$

where, in writing the upper bound $\left\lfloor\log _{2} b\right\rfloor$, we have used Eq. (5) and took into account that $x \leq b \forall x \in[a, b]$ when $b \geq a$. If we use of the scaling relationship, Eq. (6), and take $y=2^{-k} x$ and $x=2^{k} y$, we get

$$
\begin{equation*}
\int_{a}^{b} x \mathrm{~d} f(x)=\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \int_{a}^{b} \mathbf{d}_{2}\left(0,2^{-k} x\right) \mathrm{d} f(x)=\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \int_{2^{-k} a}^{2^{-k} b} \mathbf{d}_{2}(0, y) \mathrm{d} f\left(2^{k} y\right) \tag{14}
\end{equation*}
$$

The function $\mathbf{d}_{2}(0, y)$ is non-zero (and equal to one) only if $1 \leq y-2 n<2$, i.e. if $2 n+1 \leq y<$ $2 n+2, n \in \mathbb{Z}[9]$. Then, since $2^{-k} a \leq 2 n+1$ and $2 n+2 \leq 2^{-k} b$, we find $\left\lceil 2^{-k} a\right\rceil \leq 2 n+1$ and $2 n+2 \leq\left\lfloor 2^{-k} b\right\rfloor[12]$. Therefore, the relevant integers $n$ are those that satisfy $N_{k,-} \leq n \leq N_{k,+}$ where

$$
\begin{align*}
& N_{k,-}=\left\lfloor 2^{-k} a\right\rfloor+1+\mathbf{d}_{2}\left(0,\left\lfloor 2^{-k} a\right\rfloor\right)=2\left(\left\lfloor 2^{-k} a\right\rfloor-\left\lfloor 2^{-k-1} a\right\rfloor\right)+1 \\
& N_{k,+}=\left\lfloor 2^{-k} b\right\rfloor-\mathbf{d}_{2}\left(0,\left\lfloor 2^{-k} b\right\rfloor\right)=2\left\lfloor 2^{-k-1} b\right\rfloor . \tag{15}
\end{align*}
$$

Note that $N_{k,-}$ is odd and $N_{k,+}$ is even. By splitting the last integral in Eq. (14) in different
contributions

$$
\begin{align*}
\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \int_{2^{-k} a}^{2^{-k} b} \mathbf{d}_{2}(0, y) \mathrm{d} f\left(2^{k} y\right) & =\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k}\left[\mathbf{d}_{2}\left(0,\left\lfloor 2^{-k} a\right\rfloor\right) \int_{2^{-k} a}^{\left\lfloor 2^{-k} a\right\rfloor+1} \mathrm{~d} f\left(2^{k} y\right)\right. \\
& +\sum_{m=0}^{\left(N_{k,+}-N_{k,-}-1\right) / 2} \int_{N_{k,-+}}^{N_{k,-}+2 m+1} \mathrm{~d} f\left(2^{k} y\right) \\
& \left.+\mathbf{d}_{2}\left(0,\left\lfloor 2^{-k} b\right\rfloor\right) \int_{\left\lfloor 2^{-k} b\right\rfloor}^{2^{k} b} \mathrm{~d} f\left(2^{k} y\right)\right] \tag{16}
\end{align*}
$$

we obtain

$$
\begin{align*}
\int_{a}^{b} x \mathrm{~d} f(x)= & \sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k}\left[\mathbf{d}_{2}\left(0,\left\lfloor 2^{-k} b\right\rfloor\right) f(b)-\mathbf{d}_{2}\left(0,\left\lfloor 2^{-k} a\right\rfloor\right) f(a)\right] \\
& +\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \sum_{n=\left\lfloor 2^{-k} a\right\rfloor+1}^{\left.\left\lfloor 2^{-k}\right\rfloor\right\rfloor}(-1)^{n} f\left(2^{k} n\right) \\
& =b f(b)-a f(a)+\sum_{k=-\left\lfloor\log _{2} b\right\rfloor}^{\infty} 2^{-k} \sum_{n=\left\lfloor 2^{k} a\right\rfloor+1}^{\left\lfloor 2^{k} b\right\rfloor}(-1)^{n} f\left(2^{-k} n\right), \tag{17}
\end{align*}
$$

where we have used that

$$
\begin{equation*}
\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \mathbf{d}_{2}\left(0,\left\lfloor 2^{-k} x\right\rfloor\right)=\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \mathbf{d}_{2}\left(0,2^{-k} x\right)=\sum_{k=-\infty}^{\left\lfloor\log _{2} b\right\rfloor} 2^{k} \mathbf{d}_{2}(k, x)=x \tag{18}
\end{equation*}
$$

Equation (9) is obtained by replacing Eq. (17) in Eq. (11). This completes the proof of the theorem.

The requirement that $a \geq 0$ for the lower integration limit can be lifted.
Corollary. For $f(x)$ differentiable and $b \geq a$,

$$
\begin{equation*}
\int_{a}^{b} f(x) \mathrm{d} x=\sum_{k=-\left\lfloor\log _{2}(b-a)\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{\left\lfloor 2^{k}(b-a)\right\rfloor}(-1)^{n+1} f\left(a+\frac{n}{2^{k}}\right) . \tag{19}
\end{equation*}
$$

Proof. The result follows by applying the theorem to the integral

$$
\begin{equation*}
\int_{a}^{b} f(x) \mathrm{d} x=\int_{0}^{b-a} f(a+x) \mathrm{d} x . \tag{20}
\end{equation*}
$$

If we truncate the sum over $k$ Eq. (19) to $P$ terms, the function

$$
\begin{equation*}
I(x, P):=\sum_{k=-\left\lfloor\log _{2}(b-a)\right\rfloor}^{-\left\lfloor\log _{2}(b-a)\right\rfloor+P} \frac{1}{2^{k}} \sum_{n=1}^{\left\lfloor 2^{k}(b-a)\right\rfloor}(-1)^{n+1} f\left(a+\frac{n}{2^{k}}\right) \tag{21}
\end{equation*}
$$

approximates the integral numerically. There are $\left\lfloor(b-a) 2^{-\left\lfloor\log _{2}(b-a)\right\rfloor+P}\right\rfloor$ dyadic rationals involved in the tiniest scale (the different scales being governed by the index $k$ ) and the sum over $n$ runs over finite subsets of these. Therefore, a rough upper bound for the error in numerically aproximating the integral by Eq. (21) is provided by the rectangle method [11] as

$$
\begin{equation*}
\left|I(x, P)-\int_{a}^{b} f(x) \mathrm{d} x\right|<\frac{M_{1}(b-a)^{2}}{2\left\lfloor(b-a) 2^{\left.-\left\lfloor\log _{2}(b-a)\right\rfloor+P\right\rfloor}\right.} \tag{22}
\end{equation*}
$$

where $M_{1}$ is the maximum value of $\left|f^{\prime}(x)\right|$ on the interval.
If $f(x)$ is twice differentiable we can expand $f(x+h)$ in terms of $f(x)$ in a series that is different to the Taylor series since higher derivatives of $f(x)$ are not needed.
Corollary. If $f(x)$ is twice differentiable in an interval of radius $h$

$$
\begin{equation*}
f(x+h)=f(x)+\sum_{k=-\left\lfloor\log _{2} h\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{\left\lfloor 2^{k} h\right\rfloor}(-1)^{n+1} f^{\prime}\left(x+\frac{n}{2^{k}}\right) . \tag{23}
\end{equation*}
$$

Proof. From Eq. (19) we have

$$
\begin{equation*}
\int_{0}^{h} f^{\prime}(x+t) \mathrm{d} t=\sum_{k=-\left\lfloor\log _{2} h\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{\left\lfloor 2^{k} h\right\rfloor}(-1)^{n+1} f^{\prime}\left(x+\frac{n}{2^{k}}\right)=f(x+h)-f(x) \tag{24}
\end{equation*}
$$

from which the result follows.
In the particular case $h=1$, Eq. (23) reduces to

$$
\begin{equation*}
f(x+1)=f(x)+\sum_{k=0}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{2^{k}}(-1)^{n+1} f^{\prime}\left(x+\frac{n}{2^{k}}\right) . \tag{25}
\end{equation*}
$$

Corollary. If $f(x)$ is twice differentiable and periodic with period $T$ then

$$
\begin{equation*}
0=\sum_{k=-\left\lfloor\log _{2} T\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{\left\lfloor 2^{k} T\right\rfloor}(-1)^{n+1} f^{\prime}\left(x+\frac{n}{2^{k}}\right) \tag{26}
\end{equation*}
$$

Corollary. Let $f(x, y)$ be Riemann integrable in $x \in[a, b], y \in[c, d], b>a, d>c, a, b, c, d \in \mathbb{R}$ and let $g(x)=\int_{c}^{d} f(x, y) d y$ exist for every $x \in[a, b]$. Then,

$$
\begin{equation*}
\int_{a}^{b} \int_{c}^{d} f(x, y) \mathrm{d} x \mathrm{~d} y=\sum_{k=-\left\lfloor\log _{2} b\right\rfloor}^{\infty} \sum_{h=-\left\lfloor\log _{2} d\right\rfloor}^{\infty} \sum_{n=\left\lfloor 2^{k} a\right\rfloor+1}^{\left\lfloor 2^{k} b\right\rfloor} \sum_{n=\left\lfloor 2^{k} c\right\rfloor+1}^{\left\lfloor 2^{k} d\right\rfloor} \frac{(-1)^{n+m}}{2^{k+h}} f\left(\frac{n}{2^{k}}, \frac{m}{2^{h}}\right) \tag{27}
\end{equation*}
$$

Proof. The result follows from applying the theorem twice. Integration and summation can be exchanged because the function $f(x, y)$ satisfies all necessary conditions for the Fubini theorem [13] to be applicable.

## IV. EXAMPLES AND APPLICATIONS IN SCALE ANALYSIS AND NUMBER THEORY

Our theorem yields an expression that is reminiscent of wavelet theory. The double series in which the integral is transformed somehow reminds of a discrete wavelet transform, where the two indices $k$ and $n$ over which the double sum runs correspond to the scale and localization indices respectively (see, e.g. [8], pp. 396-401) and the integrand is evaluated on the dyadic rationals.

Let us consider some mathematical examples of the application of the theorem. We can take $f(t)=\ln t$ in the interval $[x, 1)$, where $x \in(0,1)$. On one hand, from Eq. 10p we have

$$
\begin{equation*}
\int_{x}^{1} \ln t \mathrm{~d} t=\int_{1}^{x} \ln \frac{1}{t} \mathrm{~d} t=-x \ln x+\sum_{k=-\left\lfloor\log _{2} \ln (1 / x)\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{1}^{\left\lfloor 2^{k} \ln (1 / x)\right\rfloor}(-1)^{n} \mathrm{e}^{-n / 2^{k}} \tag{28}
\end{equation*}
$$

and, on the other hand, we have

$$
\begin{equation*}
\int_{1}^{x} \ln \frac{1}{t} \mathrm{~d} t=-x \ln x+x-1 \tag{29}
\end{equation*}
$$

Thence, any real number in the unit interval can be expanded as a sum of weighted exponentials,

$$
\begin{equation*}
x=1+\sum_{k=-\left\lfloor\log _{2} \ln (1 / x)\right\rfloor}^{\infty} \sum_{n=1}^{\left\lfloor 2^{k} \ln (1 / x)\right\rfloor} \frac{(-1)^{n}}{2^{k}} \mathrm{e}^{-n / 2^{k}} \tag{30}
\end{equation*}
$$

The importance of Eq. (30) lies in the fact that introducing any power $2^{s}(s \in \mathbb{Z})$ of $x$ simply shifts the scale; note that $x^{2^{s}}$ belongs to the unit interval if $x$ does. Indeed, replacement of $x$ by $x^{2^{s}}$ transforms Eq. (30) into

$$
\begin{align*}
x^{2^{s}} & =1+\sum_{k=-\left\lfloor\log _{2} \ln (1 / x)\right\rfloor+s}^{\infty} \sum_{n=1}^{\left\lfloor 2^{k-s} \ln (1 / x)\right\rfloor} \frac{(-1)^{n}}{2^{k}} \mathrm{e}^{-n / 2^{k}} \\
& =1+\sum_{k=-\left\lfloor\log _{2} \ln (1 / x)\right\rfloor}^{\infty} \sum_{n=1}^{\left\lfloor 2^{k} \ln (1 / x)\right\rfloor} \frac{(-1)^{n}}{2^{k+s}} \mathrm{e}^{-n / 2^{k+s}} . \tag{31}
\end{align*}
$$

Comparison of Eqs. (30) and (31) shows that, while the limits in the sums are the same in both cases, the summands are all scale shifted so that one has the transformation $2^{k} \rightarrow 2^{k+s}$. This can be compared to the effect that multiplying by $2^{s}$ has on the binary radix expansion
of $x$, (Eq. (7) with $p=2$ ),

$$
\begin{align*}
2^{s} x & =\operatorname{sgn}\left(2^{s} x\right) \sum_{k=-\infty}^{\left\lfloor\log _{2}|x|\right\rfloor+s} 2^{k} \mathbf{d}_{2}\left(k, 2^{s}|x|\right) \\
& =\operatorname{sgn}(x) \sum_{k=-\infty}^{\left\lfloor\log _{2}|x|\right\rfloor+s} 2^{k} \mathbf{d}_{2}(k-s,|x|) \\
& =\operatorname{sgn}(x) \sum_{k=-\infty}^{\left\lfloor\log _{2}|x|\right\rfloor} 2^{k+s} \mathbf{d}_{2}(k,|x|) . \tag{32}
\end{align*}
$$

Equation (31) makes apparent that exponentiation of $x$ by $2^{s}$ also shifts the scale of $x$ and, hence, is a convenient representation to describe these shifts.

Direct application of Eq. (9) of the theorem yields the following expansions for any nonnegative real number $x$

$$
\begin{align*}
& x=\int_{0}^{x} \mathrm{~d} t=\sum_{k=-\left\lfloor\log _{2} x\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{\left\lfloor 2^{k} x\right\rfloor}(-1)^{n+1}=\sum_{k=-\left\lfloor\log _{2} x\right\rfloor}^{\infty} \frac{1+(-1)^{1+\left\lfloor 2^{k} x\right\rfloor}}{2^{k+1}}  \tag{33}\\
& x^{2}=2 \int_{0}^{x} t \mathrm{~d} t=\sum_{k=-\left\lfloor\log _{2} x\right\rfloor}^{\infty} \frac{1}{2^{2 k-1}} \sum_{n=1}^{\left\lfloor 2^{k} x\right\rfloor}(-1)^{n+1} n=\sum_{k=-\left\lfloor\log _{2} x\right\rfloor}^{\infty} \frac{(-1)^{1+\left\lfloor 2^{k} x\right\rfloor}}{2^{2 k-1}}\left\lfloor\frac{1+\left\lfloor 2^{k} x\right\rfloor}{2}\right\rfloor \tag{34}
\end{align*}
$$

The theorem can also be used to derive series and numerical algorithms to calculate certain transcendental numbers, or to find alternative expressions for them, such as

$$
\begin{equation*}
\frac{\sqrt{\pi}}{2}=\int_{0}^{\infty} \mathrm{e}^{-x^{2}} \mathrm{~d} x=\sum_{k=-\infty}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{\infty}(-1)^{n+1} \mathrm{e}^{-n^{2} / 2^{2 k}}=\sum_{k=1}^{\infty} \frac{1}{2^{k}} \sum_{n=1}^{2^{k}}(-1)^{n+1} \sqrt{\ln \frac{2^{k}}{n}} . \tag{35}
\end{equation*}
$$

An application of interest in number theory concerns the logarithmic integral that appears in the prime number theorem [14]. From Eq. (9) we have, for $x>2, x \in \mathbb{R}$

$$
\begin{equation*}
\mathrm{Li}(x):=\int_{2}^{x} \frac{\mathrm{~d} t}{\ln t}=\sum_{k=-\left\lfloor\log _{2} x\right\rfloor}^{\infty} \frac{1}{2^{k}} \sum_{n=\left\lfloor 2^{k+1}\right\rfloor+1}^{\left\lfloor 2^{k} x\right\rfloor} \frac{(-1)^{n+1}}{\ln n-k \ln 2} \tag{36}
\end{equation*}
$$

Convergence of the series in Eq. (36) is warranted and the integrals can be calculated to arbitrary precision by truncating the series to a sufficiently large value of $k$. The partial sum

$$
\begin{equation*}
\operatorname{Li}(x ; P):=\sum_{k=-\left\lfloor\log _{2} x\right\rfloor}^{-\left\lfloor\log _{2} x\right\rfloor+P} \frac{1}{2^{k}} \sum_{n=\left\lfloor 2^{k+1}\right\rfloor+1}^{\left\lfloor 2^{k} x\right\rfloor} \frac{(-1)^{n+1}}{\ln n-k \ln 2} \tag{37}
\end{equation*}
$$

satisfies $\lim _{P \rightarrow \infty} \operatorname{Li}(x ; P)=\operatorname{Li}(x)$. The representations of the functions $\operatorname{Li}(x)$ and $\operatorname{Li}(x ; 10)$ are indistinguishable for the values of $x$ shown in Fig. 1.


FIG. 1: The function $\operatorname{Li}(x ; P)$ obtained from Eq. 37) for the values of $P$ indicated close to the curves. For $P=10$ the curve is visually indistinguishable to the curve $P=\infty$ that yields the exact value of the integral.

## V. APPLICATION IN MATHEMATICAL PHYSICS: FINITE MOTION OF CLASSICAL HAMILTONIAN SYSTEMS

Let us consider the classical motion of a particle with one degree of freedom and Hamiltonian

$$
\begin{equation*}
H=\frac{p^{2}}{2 m}+U(q) \tag{38}
\end{equation*}
$$

where $m$ is the mass of the particle, $p$ its momentum, $q$ its position and $U(q)$ the potential energy. Since the total energy $E$ is conserved, the momentum can be obtained as

$$
\begin{equation*}
p= \pm \sqrt{2 m[E-U(q)]} \tag{39}
\end{equation*}
$$

and, from Hamilton's equation of motion

$$
\begin{equation*}
\dot{q}=\frac{\partial H}{\partial p}= \pm \sqrt{\frac{2}{m}[E-U(q)]} \tag{40}
\end{equation*}
$$

which can be integrated as [15]

$$
\begin{equation*}
t=\int \frac{\mathrm{d} q}{\sqrt{\frac{2}{m}[E-U(q)]}}+\text { constant } \tag{41}
\end{equation*}
$$

If the particle moves inside a potential well, then its motion is periodic. The above integral, evaluated between the turning points $q_{1}$ and $q_{2}$ at which the potential energy $U(q)$ equals the total energy $E$, gives the period

$$
\begin{equation*}
T=\oint \frac{\mathrm{d} q}{\sqrt{\frac{2}{m}[E-U(q)]}}=\sqrt{2 m} \int_{q_{1}}^{q_{2}} \frac{\mathrm{~d} q}{\sqrt{E-U(q)}} \tag{42}
\end{equation*}
$$

By using the theorem presented in this manuscript (corollary 1) we have

$$
\begin{equation*}
T=\sqrt{2 m} \sum_{k=-\left\lfloor\log _{2}\left(q_{2}-q_{1}\right)\right\rfloor}^{\infty} \sum_{n=1}^{\left\lfloor 2^{k}\left(q_{2}-q_{1}\right)\right\rfloor} \frac{(-1)^{n+1}}{2^{k} \sqrt{E-U\left(q_{1}+\frac{n}{2^{k}}\right)}} \tag{43}
\end{equation*}
$$

For example, for a nonlinear pendulum with potential energy $U(\theta)=-U_{0} \cos \theta$, with $\theta$ being the angle with respect to the vertical line and $U_{0}$ the potential energy minimum [16], we have

$$
\begin{equation*}
T=\sqrt{\frac{2 m}{E}} \sum_{k=-\left\lfloor\log _{2}\left(2 \theta_{2}\right)\right\rfloor}^{\infty} \sum_{n=1}^{\left\lfloor 2^{k+1} \theta_{2}\right\rfloor} \frac{(-1)^{n+1}}{2^{k} \sqrt{1+\frac{U_{0}}{E} \cos \left(\theta_{2}-\frac{n}{2^{k}}\right)}} \tag{44}
\end{equation*}
$$

since, in a libration motion, the pendulum oscillates between the angles $q_{1}=\theta_{1}=-\theta_{2}$ and $q_{2}=\theta_{2}=\arccos \left(-E / U_{0}\right)$. By using that $\cos \theta_{2}=1-2 \sin ^{2}\left(\theta_{2} / 2\right)$, this can equivalently be written as

$$
\begin{equation*}
T=\sqrt{\frac{2 m}{E+U_{0}}} \sum_{k=-\left\lfloor\log _{2}\left(2 \theta_{2}\right)\right\rfloor}^{\infty} \sum_{n=1}^{\left\lfloor 2^{k+1} \theta_{2}\right\rfloor} \frac{(-1)^{n+1}}{2^{k} \sqrt{1-\eta^{2} \sin ^{2}\left(\frac{\theta_{2}}{2}-\frac{n}{2^{k+1}}\right)}} \tag{45}
\end{equation*}
$$

where we have defined $\eta:=\sqrt{2 U_{0} /\left(E+U_{0}\right)}$. The integral diverges for $E=U_{0}$ (i.e. $\theta_{2}=\pi$ ) in which case the pendulum experiences a transition from libration to rotation.

The motion of the pendulum is usually expressed with help of incomplete elliptic integrals of the first kind, defined by

$$
\begin{equation*}
F(\varphi \mid h)=\int_{0}^{\varphi} \frac{\mathrm{d} \theta}{\sqrt{1-h \sin ^{2} \theta}} \tag{46}
\end{equation*}
$$

The theorem indeed allows to numerically evaluate these integrals, truncating the series over $k$ to $P$ terms, as

$$
\begin{equation*}
F(\varphi \mid h, P)=\sum_{k=-\left\lfloor\log _{2} \varphi\right\rfloor}^{-\left\lfloor\log _{2} \varphi\right\rfloor+P} \sum_{n=1}^{\left\lfloor 2^{k} \varphi\right\rfloor} \frac{(-1)^{n+1}}{2^{k} \sqrt{1-h \sin ^{2}\left(\frac{n}{2^{k}}\right)}} \tag{47}
\end{equation*}
$$

For $P=10$, and the values of $\varphi=\pi / 4, \pi / 3$ and $\pi / 2$ (Fig. 22), the functions $F(\varphi \mid h, P)$ are visually indistinguishable from the exact $F(\varphi \mid h)$ because the theorem implies

$$
\begin{equation*}
\lim _{P \rightarrow \infty} F(\varphi \mid h, P)=F(\varphi \mid h) \tag{48}
\end{equation*}
$$

Besides other methods, like the perturbation expansion of Kryloff and Bogoliuboff [17], the theorem presented here provides an alternative means to evaluate the elliptic integrals that govern the periodic motion of the simple pendulum. The generality of the theorem allows arbitrary potential functions to be handled in the same manner.


FIG. 2: The partial sums $F(\varphi \mid h, P)$ given by Eq. 47 for the values of $\varphi$ indicated close to the curves and for $P=3$ (dashed curves) and $P=10$ (continuous curves).

## VI. CONCLUSIONS

In this article, we have proved a theorem that allows to write an integral in terms of a convergent double series. The theorem has a wide applicability since the only requirement for the function in the integrand is being differentiable in the interval of integration. The series can be truncated at any order to yield arbitrarily close approximations to the integral.

We have illustrated with some mathematical examples the application of the theorem and we have provided an application to finding the period of finite motions of Hamiltonian systems in one dimension. Although the resulting integral can be solved by alternative methods, e.g. Gaussian numerical integration [18], quadrature rules only yield accurate approximations if the integrand is well approximated by polynomials of sufficiently low order. Our result is more general and does not require this.
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