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One of the most important issues in the literature on 
visual-word recognition is the exploration of the effects of
orthographic neighborhood structure on performance in
reading and word identification tasks. In this context, most
researchers currently agree that, upon the visual presenta-
tion of a word (e.g., horse), similarly spelled words (the
so-called orthographic neighbors; e.g., worse, gorse, house,
or horde) become partially activated and affect the speed of
lexical access (for a review see Andrews, 1997; Grainger
& Jacobs, 1996; Pollatsek, Perea, & Binder, 1999). Colt-
heart, Davelaar, Jonasson, and Besner’s (1977) definition
of an orthographic neighbor (i.e., any word that can be cre-
ated by changing one letter of the stimulus item, preserv-
ing letter positions) has been adopted by virtually all re-
searchers in this field to date. This is why the neighborhood

of a word has been defined as the set of neighbors of that
word (or Coltheart’s N).

Previous research has found a facilitative effect of N (or
neighborhood size) on words in lexical decision and nam-
ing, although the effect seems to be restricted to low-
frequency words (see Andrews, 1997). This finding seems
to raise problems for the theoretical accounts based on the
principle of lateral inhibition at the lexical level, such as
the interactive activation (IA) model (McClelland &
Rumelhart, 1981; see Jacobs & Grainger, 1992, and Perea
& Rosa, 2000, for failures to simulate the effect of N with
this model).1 The facilitative effect of N is also damaging
for any models based on a frequency-based serial search
across the set of candidates—for example, the activation–
verification (AV) model (Paap, Newsome, McDonald, &
Schvaneveldt, 1982) and the search model (Forster, 1976).
Nonetheless, it has been argued that these facilitative ef-
fects of N in the lexical decision task are not necessarily
genuine (i.e., they are not indexing the speed of lexical ac-
cess) but, instead, may be reflections of a different, task-
specific process (see Andrews & Heathcote, 2001; Coltheart,
Rastle, Perry, Langdon, & Ziegler, 2001; Forster & Shen,
1996; Grainger & Jacobs, 1996; Paap & Johansen, 1994;
Pollatsek et al., 1999). Specifically, if we assume that the
presence of many neighbors produces increased general
excitation in the internal lexicon and that this excitation
helps to bias the response in the lexical decision task to
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a nonword is presented), the neighborhood size effect for low-frequency words (and for nonwords) was
greater under limited viewing time (Experiment 2). In addition, the word frequency effect was greater
in the go/no-go task than in the yes/no task, replicating Hino and Lupker (1998, 2000). The results were
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yes, then we would expect that yes decisions to words with
many neighbors would be facilitated but that no decisions
to nonwords with many neighbors would be inhibited, as
actually occurs (for a demonstration of these effects, see
Andrews, 1989, 1992; Carreiras, Perea, & Grainger, 1997b;
Forster & Shen, 1996; Perea & Rosa, 2000; Sears, Hino,
& Lupker, 1995). Keep in mind that the lexical decision
task is a word/nonword discrimination task and, because
of low levels of lexical activation in the early stages of
word processing, low-frequency low-N words (e.g., havoc)
may require some additional processing time to produce a
yes response, relative to high-N words of similar fre-
quency (e.g., bland).

Further evidence supporting the contamination by a 
decision-biasing effect on the facilitative effect of N in the
lexical decision task is that this effect is substantially
weaker when the nonword distractors closely resemble a
word (Andrews, 1992; Carreiras et al., 1997b; Grainger &
Jacobs, 1996) and when accuracy is stressed over speed in
the instructions (Grainger & Jacobs, 1996). Consistent with
this explanation, data from several eye movement studies
suggest that N has an inhibitory influence (if anything) in
the processing of a target word in normal (silent) reading
(Pollatsek et al., 1999); interestingly, these same words
show a facilitative effect of N in the lexical decision task.
Finally, it is worth noting that the fact that the effect of N
is typically facilitative in word naming (see Andrews,
1997) does not imply that the effect has a lexical basis. A
facilitative effect of N in the naming task can be explained
in terms of phonological or articulatory processes specific
to this task, such as the degree of consistency of the pro-
nunciation of the orthographic rime (see, e.g., Grainger,
1992; Jared, McRae, & Seidenberg, 1990; Perea & Car-
reiras, 1998; Treiman, Mullennix, Bijeljac-Babic, &
Richmond-Welty, 1995). In fact, neighborhood size ef-
fects in naming are similar for low-frequency words and
pseudowords (e.g., Peereman & Content, 1995; Perea &
Carreiras, 1996), which also suggests that nonlexical fac-
tors play a role in the effect of N in the naming task.

Grainger and Jacobs (1996; Jacobs, Rey, Ziegler, &
Grainger, 1998) proposed an extension of the IA model—
the multiple read-out model (MROM)—that incorporates
the possibility of making lexical decisions not only on the
basis of unique word identification (the M criterion, as in
the original IA model; see McClelland & Rumelhart,
1981), but also on the basis of incomplete processing of
the stimulus (i.e., on the basis of summed lexical activity:
the S criterion). The dual-route cascaded (DRC) model
(Coltheart et al., 2001) and the AV model (Paap & Johansen,
1994) can also produce “fast guesses” as a function of
global lexical activity in a lexical decision task; however,
for simplicity’s sake, we will focus on the MROM. The la-
tency of a yes response in the MROM depends on which
criterion (M or S) is reached first. Interestingly, if a given
stimulus generates lexical activity that lies above certain
critical values in the early stages of processing (i.e., if the
item is wordlike), the S criterion is consequently lowered
(Grainger & Jacobs, 1996). In this way, low-frequency high-

N words (but not low-frequency low-N words) can give rise
to fast positive responses generated by the criterion.
Nonetheless, if responses are made via unique word iden-
tification, the MROM predicts an inhibitory effect of hav-
ing at least one higher frequency neighbor; this is the
neighborhood frequency effect (Grainger & Jacobs, 1996;
Grainger, O’Regan, Jacobs, & Segui, 1989, 1992; see, also,
Carreiras et al., 1997b; Grainger & Segui, 1990; Hunts-
man & Lima, 1996; Perea & Pollatsek, 1998; Zagar &
Mathey, 2000; but see Forster & Shen, 1996, and Sears et
al., 1995, for failures to obtain the effect).2

The MROM explains the increase in facilitative effects
of N on correct reaction times (RTs) to word stimuli as the
result of increased use of the S criterion, as compared
with the M criterion. The model also captures the interac-
tion between word frequency and neighborhood size:
High-frequency words reach the M criterion more rapidly
than do low-frequency words and, therefore, leave less op-
portunity for the S criterion to intervene (Grainger & Ja-
cobs, 1996). With respect to lexical decision responses on
nonword stimuli, Grainger and Jacobs indicated that par-
ticipants set a time limit (the T criterion) that is adjusted
on each trial as a function of global lexical activation (see
Coltheart et al., 1977, for a similar proposal). When the M
or the S criterion is not reached before the T criterion, par-
ticipants make a no decision. As occurs with the S crite-
rion, if a given stimulus generates lexical activity that lies
below certain critical values in the early stages of word
processing, the T criterion is lowered. In this way, the
model captures the inhibitory effect of N with nonwords
in the latency data. As such, the MROM accounts for a
large number of findings in the visual-word recognition
literature (see Grainger & Jacobs, 1996; Jacobs et al., 1998).

In the present experiments, we reexamined the neigh-
borhood size effect, using a relatively large set of items
per condition (64 items per neighborhood condition).
These materials were held constant across a series of
within-item manipulations (i.e., each word was compared
with itself): stimulus presentation duration of the stimulus
(items were presented either briefly/masked or until the
participant’s response) and type of response (yes/no lexi-
cal decision task or go/no-go lexical decision task). As
Forster (2000) pointed out, this type of within-item design
overcomes one of the critical problems in psycholinguis-
tic research: the potential contamination from uncon-
trolled variables that may occur when items are selected in
a word recognition experiment. In addition, to reexamine
whether or not the effect of neighborhood size affects only
low-frequency words (Andrews, 1989, 1992), we also ma-
nipulated word frequency (overall, there were 32 words in
each of the neighborhood-size–word-frequency condi-
tions). It is worth noting that different languages may have
a different sensitivity to the effects of neighborhood size
(see Andrews, Content, & Peereman, 2000; Carreiras et al.,
1997b; Ziegler & Perry, 1998). For instance, it has been
suggested that orthographic neighborhood effects tend be
facilitative in English because of the dominant role of
body neighbors in this language (i.e., words that share the
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same orthographic rime; see Ziegler & Perry, 1998). How-
ever, in Spanish, the effect of N for words tends to be less
robust than the reported effect of N with English words
(e.g., Carreiras et al., 1997b).

Stimulus Presentation Duration and the
Neighborhood Size Effect

The rationale for the manipulation of stimulus presen-
tation duration in the present study is that Grainger et al.
(1992) found that the neighborhood frequency effect was
dramatically reduced when the stimulus presentation du-
ration was limited to 160 msec (followed by a pattern
mask), as compared with when the stimuli remained on
the computer screen until the participant responded (12 vs.
48 msec, respectively). How can the MROM accommo-
date these results? The only possibility is to assume that
participants relied on the S criterion more frequently in
the limited viewing time condition. (We should note that
Grainger and Jacobs did not simulate Grainger et al.’s,
1992, study in their 1996 paper, though.) Keep in mind
that the M criterion in the MROM is a fixed property of
the word recognition system (i.e., it is not strategically
modifiable). Since word recognition has been hindered in
the limited viewing time condition (because of the brief
stimulus presentation duration and the pattern mask), par-
ticipants might have relied on incomplete processing of
the stimuli (S criterion), rather than on unique word iden-
tification, to make the lexical decision responses. Use of
the S criterion would decrease the magnitude of the neigh-
borhood frequency effect. (Note that this reasoning also
implies that the neighborhood size effect would be greater
under limited viewing time.) Consistent with this expla-
nation, the mean RT for the unlimited viewing time exper-
iment was 656 msec (Experiment 1, with a 12-msec neigh-
borhood frequency effect), whereas it was only 598 msec
for the limited viewing time experiment (Experiment 2;
with a 48-msec neighborhood frequency effect).3

Given that the manipulation in Grainger et al.’s (1992)
experiments was between subjects, the issue is whether
the participants in Experiment 2 were simply faster than
those in Experiment 1 and, so, the neighborhood frequency
effect decreased (i.e., the participants were relying on in-
complete processing of the stimulus) or, alternatively,
whether it was the manipulation of stimulus presentation
duration that caused the decrease in the magnitude of the
neighborhood frequency effect. Keep in mind that the use
of brief and masked presentations does not necessarily
provoke faster RTs (e.g., Allen, McNeal, & Kvak, 1992;
Perea, Rosa, & Gómez, 2002a). To avoid any potential
strategies that participants could use when the stimulus
presentation duration was blocked across participants, the
manipulation of the stimulus presentation duration was
within subjects in the present experiments. Alternatively,
we should note that the small neighborhood frequency ef-
fect in the limited viewing time condition in Grainger et al.’s
(1992) study could also be explained if one assumes that
participants can correctly respond yes to the stimulus item
on the basis of incorrect retrieval of a more frequent (ac-

tivated) neighbor in the limited viewing time condition
(for similar reasoning, see Andrews, 1996; Coltheart et al.,
2001; Pollatsek et al., 1999). In either case, the two ac-
counts predict that the neighborhood size effect for low-
frequency words should be greater in the limited viewing
time condition than in the unlimited viewing time condi-
tion. (In fairness to Grainger et al., 1992, we should indi-
cate that the main goal of their study was not to compare
unmasked vs. masked performance but to examine whether
varying the fixation position in the stimulus word could
produce variations in the neighborhood frequency effect.)

With respect to the nonword stimuli, the inhibitory ef-
fect of neighborhood size should be greater under limited
viewing time, since the high degree of activation from
high-N nonwords may provoke a number of false positive
responses (see above). (Grainger et al., 1992, did not re-
port the nonword data, though.) In other words, when the
stimuli are presented for limited viewing time (and are
subsequently masked), the opportunity for misperceptions
increases. Consistent with this prediction, Perea et al.
(2002a) found that, when the items were presented briefly
(150 msec) and subsequently masked, participants made
more errors to nonwords created by changing a letter from
a high-frequency word than to nonwords created by
changing a letter from a low-frequency word (18.5% vs.
10.5%, respectively). Interestingly, this effect did not occur
when the items were presented until the participant’s re-
sponse (4.7% vs. 6.9%, respectively). 

In sum, items in the limited viewing time condition
were presented for 150 msec and were immediately re-
placed by a pattern mask (a row of number signs), whereas
items in the unlimited viewing time condition were pre-
sented until the participant’s response. As Grainger et al.
(1992) pointed out, a stimulus presentation duration of
around 150 msec allows only one eye fixation on the stim-
ulus item, which maximizes the chances for mispercep-
tions, relative to the unlimited viewing time condition.

The Yes/No and the Go/No-Go
Lexical Decision Tasks

An additional goal of the present study was to examine
whether or not the neighborhood size effect would be af-
fected by the type of decision involved in the lexical deci-
sion task: the standard yes/no task versus the go/no-go
task. In the go/no-go task, participants are instructed to re-
spond as quickly as they can when a word is presented and
not to respond if a nonword is presented. The go/no-go
procedure applied to the lexical decision task is becoming
increasingly popular as a complement or replacement of
the standard yes/no procedure (for some recent examples,
see Davis, Castles, & Iakovidis, 1998; Gibbs & Van Orden,
1998; Hino & Lupker, 1998, 2000; Perea & Rosa, in press;
Perea, Rosa, & Gómez, 2002b). In this light, Grainger and
Jacobs (1996) indicated that future tests of the MROM
should include the go/no-go task, since this task represents
an intermediate case between a speeded identification
task (which relies only on unique word identification: the
M criterion) and the standard yes/no lexical decision task
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(which relies on the M and the S criteria for yes responses
and on the T criterion for no responses). In the MROM,
the go/no-go task would use only two response criteria
(the M and S criteria; i.e., participants cannot say no).

It is worth noting that Gordon (1983; see, also, Peres-
sotti & Grainger, 1995) suggested that the go/no-go lexi-
cal decision task might provide less noisy data than the
yes/no task. The argument is that by minimizing part of
the response selection process in the experimental task,
the impact of response decision time on the obtained lex-
ical decision time in the go/no-go task would be reduced
(relative to the standard yes/no task), thereby reducing
subsequent variability. However, Gordon (1983; Gordon
& Caramazza, 1982; Peressotti & Grainger, 1995) did not
report data that could be used to assess this claim. Finally,
it may be of interest to mention that the go/no-go task
seems to offer more accurate responding, faster RTs, and
fewer processing resources than the yes/no task (Perea
et al., 2002a). Furthermore, the go/no-go task may also
provide “more time for word dynamics to run toward co-
herent states” (Gibbs & Van Orden, 1998, p. 1180), given
that nonwords do not require an overt response. As a re-
sult, is has been suggested that the go/no-go task could be
an excellent alternative to the standard yes/no task (Gor-
don, 1983; Perea et al., 2002b; Yelland, 1993).

Although one might argue that the yes/no and the go/no-
go tasks probably reflect the same underlying processes
for a yes response (e.g., Grainger & Jacobs, 1996), recent
research has shown some conflicting results with respect
to the role of such factors as word-frequency in these two
tasks (Hino & Lupker, 1998, 2000; Perea et al., 2002b).
Hino and Lupker (1998, 2000) found that the word fre-
quency effect was larger in the go/no-go task than in the
yes/no task and suggested that the two tasks could involve
different demands. In the yes/no task, there is pressure to
make a rapid response to all stimuli (words and nonwords).
When an unfamiliar low-frequency word is encountered,
participants might make the wrong answer, and these tri-
als would end up counting as errors, not contributing to the
mean latency for low-frequency words. In contrast, in the
go/no-go task, a trial-terminating negative response would
not be made, since nonwords do not require a response,
and lexical processing would continue. In this case, the
participant may make a slow response (assuming that the
word is in the participant’s vocabulary), and these responses
would increase the mean RT for low-frequency words,
thereby increasing the magnitude of the word frequency
effect (see Hino & Lupker, 1998).

However, in several experiments in our lab, we have
found a similar word frequency effect with the two tasks
(Perea, Fernández, & Carreiras, 1998; Perea et al., 2002b;
see, also, Gordon & Caramazza, 1982). We do not know the
exact reason for this discrepancy. In Perea et al.’s (1998;
Perea et al., 2002b) experiments, the percentage of non-
word errors was quite similar for the go/no-go task and the
yes/no task. In contrast, the percentage of nonword errors
in Hino and Lupker’s (1998, 2000) experiments was con-
sistently higher for the yes/no task, which suggests that

participants may have used different criterion settings in
the two varieties of the lexical decision task. In sum, to
test the role of the type of lexical decision on the magni-
tude of the neighborhood size effect (and the word fre-
quency effect), in Experiment 1 we used the yes/no lexi-
cal decision task, whereas in Experiment 2 we used the
go/no-go lexical decision task.

EXPERIMENT 1
Yes/No Lexical Decision Task

Method
Participants. Twenty-four psychology students from the Univer-

sity of València took part in the experiment for course credit. All of
them had either normal or corrected-to-normal vision and were na-
tive speakers of Spanish.

Materials . A set of 128 disyllabic Spanish words five letters long
was selected from the Spanish word pool (Alameda & Cuetos, 1995)
as a function of word frequency (low-frequency words vs. high-
frequency words) and neighborhood size (low-N words vs. high-N
words). One hundred and twenty-eight orthographically legal non-
words were constructed for the purposes of the lexical decision task.
In order to maximize our chances of obtaining a facilitative effect of
N on low-frequency words, high-N words tended to have more
neighbors than did the nonwords. (As we said earlier, the effect of N
with Spanish words seems to be less robust than the reported effect
of N with English words; see, e.g., Carreiras et al., 1997b.) Half of
the nonwords had been created by changing an interior letter from
disyllabic Spanish words with five or six orthographic neighbors.
The other half of the nonwords were constructed by combining two
Spanish syllables and then checking that the constructed nonwords
did not have any orthographic neighbors, while being orthographi-
cally legal in Spanish. The characteristics of the items used in the ex-
periment are presented in Table 1. Word and nonword stimuli were
counterbalanced across two experimental lists so that, if a letter
string was presented in the limited viewing time condition in the first
list, it would be presented in the unlimited viewing time condition in
the second list. The materials are provided in the Appendix.

Design. For words, viewing time (limited or unlimited), word fre-
quency (high frequency or low frequency), and neighborhood size
(high N or low N ) were varied within subjects. For nonwords, view-
ing time (limited or unlimited) and neighborhood size (high N or
low N ) were varied within subjects. Each participant was given a total
of 256 experimental trials: 128 word trials and 128 nonword trials.

Procedure. The participants were tested in groups of 4–8 in a
quiet room. Presentation of the stimuli and recording of RTs were
controlled by Apple Macintosh Classic II microcomputers. The rou-
tines for controlling stimulus presentation and RT collection were
obtained from Lane and Ashby (1987) and from Westall, Perkey, and
Chute (1986), respectively. The stimuli were presented on the com-
puter screen in 12-point Courier. At the beginning of each trial, the
sequence “. ,” was presented for 200 msec on the center of the
screen. After a 50-msec blank, the target stimulus was presented (al-
ways in lowercase). On half of the trials, the stimulus presentation
duration was limited to 150 msec, and it was followed by a back-
ward pattern mask of five number signs (#####), which remained on
the screen until the participant responded (limited viewing time con-
dition); on the other half of the trials, the target stimulus remained
on the screen until the participant’s response (unlimited viewing
time condition). The participants were instructed to press one of two
buttons on the keyboard to indicate whether the letter string was a
Spanish word or not. The participants used their dominant hands to
make the word response. This decision was to be made as rapidly
and as accurately as possible. RTs were measured from the onset of
the letter string until the participant’s response. The intertrial inter-
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val was set to 400 msec. Each participant received a different ran-
dom order of stimuli. Each participant received a total of 24 practice
trials (with the same manipulation as in the experimental trials) prior
to the experimental phase. The session lasted approximately 15 min.

Results and Discussion
Lexical decision latencies less than 250 msec or greater

than 1,500 msec were excluded from the latency analyses
(fewer than 0.5% for words and 0.4% for nonwords).
Mean lexical decision latencies for correct responses and
mean error rates were calculated across individuals and
across items, and these means were submitted to separate
analyses of variance (ANOVAs) for participants and
items, respectively. For the word data, participant and item
ANOVAs based on the participants’ and items’ response
latencies and percentages of error were conducted with a
2 (word frequency: high or low) 3 2 (neighborhood size:
high or low) 3 2 (viewing time: limited or unlimited) 3
2 (list: List 1 or List 2) design. In this and subsequent
analyses, the list factor was included as a dummy variable
to extract the variance that was due to the error associated
with the lists (Pollatsek & Well, 1995). For the nonword
data, participant and item ANOVAs based on the partici-
pants’ and items’ response latencies and percentages of error
were conducted with a 2 (neighborhood size: high or low)
3 2 (viewing time: limited or unlimited) 3 2 (list: List 1

or List 2) design. The mean lexical decision latencies and
error rates from the participant analysis are presented in
Table 2. Unless otherwise noted, all significant effects
have p values less than the .05 level. 

Word data. The ANOVAs on the latency data showed
a significant effect of word frequency [F1(1,22) = 75.24,
MSe = 2,504.9; F2(1,120) = 66.75, MSe = 4,324.9]: High-
frequency words were responded to faster than low-
frequency words. The main effect of neighborhood size
was not significant [F1(1,22) = 2.27, MSe = 1,049.6, p .
.14; F2(1,120) = 1.51, MSe = 4,324.9, p . .14]. The inter-
action between word frequency and neighborhood size
was significant [F1(1,22) = 10.09, MSe = 1,395.6;
F2(1,120) = 5.78, MSe = 4,324.9]. This interaction re-
flected a facilitative effect of neighborhood size for low-
frequency words [F1(1,22) = 9.76, MSe = 1,435.8;
F2(1,120) = 6.59, MSe = 4,324.9] and a small, nonsignif-
icant inhibitory effect of N for high-frequency words
[F1(1,22) = 2.42, MSe = 1,009.5, p . .13; F2(1,120) , 1,
MSe = 4,324.9]. The other effects were not significant (all
ps . .10). 

The ANOVAs on the error data showed a significant ef-
fect of word frequency [F1(1,22) = 41.74, MSe = 82.38;
F2(1,120) = 39.66, MSe = 115.60]. The main effect of
neighborhood size was marginally significant in the
analysis by participants [F1(1,22) = 3.37, MSe = 47.31,

Table 1
Characteristics of the Stimuli in Experiments 1 and 2

Word Frequency N P

Stimuli Mean Range Mean Range Mean Range

Words
High frequency, high N 102.0 26–515 9.9 8–16 3.7 2–5
High frequency, low N 115.0 27–667 0.5 0–1 0.5 0–1
Low frequency, high N 3.6 1–8 9.3 8–15 3.3 2–5
High frequency, low N 3.7 1–9 0.5 0–1 0.5 0–1

Nonwords
High N – – 4.3 1–10 2.0 1–4
Low N – – 0 0–0 0 0–0

Note—Mean word frequency is the mean frequency of words based on a count of one
million Spanish words, mean N is the average number of orthographic neighbors, and
mean P is the average spread. P is defined as the number of letter positions in which
the stimulus item has word neighbors.

Table 2
Mean Lexical Decision Times (in Milliseconds) and Error Rates (Percentages of Errors, PE) for

the Word and Nonword Targets in Experiment 1 (Yes/No Task)

Viewing Time

Limited Unlimited Unlimited 2 Limited

Targets M PE M PE M PE

Words
High frequency, high N 606 3.4 602 4.4 24 1.0
High frequency, low N 587 2.3 601 3.9 14 1.6
Low frequency, high N 644 10.9 654 8.6 10 22.3
High frequency, low N 668 15.4 678 13.0 10 22.4

Nonwords
High N 733 13.5 731 9.5 22 24.0
Low N 686 4.3 684 3.3 22 21.0
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p , .08; F2(1,120) = 1.84, MSe = 115.60, p . .15]. The
word frequency 3 neighborhood size interaction was sig-
nificant in the analysis by participants [F1(1,22) = 7.89,
MSe = 41.25], and it was marginally significant in the
analysis by items [F2(1,120) = 3.75, MSe = 115.60, p ,
.056]. This interaction reflected a facilitative effect of
neighborhood size for low-frequency words [F1(1,22) =
5.06, MSe = 78.87; F2(1,120) = 5.43, MSe = 115.60], but
not for high-frequency words [F1(1,22) = 1.51, MSe =
9.69, p . .15; F2(1,120) , 1]. The interaction between
exposure duration and word frequency approached signif-
icance in the analysis by items [F2(1,120) = 3.44, MSe =
61.78, p , .067; F1(1,22) = 2.37, MSe = 67.4, p . .13],
which reflected the fact that high-frequency words tended
to provoke more errors in the limited viewing time condi-
tion than in the unlimited viewing time condition, whereas
the reverse trend occurred for the low-frequency words.
The other effects were not significant (all ps . .15). 

Nonword data. The ANOVAs on the latency data
showed a robust effect of neighborhood size [F1(1,22) =
78.55, MSe = 686.4; F2(1,120) = 49.15, MSe = 3,297.5]:
High-N nonwords were responded to more slowly than the
low-N nonwords. The other effects were not significant
(all Fs , 1). 

The ANOVAs on the error data also showed a signifi-
cant effect of neighborhood size [F1(1,22) = 52.36, MSe =
27.5; F2(1,124) = 33.25, MSe = 115.57]: The participants
committed more errors for high-N nonwords than for low-
N nonwords. The main effect of exposure duration was
also significant [F1(1,22) = 6.41, MSe = 24.15; F2(1,124) =
6.04, MSe = 68.31]: The participants committed more er-
rors when the nonwords were presented for limited view-
ing time than when they were presented for unlimited
viewing time. The interaction between these two factors
was not significant (both ps . .10).

The results of Experiment 1 showed the typical inter-
action between neighborhood size and word frequency:
Low frequency showed a facilitative effect of neighbor-
hood size, whereas high-frequency words showed a non-
significant inhibitory trend (see, e.g., Carreiras, Perea, &
Grainger, 1997a, and Perea & Rosa, 2002, for evidence of
this interaction in Spanish).4 As usual, this facilitative ef-
fect of neighborhood size for low-frequency words was

accompanied by an inhibitory effect of neighborhood size
for nonwords. In addition, the magnitude of the word fre-
quency effect was similar for unlimited and limited stim-
ulus presentation exposures (see, also, Allen et al., 1992;
Perea et al., 2002a). Interestingly, the lack of an interac-
tion between word frequency and stimulus presentation
duration seems to suggest that the M criterion was not
lowered in the limited viewing time condition. 

Contrary to our expectations, the presence of brief and
masked stimuli did not modify the neighborhood size ef-
fect for low-frequency words. Similarly, the effect of N for
nonwords was not significantly modified by exposure du-
ration. The results of Experiment 1 may suggest that stim-
ulus presentation duration does not seem to affect word
processing. Nonetheless, we believe that it is important to
replicate the experiment with a technique that uses only
the word channel to make lexical decisions (the M and the
S criteria are operative, whereas the T criterion is not).
Specifically, Experiment 2 was a go/no-go replication of
Experiment 1. 

EXPERIMENT 2
Go/No-Go Lexical Decision Task

Method
Participants. Twenty-four psychology students from the Univer-

sity of València took part in the experiment for course credit. All of
them had either normal or corrected-to-normal vision and were na-
tive speakers of Spanish. None of them had participated in the pre-
vious experiment.

Design and Materials . The design and materials were the same
as those in Experiment 1.

Procedure. The procedure was the same as that in Experiment 1,
except that the participants were instructed to press a button on the
keyboard with their dominant hands if the letter string was a legiti-
mate Spanish word and to refrain from responding if the letter string
was not a word. The stimulus item (or the pattern mask, in the lim-
ited viewing time condition) remained on the computer screen until
the participant responded or until 2 sec had elapsed.

Results and Discussion
Lexical decision latencies less than 250 msec or greater

than 1,500 msec were excluded from the latency analyses
(fewer than 0.6%). Mean lexical decision latencies for
correct responses and mean error rates were calculated

Table 3
Mean Lexical Decision Times (in Milliseconds) and Error Rates (Percentages of Errors, PE) 

for the Word and Nonword Targets in Experiment 2 (Go/No-Go Task)

Viewing Time 

Limited Unlimited Unlimited 2 Limited

Targets M PE M PE M PE

Words
High frequency, high N 577 0.5 572 0.0 25 20.5
High frequency, low N 563 0.3 564 0.0 1 20.3
Low frequency, high N 632 6.8 673 3.4 41 23.4
High frequency, low N 682 7.6 683 0.5 1 27.1

Nonwords
High N – 11.2 – 5.3 – 25.9
Low N – 3.1 – 1.3 – 21.8



NEIGHBORHOOD SIZE AND THE LDT 279

across individuals and across items, and these means were
submitted to separate ANOVAs for participants and items,
respectively. The mean lexical decision latencies and per-
centages of errors from the participant analysis are pre-
sented in Table 3. 

Word data. The ANOVAs on the latency data showed
a significant effect of word frequency [F1(1,22) = 134.64,
MSe = 4,153.4; F2(1,120) = 101.24, MSe = 6,350.1]: High-
frequency words were responded to faster than low-
frequency words. The main effect of neighborhood size
was not significant [F1(1,22) = 2.97, MSe = 1,397.7;
F2(1,120) , 1]. The interaction between word frequency
and neighborhood size was significant in the analysis by
participants [F1(1,22) = 24.91, MSe = 828.9; F2(1,120) =
3.48, MSe = 6,350.1, p = .0647], which reflected a facili-
tative effect of neighborhood size for low-frequency
words [F1(1,22) = 15.27, MSe = 1,418.6; F2(1,120) = 3.88,
MSe = 6,350.1, p = .068] and a nonsignificant inhibitory
trend for high-frequency words [F1(1,22) = 3.89, MSe =
808.0, p = .068; F2(1,120) = 0.64, MSe = 6350.1]. The in-
teraction between word frequency and exposure duration
was significant [F1(1,22) = 6.69, MSe = 940.9; F2(1,120) =
7.43, MSe = 1,088.8], which reflected a significant effect
of stimulus-presentation duration for low-frequency
words [F1(1,22) = 4.76, MSe = 2,216.1; F2(1,120) = 12.58,
MSe = 1,088.8], but not for high-frequency words (both
Fs , 1). The interaction between neighborhood size and
exposure duration approached significance [F1(1,22) =
3.47, MSe = 943.9, p = .075; F2(1,120) = 3.70, MSe =
1,088.8, p = .056]. Finally, the interaction between word
frequency, neighborhood size, and exposure duration was
significant [F1(1,22) = 6.12, MSe = 1,081.0; F2(1,120) =
7.37, MSe = 1,088.8]. This three-way interaction reflected
the fact that the effect of exposure duration occurred in the
low-frequency high-N condition (41 msec: 673 vs. 632 msec
under unmasked and masked conditions), but not in the
other conditions (1 msec for the high-frequency high-N
condition, 25 msec for the high-frequency high-N condi-
tion, and 1 msec for the low-frequency low-N condition). 

The ANOVAs on the error data showed a significant ef-
fect of word frequency [F1(1,22) = 24.65, MSe = 37.05;
F2(1,120) = 14.76, MSe = 82.48]. Neither the main effect
of neighborhood size nor the neighborhood size 3 word
frequency interaction was significant (all ps . .15). The
main effect of exposure duration was significant [F1(1,22) =
17.55, MSe = 21.44; F2(1,120) = 24.14, MSe = 20.78]. The
interaction between exposure duration and word fre-
quency was significant [F1(1,22) = 13.96, MSe = 19.96;
F2(1,120) = 17.87, MSe = 20.78], which reflected the fact
that the effect of exposure duration affected the low-
frequency words more than it did the high-frequency
words. With respect to the other interactions, only the three-
way interaction between the three main factors approached
significance [in the analysis by items; F2(1,120) = 2.94,
MSe = 20.78, p = .089; F1(1,22)= 1.60, MSe = 20.78, p . .15]. 

Nonword data. The ANOVAs on the error data showed
a significant effect of neighborhood size [F1(1,22) = 38.57,
MSe = 22.81; F2(1,124) = 28.79, MSe = 83.26]: The par-

ticipants committed more errors for high-N nonwords than
for low-N nonwords. The main effect of exposure dura-
tion was also significant [F1(1,22) = 19.39, MSe = 18.26;
F2(1,124) = 21.10, MSe = 21.10]: The participants com-
mitted more errors when the nonwords were presented for
unlimited viewing time than when they were presented for
limited viewing time. Finally, unlike in Experiment 1, the
interaction between neighborhood size and exposure du-
ration was significant [F1(1,22) = 4.39, MSe = 22.26;
F2(1,124) = 6.00, MSe = 46.29]: There was a robust effect
of exposure duration for the high-N nonwords [F1(1,22) =
13.43, MSe = 30.68; F2(1,124) = 24.80, MSe = 46.29],
whereas this effect was much weaker for the low-N non-
words [F1(1,22) = 4.05, MSe = 9.84, p = .056; F2(1,124) =
2.30, MSe = 46.29, p . .13]. 

Overall, the present experiment replicated the basic
findings of Experiment 1 (i.e., a facilitative effect of N for
low-frequency words and an inhibitory effect of N for
nonwords). Not surprisingly, the percentage of word er-
rors in the present experiment was rather low (0.2% and
4.6% for high- and low-frequency words, respectively; see
also Hino & Lupker, 1998, 2000; Perea et al., 2002b).5 But
more important, the neighborhood size effect for low-
frequency words was much larger in the limited viewing
time condition than in the unlimited viewing time condi-
tion (50 vs. 10 msec, respectively). This large neighbor-
hood size effect was essentially due to the fact that there
was a strong effect of stimulus presentation duration in the
low-frequency high-N condition (632 and 673 msec for
the limited and unlimited viewing time conditions, re-
spectively), but not in the other conditions. Likewise, the
neighborhood size effect for nonwords was greater under
limited viewing time than under unlimited viewing time
(errors at 8.9% vs. 4.0%). 

GENERAL DISCUSSION

The main findings of the present experiments can be
summarized as follows: (1) Stimulus presentation duration
interacted with neighborhood size in the go/no-go lexical
decision task (the neighborhood size effect being greater
with brief/masked presentations than with unlimited
viewing time presentations), but not in the yes/no task;
(2) the neighborhood size effect occurred for low-frequency,
but not for high-frequency, words; (3) the word frequency
effect was greater in the go/no-go task than in the yes/no
task. Taken together, these findings have important impli-
cations for models of visual-word recognition. 

Brief Presentations, Familiarity, and the Lexical
Decision Task

As in prior research, the present experiments showed a
facilitative effect of N for low-frequency words (but not
for high-frequency words) and an inhibitory effect of N
for nonwords (see Andrews, 1997). These results are com-
patible with those models that assume that lexical deci-
sions can be made via global lexical activation (S deci-
sion criterion; e.g., the MROM, the DRC model, and the
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AV model), but not with the original IA model: Word
identification latencies in the IA model are predicted to
be longer for high-N words that for low-N words, as de-
termined by the number of cycles that it took until the ac-
tivation at a word node reached a threshold (or M crite-
rion) of 0.70: 20.1 versus 18.8 cycles for low-frequency
high-N words and for low-frequency low-N words, re-
spectively (see Grainger & Jacobs, 1996; Perea & Rosa,
2000). To conduct the simulations, the IA model was im-
plemented with a Spanish lexicon of 3,885 five-letter words
in a way that was identical to the implementation made by
Jacobs and Grainger (1992; see also Perea & Rosa, 2000).
The parameters used were the ones given as defaults by
Rumelhart and McClelland (1982), except that the letter-
to-word excitation parameter was set to .06 (see Grainger
& Jacobs, 1996, for a similar adjustment for five-letter
words).

If lexical decision responses are based on the summed
lexical activity, the relevant activation function would be
given in Figure 1. All the trials tested in the present exper-
iments were presented to the model, and the summed ac-
tivation over all lexical units for the stimulus items in an
IA model was recorded (see Figure 1). It is clear that early
in processing, high-N words enjoy an advantage over non-
words in summed lexical activity, which may favor the use
of incomplete processing of the stimuli to make the lexi-
cal decision response (i.e., the S criterion for word re-
sponses) and, thereby, a facilitative effect of N for word
stimuli. The lack of a facilitative effect of N for high-
frequency words is probably due to the fact that familiar

words typically reach the M criterion more rapidly than
they reach the S criterion (Grainger & Jacobs, 1996; see,
also, Carreiras et al., 1997a). Note that in order to make a
correct response, the use of a criterion based on summed
lexical activity does not discriminate between low-N
words and high-N nonwords, which implies that low-N
words should be responded to on the basis of the M crite-
rion. Finally, the low lexical activity of the low-N non-
words (relative to the high-N nonwords) can be used to set
a shorter deadline for no responses (i.e., the T criterion),
and it is responsible for the inhibitory effect of N for non-
words. Thus, the basic pattern of neighborhood effects can
be captured by the MROM. The question now is why the
effect of neighborhood size for low-frequency words was
modulated by exposure duration in one of the varieties of
the lexical decision task (the go/no-go task), but not in the
other (the yes/no task).6

Let us analyze first the neighborhood size effect (for
low-frequency words) in the yes/no task. The neighborhood
size effect for low-frequency words was virtually the same
(24 msec) in the limited and the unlimited viewing time
conditions. In the MROM, this result would suggest that
the participants relied on the S criterion to the same de-
gree both in the limited and in the unlimited viewing time
conditions. Consistent with this explanation, the effect of
exposure duration on RTs was rather small: a nonsignifi-
cant 9.5-msec effect, with faster responding in the limited
viewing time condition. (Bear in mind that increased use
of the S criterion in the limited viewing time condition
would imply faster responding.) Likewise, the neighbor-
hood size effect for nonwords did not differ as a function
of exposure duration. 

In contrast, the neighborhood size effect for low-
frequency words with the go/no-go task was much larger
in the limited viewing time condition than in the unlimited
viewing time condition (50 vs. 10 msec). As we said ear-
lier, the only way the MROM can explain this facilitative
effect of neighborhood size for words is by increasing the
number of trials in which the S criterion is used. This
would necessarily be accompanied by faster responding.
This is exactly what happened with the low-frequency
high-N words in the limited viewing time condition (Ex-
periment 2). Consistent with this finding, the participants
made more nonword errors (i.e., yes responses to non-
words) in the limited than in the unlimited viewing time
condition, especially for the (wordlike) high-N nonwords.
In other words, the participants seem to have increased the
use of the S criterion in the limited viewing time condi-
tion. Alternatively, one might argue that, under limited
viewing time, the participants tended to misidentify the
target item as the highest frequency neighbor, which
would have provoked “fast” responses for those items (see
Coltheart et al., 2001; Pollatsek et al., 1999). (Of course,
in order to make sure that the participant was retrieving a
higher frequency neighbor instead of the target word, he
or she would need to say aloud the retrieved item after
making the lexical decision. Nonetheless, the fact that the

Figure 1. Simulation results with the interactive activation
model, showing summed activation levels over all word units for
the word and nonword (NW) trials. HF, high frequency; LF, low
frequency; HN, high N; LN, low N.



NEIGHBORHOOD SIZE AND THE LDT 281

participants made a number of yes responses to nonwords
suggests that, on a number of trials, the participants just
retrieved the wrong item.) 

In sum, the use of a brief exposure duration increased
the magnitude of the neighborhood size effect for both
words and nonwords, at least in one variety of the lexical
decision task (the go/no-go lexical decision task), which
suggests once again that the effect of N is partly due to a
decision-biasing effect. These results are consistent with
the view that lexical decisions to word stimuli may be
made on the basis of summed lexical activation (or some
other form of stimulus familiarity), rather than on the
basis of unique word identification. Unfortunately, it is
not easy to explain why the two modalities of the lexical
decision task showed different patterns of neighborhood
size effects as a function of exposure presentation dura-
tion: Yes responses in the two tasks apparently should be
driven by the same mechanism (i.e., either the S or the M
criterion). Thus, the MROM model has some difficulty
explaining why the larger effect of N in the limited view-
ing condition than in the unlimited viewing condition oc-
curs with the go/no-go variant of the lexical decision task,
but not with the yes/no modality. (The same reasoning
also applies to the DRC model and the AV model.)

It is worth noting that Grainger and Jacobs (1996) indi-
cated that the feature-to-letter excitation parameter could
be reduced with very brief (and masked) presentations of
the target word. However, in the limited viewing condi-
tion, stimuli were presented for 150 msec, and thus it is
likely that processing of the stimulus was guided by a non-
sensory representation of the input. Furthermore, this
modification in the feature-to-letter excitation parameter
would imply that word accumulation evidence would be
slower, and then responses to words would have been
slower. Finally, it is not clear to us how these changes in
the parameters could affect differentially the yes/no and
the go/no-go lexical decision tasks. For instance, in the
limited viewing time condition, participants seem to in-
crease the use of summed lexical activity to arrive at a yes
decision in the go/no-go task, but not in the yes/no task.
The current version of the MROM would predict a simi-
lar increase in the use of the S criterion in the two tasks.

One possible (admittedly post hoc) explanation for the
present findings is in terms of the different processing de-
mands in the two tasks (see, e.g., Grice & Reed, 1992, for
differential effects of target redundancy with choice and
go/no-go tasks in a letter classification experiment). The
go/no-go task requires decisions to only one type of items
(i.e., it needs only the word channel), and it appears to re-
quire fewer processing demands than does the yes/no task
(Perea et al., 2002b; Yelland, 1993). For instance, Yelland
found that the go/no-go task, but not the yes/no task, can
be applied to experiments with special populations (e.g.,
children). Interestingly, previous research has found that
the pattern of masked form-priming effects differs as a
function of task demands. In a series of masked priming
experiments with the lexical decision task, Forster and
Veres (1998) found that, when the task was difficult (when

the nonword distractors closely resembled a word—
e.g., umbrolla), nonword primes (but not masked word
primes) yielded a reliable masked form-priming effect
(e.g., junction–functionor bunction–function; the priming
effects were 37 and 8 msec, respectively). When the task
was easy (i.e., the nonword distractors did not resemble
any particular words—e.g., ambrolla), Forster and Veres
found reliable masked form-priming effects for both non-
word and word primes (the priming effects were 34 and
32 msec, respectively). In an activation-based model (e.g.,
the MROM), this can be accomplished by reducing the pa-
rameters responsible for lateral inhibition between words
when the task is not difficult (i.e., the go/no-go task): In
this way, both masked nonword and word stimuli tend to
fall into attractors for (activated) words rather easily. This
would explain the large neighborhood size effect for low-
frequency high-N words under limited viewing time con-
dition. In contrast, when the task requires more process-
ing demands (i.e., the yes/no task), masked nonword
stimuli are more likely to fall into attractors for (activated)
words than are masked word stimuli. Not surprisingly, if
the word-to-word inhibition parameter is reduced to .16 in
the IA model (the default value in the model is .21), high-
N words enjoy some extra advantage over nonwords in
summed lexical activation (see Figure 2), which implies
that participants can make use of the S criterion for low-
frequency high-N words (but not for low-frequency low-N
words) without the risk of making an error.

Thus, changes in display duration might influence the
weighting of information that participants use to make

Figure 2. Simulation results with the interactive activation model,
showing summed activation levels over all word units for the
word and nonword (NW) trials (the word-to-word inhibition pa-
rameter was reduced to .16; the default value in the model is .21).
HF, high frequency; LF, low frequency; HN, high N; LN, low N.
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their decisions. In order to examine the differential effects
that may occur with the yes/no and the go/no-go lexical
decision tasks, current research in our lab is devoted to
modeling these two tasks in terms of a diffusion/random-
walk model (Gómez, Perea, & Ratcliff, 2002). Results
from additional experimentation and modeling work sug-
gest that the difference between the yes/no and the go/no-
go lexical decision tasks may be due not to the lack of a
response criterion for no responses in the go/no-go task
(i.e., participants may use an implicit no decision that does
not require an overt response), but to the use of different
criterion settings for yes responses (Gómez et al., 2002).
Therefore, it is possible that the type of information avail-
able may be different under limited and unlimited viewing
conditions, and this may mean that the decision process
(yes/no vs. go/no-go) is different under these two conditions.

Finally, it should be noted that N could have not only a
task-specific component, but also a genuine facilitative
effect on word processing (e.g., Andrews, 1997; Grainger,
Carreiras, & Perea, 2000; Sears, Lupker, & Hino, 1999;
Zagar & Mathey, 2000). For instance, Grainger et al.
(2000) found a facilitative effect of N with the luminance
increment paradigm (a speeded perceptual identification
task; i.e., the S criterion is not operative), whereas these
same items had yielded an inhibitory effect of N with a
progressive demasking task. Similarly, Sears, Lupker, and
Hino (1999) found a facilitative effect of N in a semantic
categorization task; in this task, the S criterion is not op-
erative either. These facilitative effects of N probably re-
flect top-down reinforcement of sublexical processing
from whole-word representations (see Andrews, 1989,
1992, 1997; Grainger et al., 2000; Mathey & Zagar, 2000;
Sears, Lupker, & Hino, 1999), and this reverberatory
process may well depend on the processing demands of
the task (Grainger et al., 2000) and on the way ortho-
graphic neighbors are distributed across letter position
(Mathey & Zagar, 2000; Zagar & Mathey, 2000). This is
clearly an issue that deserves further research. 

The Word Frequency Effect in the Go/No-Go
and the Yes/No Tasks

As usual, the participants in the go/no-go task made
fewer errors to word stimuli than did participants in the
yes/no task [2.4% vs. 7.7%, respectively; F1(1,44) = 26.87;
F2(1,120) = 75.53; see also Hino & Lupker, 1998, 2000;
Perea et al., 1998, 2002b]. However, unlike previous re-
search in our lab (e.g., Perea et al., 1998; Perea et al., 2002b),
the participants were not significantly faster in the go/no-
go task than in the yes/no task [618 vs. 630 msec, respec-
tively; F1(1,44) , 1; F2(1,120) = 14.39]. The lack of a re-
liable effect in the latency data could be due to the fact that
the participants used a more lenient criterion for yes re-
sponses in the yes/no task: The participants made more
nonword errors (i.e., yes responses to nonword stimuli) in
the yes/no task than in the go/no-go task [7.7% vs. 5.2%,
respectively; F1(1,44) = 4.85; F2(1,124) = 15.08]. (In ad-
dition, it should be noted that the two experiments were

run in two consecutive semesters, so the participants were
not randomly assigned to each level of task.) 

More important, the magnitude of the word frequency
effect was larger with the go/no-go task than with the
yes/no task (98.5 vs. 62 msec, respectively). This finding is
not entirely novel, since Hino and Lupker (1998) reported
a 163- and a 108-msec word frequency effect for the
go/no-go and the yes/no tasks, respectively. (The magnitude
of the word frequency effect was 121 and 96 msec for the
go/no-go and the yes/no tasks in the Hino & Lupker, 2000,
experiments.) However, in previous experiments in our
lab, we found a similar word frequency effect for the
go/no-go task and the yes/no task (74 vs. 63 msec, respec-
tively, in Perea et al.’s, 1998, report, and 129 vs. 123 msec
in Perea et al.’s, 2002b, report). Although one could argue
that additivity has no special significance when the

Figure 3. Group reaction time distributions for low- and high-
frequency words in the go/no-go task and the yes/no task.
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word/nonword error rates in the two tasks are quite differ-
ent, we believe that it is important to examine this appar-
ent discrepancy carefully. 

Hino and Lupker (1998, 2000) indicated that when an
unfamiliar low-frequency word is encountered, partici-
pants might make the wrong answer in the yes/no task and
those trials would end up counting as errors, not contribut-
ing to the mean latency for that condition. In contrast, in
the go/no-go task, the participant could eventually realize
that the unfamiliar item is a word, producing a slow re-
sponse and, thereby, a larger word frequency effect. Hino
and Lupker did not provide any additional statistical analy-
ses (e.g., an analysis of the shape of the RT distribution)
in support of their explanation, however. To test this hy-
pothesis, we proceeded to compare the shapes of the RT
distributions. Specifically, we computed the 5% quantiles
based on all the correct RTs for each participant and word
frequency condition (high frequency vs. low frequency).
Then, each quantile was averaged across participants to
give group quantiles (i.e., Vincent averages). (These aver-
age distributions have approximately the same shape as
component distributions; see Ratcliff, 1979.) The empiri-
cal distributions are given in Figure 1. If participants make
a higher number of slow responses to the low-frequency
words in the go/no-go task than in the yes/no task, the
right tail of the RT distribution should be longer for the
go/no-go task. Indeed, the empirical RT distributions with
5% quantiles based on all the correct RTs for the low-fre-
quency words show that the RT distribution for the go/no-
go task has a longer tail than the RT distribution for the
yes/no task (see Figure 3A). Not surprisingly, this trend
did not appear for the high-frequency words (see Figure
3B). Thus, these analyses give empirical support to Hino
and Lupker’s hypothesis. (The MROM might also predict
a longer tail with low-frequency words for the go/no-go
task. This would be the direct result of the presence of
slow responses in the go/no-go task that could have been
no responses in the yes/no task.)

We should note that in Perea et al.’s (1998; Perea et al.,
2002b) experiments, the RT distributions for low-fre-
quency and for very low frequency words in the go/no-go
task did not have a longer tail than the corresponding RT
distributions in the yes/no task. The reason for this dis-
crepancy is not obvious. One possibility is that the partic-

ipants were using different criterion settings in the two
tasks. In the positive reports of a larger word frequency
effect with the go/no-go task (i.e., the present experi-
ments; see, also, Hino & Lupker, 1998, 2000), the per-
centage of nonword errors was consistently higher for the
yes/no task. In contrast, in the two experiments that ob-
tained additive effects of word frequency and task (Perea
et al., 1998; Perea et al., 2002b), the percentage of non-
word errors was remarkably similar in the two tasks. An-
other possibility is that all the nonwords in Perea et al.’s
(1998; Perea et al., 2002b) experiments were six letters
long and tended to have very few (if any) neighbors (e.g.,
a mean of 1.2 word neighbors in Perea et al.’s, 2002b,
study). In contrast, in the present experiment, the items
were shorter (five-letter items), and half of the nonwords
had been created by changing one letter from medium-
density words. As a result, many of the words in the pres-
ent study had lower levels of lexical activity than did many
of the nonwords, which may have produced different pro-
cessing demands, relative to Perea et al.’s (1998; Perea
et al., 2002b) experiments.

Finally, let us examine briefly whether the go/no-go lex-
ical decision task produces less noisy data than does the
yes/no task, as was suggested by Gordon (1983) and Pe-
ressotti and Grainger (1995). If we use error variance (as
measured by MSes) as an estimate of the sensitivity of the
procedure, the variability tends to be somehow higher
with the go/no task than with the yes/no task (see the Re-
sults sections for Experiments 1 and 2; see, also, Hino &
Lupker, 1998, 2000; Perea et al., 2002b). Nonetheless,
there is the possibility that task differences might be more
directly related to within-subjects (trial by trial) variabil-
ity than the MSes. Given the relatively large number of tri-
als per cell, this source of variability may not translate into
large MSe differences. For that reason, we analyzed how
the tasks differed with respect to the within-cell standard
deviation averaged across participants (see Table 4). In the
high-frequency words, variability indexed in this way was
lower in the go/no-go task [99.0 vs. 85.4 msec in the
yes/no and the go/no-go tasks, respectively; F(1,44) =
3.22, p = .080], which is consistent with Gordon’s claim.
However, the reverse effect occurred for low-frequency
words [125.7 vs. 150.7 msec in the yes/no and the go/no-
go tasks, respectively; F(1,44) = 7.91, p , .008]. Nonethe-
less, the reduction in variance for low-frequency words in
the yes/no task is probably related to the fact that some of
the variability corresponding to the word stimuli is re-
moved by the false negative errors in the yes/no task (see
above). Further research is necessary to examine the (po-
tential) reduction of variance in the go/no-go lexical deci-
sion task, at least for high-frequency words.

Conclusions
To summarize, this paper has clearly shown that the

neighborhood size effect in the lexical decision task can
be modulated by a decision-biasing factor, especially in
the go/no-go version of the task. In addition, the present
results give empirical support to Hino and Lupker’s (1998,

Table 4
Mean Response Time Standard Deviations (in Milliseconds)

for the Word Targets in Experiments 1 and 2

Neighborhood Category

Condition HF–HN HF–LN LF–HN LF–LN

Yes/no task
Unlimited viewing 105.5 100.5 132.4 127.2
Limited viewing 98.3 91.8 123.6 119.8

Go/no-go task
Unlimited viewing 99.4 82.6 163.0 144.9
Limited viewing 79.7 79.9 146.2 146.2

Note—HF–HN, high frequency, high N; HF–LN, high frequency, low N;
LN–HN, low frequency, high N; LF–LN, low frequency, low N.
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2000) claim relative to the differential processing demands
that may occur in the yes/no and the go/no-go tasks. More
research is needed to fully examine the similarities and
differences between these two seemingly similar tasks. Fi-
nally, we believe that an analysis of the shape of RT dis-
tributions should receive more attention for those investi-
gators interested in RTs (for some recent examples, see
Andrews & Heathcote, 2001; Balota & Spieler, 1999; Rat-
cliff, Gómez, & McKoon, 2002).
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NOTES

1. We should note that Pollatsek et al.(1999) and Mathey and Zagar
(2000; see, also, Zagar & Mathey, 2000) showed that the IA model can
predict a facilitative effect of N under specific circumstances. (In the
present study, the IA model predicts an inhibitory effect of N, at least
with the default parameters; see the General Discussion section.)

2. We will not discuss parallel distributed processing models (e.g.,
Plaut, McClelland, Seidenberg, & Patterson, 1996; Seidenberg & Mc-
Clelland, 1989), since computational implementation of these models
deals only with monosyllabic items. All the items in the present experi-
ment were disyllabic. In any case, it may be of interest to note that these
models can readily capture the facilitative effect of N on lexical deci-
sions to words, but not the inhibitory effect of neighborhood frequency
(see Sears, Hino, & Lupker, 1999).

3. The mean RT reported in Experiment 2 was actually 438 msec.
However, it seems very likely that the clock started at mask onset rather
than at stimulus onset (see Paap & Johansen, 1994, for a similar obser-
vation). For that reason, we used 598 msec (438 + 160 msec) in the text.

4. Although one could argue that the difference in N (fewer than two
neighbors vs. eight or more neighbors) is qualitative rather than quanti-
tative, we would like to note that there is evidence in Spanish that syllabic
neighbors (i.e., words that share a syllable with the target word, especially
the first syllable) are activated in the process of visual-word recognition
(see Perea & Carreiras, 1998). All the stimuli were disyllabic, so it is likely
that even lexical hermits had some competitors in the set of candidates.

5. The percentage of errors in the low-frequency high-N condition
with unlimited viewing time was essentially caused by two words: terso
(smooth) and cinto (belt; 50% and 25% errors, respectively). (In Span-
ish, the most direct translation of belt is cinturón.)

6. It is worth noting that the combined analysis of Experiments 1 and
2 showed that both the neighborhood size 3 task 3 exposure duration
interaction and the word frequency 3 task 3 exposure duration interac-
tion were statistically significant [F1(1,44) = 5.12, F2(1,120)= 5.02, and
F1(1,44) = 6.98, F2(1,120) = 5.45, respectively].

(Continued on next page)
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High-Frequency High-N Words
patio, barro, marca, corto, grado, santo, banda, carga, media,
razón, barra, forma, monte, cuero, trato, salto, lleno, calle, plano,
costa, gesto, gusto, suelo, mente, solar, corte, marco, barco,
cajón, mando, moral, carta.

High-Frequency Low-N Words
vital, motor, radio, pluma, golpe, grave, nariz, error, feliz, joven,
mujer, favor, virus, negro, mitad, honor, total, suave, ritmo, civil,
orden, fácil, rigor, miedo, salud, carne, reloj, genio, señor, árbol,
dulce, hotel. 

Low-Frequency High-N Words
dólar, muela, parra, batín, panal, regar, tazón, tarro, facha, cabra,
suela, socio, resta, suero, pasto, tinto, tallo, gorro, pitar, garra,
valla, hacha, menta, traca, barca, palmo, gramo, cinto, terso,
talón, matón, zorro. 

Low-Frequency Low-N Words
suizo, matiz, tarot, puñal, reuma, furor, himno, rosal, bozal,
potro, naipe, belga, tecla, esquí, audaz, cisne, misil, sidra, rapaz,

nevar, miope, flúor, rifle, tifus, boina, molde, tigre, mamut,
deuda, cromo, fósil, sesgo.

High-N Nonwords
chajo, frato, turto, lebio, jupio, bapón, sapro, cuspa, gribo, mitar,
fobra, bacho, munco, maclo, vatón, derar, teron, refar, verpe,
trofo, treno, cuena, llafe, gorpo, ribio, cieto, fetia, cuche, sibre,
honto, pliza, guala, huemo, pleto, tiste, churo, hirto, flejo, bacle,
pulto, cieve, lobro, juedo, binco, linza, pifon, brima, reifa, prefa,
lumar, caula, murzo, lamin, rembo, caral, nuego, pubre, fulda,
gados, patre, culmo, silpo, golgo, buzar.

Low-N Nonwords
astol, asbia, siraz, zumel, pisme, nifla, yaril, leror, lufla, beimo,
elcer, gibil, boico, dogir, jasfa, ulcre, bonfa, rapre, elpel, bunaz,
elbir, birno, fopiz, vaifo, riaro, caive, horer, boñir, cobis, asmer,
hiñor, fidor, ailir, fesor, bemiz, arcil, nagla, zosor, cravi, osper,
asfín, febir, arche, algra, notra, indel, eslaz, ornor, sugal, rufil,
soqui, clilo, dubol, auvia, cibir, cijor, anfra, laitu, cedaz, femel,
nobor, bojor, tufal, oidín.


