LUECKING’S CONDITION FOR ZEROS OF ANALYTIC FUNCTIONS
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ABSTRACT. Let A(c) denote the class of functions f analytic in the unit disc ) and such
that |f(2)| < Co(]z]) + C1, where C,Cy are some positive constants and o is a nonnega-
tive, nondecreasing function on [0,1). We characterize zero sets of f € A(c) in terms of a
subharmonic function introduced by D. Luecking in [L]. Using this characterization we ob-
tain new necessary conditions for A(o) zero sets provided log o satisfies the Dini condition
1/(1—r) frl log o(t)dt < C'logo(r). This generalizes the known results obtained, e.g., in [H1]
and [GNW].

1. INTRODUCTION.

Let o be a nonnegative and nondecreasing function on [0,1). A measurable function f
defined in the unit disc D is said to be in the space L(c) if there is a positive constant C
such that

1f(2)] < Co(|z]) +0O(1), =zeD.

Throughout the paper we shall say that o : [0,1) — [1,00) is an admissible weight if o is
nondecreasing and log(c) € L(0,1). In the case o is an admissible weight we define L(o)
to be the space of all measurable functions in D which satisfy

1f(2)] < Co(lz]), zeD,

with some positive C. Let H(D) denotes the space of functions analytic in the unit disc
D. We set A(o) = H(D) N L(o).

In the case when o(t) = ﬁ,a > 0, and o(t) = log 1% the corresponding spaces
will be denoted by L~ and L°, respectively. We also put A= = H(D) N L~ and
A’ = HD) N L°.

The Bergman space AP, 0 < p < oo, consists of the functions f € H(D) that belong
to the space LP(DD), that is, the integral [ |f(z)[PdA(z) with respect to the normalized
area measure dA is finite. The inclusion A? C A=2/P 0 < p < oo, is well known, see, e.g.,
[HKZ, p.53].

If X ¢ H(D), then a sequence of points {z,} C D is called X zero set if there is a
function f € X that vanishes precisely on this set. AP zero sets were studied e.g. in [H1],
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[H2] and [S]. In [L] D. Luecking gave a characterization for A~ zero-sets and for AP zero
sets in terms of the subharmonic function k£ defined by

2 5~ (L= [z?)?
(1) k(z) = ) Z 1= 222 z € D.
n=1

He proved that {z,} is an AP zero-set if and only if there is a harmonic function h
such that eP**" ¢ L1(D), or equivalently there is a non-zero analytic function F' such that
F(2)eF®) is in LP(D). He also obtained a similar characterization for the growth spaces
A~ a sequence {z,} of points in D is a zero set for A~ if and only if the function
k(z) — alog ﬁ has a harmonic majorant.

Here we prove an analogous condition for A(o) zero sets provided logo satisfies the
following Dini condition: there exits C' > 1 such that

1

log (o (1)) < % [ log(o(s))ds < Clog(o(t). D <t<1

As a special case we obtain that {z,} is a zero set for A° space, if and only if there is a
function A harmonic in D and such

(2) k(z) — loglog

e
<h 1
where k is given by (1).
A function f € H(D) is said to be a Bloch function if

Ifllz = [£(0)] + Sggﬂ — 2P| (2)] < o0.

Since the space of Bloch functions is contained in A°, the condition stated above is neces-
sary for zeros of Bloch functions. In the last section we show how some necessary conditions
for A(o) zero sets can be derived from their Luecking’s characterizations.

Results on A(o) zero sets with some o have been obtained for example in [SS], [H3],
[HK] and [GNW].

Let A2, —1 < a < oo, denote the Bergman-Nevalinna space consisting of functions
f € H(D) satisfying the condition

/D log™ [ £(=)[(1 — |2])*dA(2) < oc.

It is known that a sequence {z,} is an A2 zero set if and only if

(3) Z(l — |2a])*T* < 00, see, e.g., [HKZ, p. 131].

n=1
Note that our assumption on the weight o implies that A(c) C AY. Therefore, if {2,}
oo
is A(o) zero set, then Y (1 — |2,])? < oco.

n=1
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2. RESULTS ON WEIGHTS.

Definition 1. Let o be a nondecreasing and nonnegative function on [0,1), and let 0 <
p < 00.
We say that o satisfies the Dini condition D,,, in short o € D,, if o € L”((0,1)) and
there exists C' > 1,
1

(1——t/t o?(s)ds)V/? < Co(t) +O(1) (¢t — 1).

We denote by C(p, o) the infimum of all possible values of such C.
We say that an admissible weight o satisfies the Dini condition Dy, in short o € Dy, if
log(c) € Dy, that is log(c) € L'((0,1)) and there exists C > 1,

1 1

i) log(o(s))ds < C'log(a(t)) + O(1) (t—1).

We denote C(0,0) the infimum of all possible values of such C.

Note that if o(¢) > 1 for ¢ € [0,1), then o satisfies D,, condition , 0 < p < oo, if and
only if there is a constant C' > 1 such that

1
1-1¢

( /tl Jp(s)ds)l/p < Co(t),0<t<1.

Proposition 1. Let o be a nondecreasing and nonnegative function on [0,1), and let
0<p<oo.
Then o € D, if and only if o € D, and

min{2'~ %, 1}C(1,07)/? < C(p, ) < maz{2» 1, 1}C(1,oP)"/?.

Proof. Assume o € D,,. Then

%—t ] o?(s)ds < (C(p,0)a(t) + O(1)P < max{2"~1,1}C?(p,0)a(t) + O(1).

Hence
C(1,07) < maz{2"~1, 1}C7 (p, ),
or equivalently,
1
min{2'~%,1}C(1,07)Y/? < C(p,0).

Assume now oP € D;. Then

1
1—1¢

( /tl oP(s)ds)YP < (C(1,0P)oP(t)+O(1)Y? < max{2/P 1 1}C (1, 0P) P (t)+0(1).

Therefore )
C(p,0) < mazx{2» ', 1}C(1,0P)Y/P. O
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Proposition 2. For 0 < p < ¢q < o0,
(i) D, C Dy and C(p,0) < C(q,0) for any o € D,.
(i) Up>oDp C Do and C(0,0) <1 for any o € UpsoD,.

Proof. (i) Note that

<
<

1

(m/t U(S)Pds)l/p < (%/t U(S)qu)l/q < C(q,0)o(t) + O(1).

(ii) Assume o € D, and use Jensen’s inequality to write

expli; [ loa(o(s)ds = (exp( [ lor(o? ()"

1 ' p p
< | oteras

< C(p,o)a(t) +0(1)
< expllog(C(p, o)) + log(a(¢))] + O(1).

Hence using the inequality exp(A — B) — 1 < exp(A) — exp(B) for A, B > 0, we obtain

expl(—— | log(o(s))ds) — log(C(p, ) — log(a()))] <
1-t),

< exply; [ 1oa(o(s))ds] — explloz(Cl(p.)) +Iog(o(1)] + 1 < O(1).
which gives

1
li—t t log(o(s))ds —log(a(t)) <log(C(p,o)) +0O(1) = O(1). O

Lemma 1. Let p:[0,1) — [1,00) be nondecreasing and satisfy the following Dini condi-
tion

D) — o) < o),

where C > 1. Then
1 e e
(a) 1 J; log(1%5)p(s)ds < C?log(1%5)p(t).
1 _ m m
(b) =gy Ji (log(1=5))™p(s)ds < C™Fp(t).
() (1p£i))a is integrable and for any 0 < a < & satisfies condition (D).
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Proof. (a) Integrating condition (D) we obtain

o/: p()dt > [Ll(%/tlp(s)ds)dt
zAK[Tgwm@w

:/ log(li)p(s)ds—log(l ¢ )/ p(s)ds

z[;mgTégmme—cbgT§EX1—umw»

Applying again Dini condition (D) we get

1
1—wu

plu) + C?p(u) < C?log —

1 e e
AkMLﬁM@%_mwl o(u)

(b) The case m = 0 is Dini condition (D). We will use induction over m. Assume the
result holds for m and integrate again

1 1 1 B
OWWM/pwwz/cﬁ—[a%QjQWMWMﬁ

1—1¢
1 ! 1—u i
- Tﬂ/u (log(3 =)™ p(s)ds
Therefore
(1 _ u)<1m n 1)! / (1Og(%))m+lp(8>d3 < rlu)cm—i-l/ P(t)dt < Cm+2p(u).

(c) Take 0 < a < &. Using (b) we obtain

Since
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3.MAIN RESULTS.

One of the most important facts used in the proof of the Luecking characterization of
AP zero sets is that for 1 < p < oo the operator R defined by

(1) / £y L0 g

\1 — zw|*

is bounded from LP(D) to itself (see also [HKZ]). It has been also proved in [L] that
if 0 < a< 1, then R is a bounded operator from L=% to L=%.

We now present a different proof of this fact. Assume that |f(z)] < M(1 — |2]?)~

0 < o < 1. Then we have
‘0 2m 7.2)2
Rf(rei”)| = / / e W adtody

27
(1—r
S—/sup!fpe I/ ﬁdl)dﬂ

pdp
<cM /
1 _ p2)3
<CoM /
o (1— 02)“(1 —12p?)
L —
—(1—r)’
where we have used subsequently the known estimates: fo% |1_fzit|b < (1—r€)b*17b > 1,

and I(r

fo = p) = (1_1r)a (see, e.g., [Z]). O

We now include a direct proof for the case o(t) = log(7%).

Proposition 3. The operator R, defined by (4), is bounded on L°, that is, there is a
positive constant M such that if | f(z)| < C'log T=757» then

IRf(2)] <CMlog1_e‘ , zED.
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Proof. For |z| =r we get

c [t e ™1 —r2)2
R S [oe s [Tty
0 0

20 1 1 2 1
<C+=(1-1r? 1 __dtpd
=0T 7T< r)/o Ogl—p/o 11— rpett|3 par

(P 1 1
= M(1— § § S
O+ CM( T)nzl n+1k_1(l<: k+n+1)>
= el 1 1
- M1 -1)Y I .
C+CM(1—r) n+1(+2+ +n—|—1>

Puttinan:1+%+---+%,Wehave

IRf(2)| <C+CMY  Hypa (P —1™)

n=1
3 = .
=C+CM( +;(Hn+2 — Hpy)r™)

o0 n

,
—CM '
C (nz_:l ) +C
1
< CM((log(——)) + C".

1—7r
OJ
Actually one can show the following general principle

Theorem 1. Let o be a nondecreasing and nonnegative function integrable on [0,1). The
following statements are equivalent:

(i) The operator R defined by (4) maps L(o) into L(o).

(ii) o € D;.

Proof. Assume that R defined by (4) maps L(o) into L(c). Define f(z) = o(|z|) for |z] < 1.
Since f € L(o) then Rf € L(o).
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Hence

O1) + Co(|2]) = [Rf(2)|

()
1_
122) /‘1 e rdA(w)

> (- |:p? [ RACDEyT

>z 11— Zwl]?

> KO- [

1—|z|r)3

1 1
> Km /|Z| o(r)dr.

Assume now that o satisfies Dy. If f € L(0), then we get

R - RRP [ T zwm‘“( w)

o(ful)
0 [ =

\
<22 /( (|)‘)3d +0()

) 1 L
C(1 — |2])? / dr + 7/ o(r)dr | +O(1).
o (1—7)? (1 =12 Jz
Since ¢ is a nondecreasing function on [0, 1), we see that
“ o(r) A o(lz])
————dr <  dr< —V
f = | = e
and consequently, using condition D1, |Rf(2)| < Co(|z]) + O(1). O

(w) +0O(1)

Observe that Theorem 1 implies that R is bounded on L=%,0 < o < 1, and on L.
We can now state the analogue of Theorem 2 in [L].

Theorem 2. Let {z,} be a zero sequence of f € A(o).
If 0 € Dy, then there exists a« > 1 and K > 0 such that
) < Ko ().

I, el [3 (-l

If 0 € Up~0D, then there exists K > 0 such that
< Ko (|z]) + 0(1).

A (el ()

Z’YL
11—z,

Zn—=2
1—-z,2

Zn—2
11—z,

Zn—2
1—-z,2
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Proof. Assume first that o € Dy. If f € A(0), then there is a positive constant A such
that
|f(2)| < Ao(|z]), zeD.

It follows from formula (3) in [L] that

|/ (2)]
1

exp {% <1 —

Since log | f| satisfies the Dini condition D; with some C' > 1, Theorem 1 implies

Zn—2
1—-z,2

Zn—=2
1—-zZ,z

)} } = exp (R(log|f1)(2) ).

R(log(|f])(2) < Clog(o(|z]) + O(1),
and the result follows with o« = C.

Under the stronger assumption that o € D, for some p > 0 one can apply Jensen’s
inequality and obtain,
|/ (2)]

i { exp {g (1 -

Since oP € Dy, Theorem 1 yields

Zn—

z Zn—2
1—z,z

1—-z,2

Ty < (RSP
I}

(RIS ()P < (Co(2]) + O1)" < Ko(|z]) + O(1).

0
Now reasoning similar to that used in [L] gives

Theorem 3. Let o0 be an admisible weight in Dy and let k be the subharmonic function
defined by (1). Then the following statements are equivalent

(a) {z,} is an A(o) zero set,
(b) there are a« > 1 and a nonzero analytic function F' such that

F(2)e"® =0 (0%(2])) as |2| — 1,
(c) there is a real valued harmonic function h such that

e"EHEE) — O (6%(|2)))  as |z| — 1.

In particular condition (c¢) means that {z,} is a zero set of f € A(0) if and only if there
are a real valued harmonic function A such that

(5) k(z) —alogo(|z]) < h(z) for |z] < 1.
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4. NECESSARY CONDITIONS FOR A(0) ZERO SETS.

We now take the advantage of Dini condition to get necessary conditions for A(c) zero
sets.

Corollary 1. Assume that o is an admissible weight and log o satisfies Dini condition
(D) stated in Lemma 1. If {z,} is an A(o) zero set, then for 0 < a < 1/C,

oo

Z(l — |2a]?)* 7 < 0.

n=1

Proof. Tt suffices to use (c) in Lemma 1 to see that A(c) C A? with a = —a. Now the
result follows from (3). O

Theorem 4. Assume that o is an admissible weight and log o satisfies condition (D) in
Lemma 1. If {z,} is an A(c) zero set, then there exists 0 < a < 1/C such that

(6) S (1= [ Fa( =) < Culog(o(5)),

where F, : (0,00) — (0,00) is given by F,(t) = t*~1 fo ua(1+u) Moreover,

1 )
(7) T /r - t)adt = O(logo(r)),

where o(r) = > (1—|z,]), 0<r<1;and

[2n|<r

(8) n(r) = O (1 L . 10ga(7’)> ,

where n(r) stands for the number of zeros of f in {z : |z| <r}.

Proof. In (5) replacing k by kq, given by

ki(z) = E Z (= Jenl")” (see [L, p.354]),

11— z,22 "’

we can write

]_ > ]._ n
3 Z % < alogo(|z|) + h(z) for |z| < 1.

% 3 ((11_—||Z|—|2r)2)dr < alog(a(r)) + h(0).
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Hence for any 0 < s <land 0 <a < 1/C,

(1= |2n]?)? "loga(r) b
Lt < [ G0 [ g

! dr 1 dr
/s (1—=r)((1—[znf?r?) ~ /s (L =r)*((1 = [znlr)
! dr
- /s (L=r)((1 = |z]) + (1= 7))
B /1—5 1 "
Y AT+

]_ /1 [zn | 1 d
~ —AalU
(1= lzn))* Jo u(1+u)
1

(Olg_ar():) satisfies Dini condition (D) by (c) in Lemma 1,

Since

we have, due to the fact that

St el o[ ) < K(Clog(o(s)(1 = '+ £ (1= 51

n=1

Hence

S0 [ gy < K Chontoto) + 7).

1+ u)

We split the sum as follows

L= Jznl 1mag [T du
Z<1—|zn|><1_8> ([T

|Zn|§3
|zn| 1 /1 du
(1— |2 (] ———
AN /— du
(1— |2 ¢ —
+|Z|> za)( 1_S> A
~ S (1 Jzal)
|Zn|§5
S (=
(1-s)i-e = "

1—|znl 1o /1i_zsn du
(1— |z a .

|zn|>s
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Note that the third sum is bounded by the second one, hence we get the estimates

(9) Y (1= lz]) < Clog(a(s)) + O(1),

|2n|<s

and

Y (L= [z’ < C(1 =)' " log(o(s))-

|2n|>s

Finally (7) follows from (9) by Dini condition (D), and (8) is a simple consequence of

(9). O
Theorem 5. Assume that o is a strictly increasing and continuously differentiable ad-
missible weight such that log o satisfies condition (D) in Lemma 1. If {z,}, z, # 0, is an
A(o) zero set, then

(10) S -laf e <o

for every nonnegative function F' € L([1,00)).
Proof. We may assume additionally that lirr{ o(r) = oo, because in the case when o is
r—

bounded, the Blaschke condition > (1 — |z,|) < oo is satisfied. Under this assumption we

have
S (1- F0) 4y 2521 - F@0) 1ivar
S m/ )1ogud =3 (1 - Jzal) /Zﬂlog(dm (r)dr)

n=1 o(|zn] n=1

_ [ TMOJT r
= || Oy 0

Now using the inequality ¢(t) < Clog(o(t)), for all £y < ¢ < 1, we obtain

00 1
S-laf ki <€ [ R

n=1

—C/ uw)du < oco. O

Corollary 2. Under the assumption of Theorem 5,

(11) > (1= |znl) (log o(|zn])) ™ 7 < 00
n=1

for every € > 0.
)7(1+6)

u

Proof. Apply Theorem 5 with F(u) = 18 and observe that

> du 1
/a<|zn|) U(log(U))“edu "~ (log(o(|zal))) e -
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In the case of A= a > 0, and A° condition (11) was known, see, e.g. [HKZ] and
[GNW]. In this case this condition is the best in the sense that € > 0 cannot be omitted.
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