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We consider spaces of analytic functions depending on a weight p(1) 20,
te [0, 1}, defined by certain condiions, namely

(1} MAF,r)=0(pll —ry(1 —r))
(2} MAF" r)=O{p(t = r)f(1 1)),
(3) Rl =1 —r M(F r)dr < +o0.

We study boundary value problems and duality for these spaces depending on the - - o
properties of the weight function  © 1990 Acadsmic Press, Inc. ‘

INTRODUCTION

Inn this paper we shall deal with spaces of analytic functions I closely
related to 7 spaces. We shall look at those functions F, where the growth
of the LP-porm of F, (restriction of F to |z| =r} depends on a certain
weight function p. We connect these spaces to weighted Besov—Lipschitz
classes and prove several duality resulis depending on the properties of p.
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SPACES OF ANALYTIC FUNCTIONS 81

Following ideas from Hardy and Littlewood [H-L] and Zygmund [Z17],
we relate functions satislying

Mp{Fzrwo(ﬁ%?gil) L
o (P00)
Milf ”"0((1_,-)2).;.; e {02)

with the behavior of their boundary values. We find conditions on p to get
results analogous to those proved in [H-L] for p(0)=r {0 <o < 1}in (0.1)
and [Z17 for p(t)=1in {0.2). Under certain assumptions we show that the
boundary value functions must satisfy respectively

122 f1,=0lp())  (1=0%), 0.2y

whete 4, /(0 = f(6+1y— f(6) and A2 f(0) = f(9~f~t)+f5('|9mt) 27(8).
The study of the previous spaces leads in a natural way to a dual condi-
tion :

1 — . . : ST
[ MMP{F, Fydr< +oo oo (0.3
Y 1 —F . . . o ..:
Special cases of this condition have already been conSIdered m [D-R-5],
{87, and [8-W]. i

We find the equivalent formuiation for the boundary V’IIUCS of functions
verifying {0.3), reaching certain Besov-Lipschitz classes.. These resulis
extend to more general weights for some theorems in [T] and [F] proved
for p(¢)=1"

The last section is devoted to the study of duahty for these spaces It is
inspired by some results in [D-R-§7], [A-C-P], and [5- W], when very
special cases are shown. We extend them to values of b 1< p <o, fmdmg
conditions on the weight p to get analogous results.’

The reader is referred to [J] and [5-W 7T tosee some results on general' o

weighted spaces, and to [B-S1] and [B-S2] where the second named
author and 3. Bloom hdve recently proved some results of the sane type
for the special case p=

Throughout the paper M A ry will mean (1/21[ ]F(re'e)]”dﬁ)iff’
Fle™) = Fire™), by H? we mean the set of all analytic functtons on the disc
D, such that supg., . M, (F, r}<o, and C will denote a constant nodt
necessarily the same at each occurrence.
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b PREVIOUS DEFINITIONS aND Basic LEMMAS ON WEIGHTS
We shall wrile p{/f) for a non-negative non-decreasing function defined
on {9, 1) The following properties on a weight p were introduced in

[B-517 and {B-521.

Dermrmion L1, g is said to be Dini if pff)/te L'(0, 1) and there is a
constant C such that

fp—{;ﬁdsg(,*p(z) forall 0<¢<l. (L1)
s ,

p s said to be a b-weight, peb,, (n 2 1) if there is a constant C such that

1
f"(” g9 foral o<r<t, (12)

S” + 1 IPI

The reader is referred to [B-817 to see the motivation for the definitions,
some characterizations, and examples of weights with these properties.
Let us mention here some easy properties of p that we shall use later on.

FProprostTion 1.1,

(1Y ZLet p be Dini and p{0)=0. If | <a < o0 then
1
p(z)iog—gg C,p(t"™  (O0<r<1) {1.3)

ity If peb, then
1 ¢
}og—S«;Cﬂ;—}. (1.4}
1 {

Proof. (i) Simce p{0)=0 and p is a non-negative non-decreasing
function we have a positive measure dp{u) associated with it. Let us then
write
mt { o ol aF !

pLS) J J piu)

0

——ds. 1.5
L L W (1L.5)
From (1.5), Fubbini and Dini condition we have

Colr) > { log(t/) dp(u)

a g 1
> JU log(1/} dp() 2 (% — 1) log (-{-) p(r").
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(i) Tt is obvious that plsys" = Cif peb,. Then

[l rtd 1t opl
lgg—:j JE__<__ 3[. 'O(g} p(I}. T

We remark that the converse of (1.4) is false. To see that, take

p(1) =17 log b/t which does not belong 1o b,.
We now establish two clementary but useful lemmas. We include only
the proof of the second one. The proofl of the first one is similar but easier.

Levma 1.1, ler peb,. Then

! £{s) o(1)
|, Gramem < (16
. . )
M s <O M (L7}

Iy {5——}'&‘),”'1 = (]_-7?‘}”'

LEMMa 1.2 Let b, and Dini. Then

o els) o(t)
LT L8
TR A (18)
boptl—s) pll=r)
wr— e s S _ 1.9
J‘o (1—s)(1—rs)" (1) (1.9}
Proof.
b ) L U pls)
ey s (15 sl VL4
.[0 S(SZ+C12}WZ ds JQ 3(33_1_ CIZ)H,‘.’. oy jz S(S2+ CI._);MZ §

A

'gre@ds—i— [1 ps) z’s<C£)*{~t_J
g | ST

¢ Su-o—l o
L r

where Dini and b, conditions are used in the last inequality.

i p(l =) o pll—s) ’ ?‘1 p{l—r} s

do (L—s)({—rs)” S_jo (1—s)(1—rs)" o (A=sHl=rs)"
o pll—s) 1 tp(l—s)
DTSN (L—:}”L .
et oplu) b prrplyy Le(l—r)
Ej.‘,,--,ru”jL!du_é‘{‘[-——f')” J;) " duéC {]—-—?‘)”,

where again Dini and b, are ysed at the end.
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. Then

Selas)

t” L
false. To see that, take

| temmas. We inciude only
-st one is similar but easier.

1}”’) (1)

Hl—r)

1 _r)”-. (1.7}
Q {1.8)
L—r)

T (1.9}
‘ J“ pis)

r , S(.S'Z*'FC‘)'Z)H‘I?'

:;); ds<C %,

ast inequality.

opUmr)
j Aoy
*{"Mds

ri" [—s

0 =) .
:;‘IO H dugc (1 “—?')n’

ey
@
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Next we introduce the spaces of analytic functions whose definitions
were inspired by conditions introduced by Hardy and Littlewood [H-L7],
Zygmund [Z1], and the spaces defined in [D-R-3] and [5], called
weighted Bergman spaces.

DrrviTion 1.2, Let p >0 non-decreasing and 1< p < o0,

. L—r
HL? = {F: D — C analytic; M,(F', r}= 0 (’0{ ”)}

l—r
2p L D s C anaecic v oo (PU=T)
f=F D - Canalytic, M (¥, r}y=0 (112

[RPYE
B;’:{F:DﬁCanaiyti@;( 9—{1——“}‘—}
—r

MY

M(F, r)dr< +oo}.

The obvious norms in the spaces are given by
B (i)
[ prp pp= 1FO) +inf S O M (F ri< C TT,(%@ <1} {1.10)

11, p, p = HFO) + [ F/(O}]

1y
+inf{C:MP(F”, r)s;c"fi_rgg, 0<;~<1} (1.11)

pll 1) M (F, ) db. (1.12)

1—7

X
ElF%i}},p,p = (
“0

There are two conditions on p we must assume if we want the analytic

polynomials to belong to these spaces.
A
ﬂi{j =C,  O<r<l (%)

pltyre LU0, 1) (%)
From Cauchy's formula we have that

MAFE r
M, r) < C )
: .
which implies HL) < Z1.
On the other hand {++) obviously implics that A7 < B?. Let us show
now that (==} also implies Z] = H*. Indeed, let us take #in Z7.

Flre®) = f ;RJ Friee'®) ™™ di dy + re®F(0) + F(O)
oo
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Hence

MAF, < i 4 M(F”, 1) dt ds + | F'(0)] + | F(0)|

<[ [ M, 0y deas + | F0) + 1FO))

LRt

Sr (L =) M (F", t) di + 1 F'(0)] + [ F{0)]
0

//‘\

cj”"’““‘”dwc*sc.
g 11—t

Lemma 1.3, Llet 1<p<,
Ifpebithen HL =27 (1.13)
If p is Dini then
I
Fe Bl if and only zj{ p{L—r} M (E7, r) dr < oo (1.i4)
40

Proof. We know that #'(re™ )=} F"(se"}y ¢ ds + F'{0) s

MAF < | M(F sy ds+C

Yo
Assume that Fe Z7 and peb,, therefore

_ o p(l ”"5) ) . p( } p{l """?‘)
M (F ,?‘)QCJO TEE T+ O Jl,,,fi di+ < —

To show (1.14) notice that Cauchy’s formula implies that if /e B7 then
fop(l—r) MAF ¥y dr < +co.
On the other hand, using Dini condition, we can write

ds

[ mnar<] 20 aaarasars e[ 2
o

0

ptZ el (] —
<] (j Az dr)M},,(F’, s)ds+C

s;j“ ([Hgﬁﬁdu) M (', s)ds+ C

Ny U

al

pll -5y M F syds + C
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THEOREM 2.1, Jetf p
{1} F belongs 10 F
I4.,

where f is the boundary |
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Y+ LEO
(0] A+ [F0)]
VFH0) + [0

(1.13)
FUrbdr < oo (1.14)

B ds + F'{0} so

s+ .

1 —
Wiy s C‘g_}')

implies that if £e 87 then
can write

Csldsdr+C _[: p__(:_) ds
MA{F, syds+C

W(F, s)ds+ C

Lalds 4+ C
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2. BOUNDARY VALUE PROBLEMS

It is well known from the effort of several authors (see [H-LJ,
£Z22], {T]} that the growth of the first and second derivatives depends on
the behavior of the first and second differences of the boundary function.
Our aim in this section is to exhibit this relation for ceriain weights which
allows us to get the known results as corolldries. Let us denote, as usual,
for f defined on 7,

A SO =f0+0—f10)  and Aff(f?):f(9+f,)'+f(9mf}—2f(9}-

Tueorem 2.1, Ler p be Dini and b, 1 < p< oo and F analytic.
(i} £ belongs to HLY if and only if F belongs to H* and
4. l,=0{p(1)) a5 107, (2.1)

where f iy the bowndary limit of F.
(i) F" belongs to BY if and only if F belongs to H* and

rtop(t
J %(52 N4, £, dt < +oo, (2.2}
0

where { is the boundary limit of F.

Progf. We shall prove (i} and {ii) in a parallel way. The existence of
boundary values for functions in HL? follows from the fact that HLP < H?,
as we showed in the previous section, Assume now that p{1 ﬁr}/(lur)
M (F, rye L'(0, 1) and use p(2}/t> C to write

¥ i 1~y
iF,— Fol, < | MF, s ds<c | f’»(l—“fl M (F', ) ds.

r

This implies that {¥,} is a Cauchy net in L7 and therefore F belongs to H?
and then there is fin L? such that

o Lot femy
Hz)= 2V(7771——m—(6m__2}e dt. (2.3)

Let us use now an argument due to Hardy and Littlewood (see [D,
page 787} and write for 0<r <r,<land O<¢, <1

Flrye %) — Frye®) = | F/(&) de
Y
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where the contour 7 goes radially from re™ to r,e™ along |z| =7, to
g 1

r e % and then radiaily again to r,e"®* 7", Therefore

|F(r, e+ %) — F(r,e™m)]

~t

= { C{(Fse™ )| | F (s T ) dy 5 LF (™07 du,
Y ~0
Hence, taking L#-porms, #, =1 ¢, and limit as r;, -» 1 we get that for all
O<r<l,

}
1A fl,<2 | MAF, s ds+ M (F 1 0) (2.4)

We apply (2.4} to situations {i) and {ii}.
If F belongs to HL7 then

o Vop(l—s) .
i fi<ef B cot
<CJ plu )c.!’u-PCp{)
o U

Hence (2.1) follows from Dini condition.
If ¥' belongs to BY then

i | ot
J@?\A:fﬂpdf@zj r P(i) syds dr
o 1 _ 0 1
-l
+j @MP(F’,EM:)L{I
o f

i 1 A
=2 (f f’f? )M 5)d

Yo \Y1-s

1 —
o[ ‘”M(F 5) ds.
s 1-
Now using that g 15 &, we get
5}

( { 14, f1, _————M{ﬁ s)ds < o0
e Jgo 1

Let us start now with a function Fin A7 and a representation given by
{2.3). Then we have

ORI S R I 11
(NI

Fiire®)= - ?
Iy {6’“”"‘1')"

588
Notice that |4, [, = i4
M

Let us recall the estim
implies

M

which gives that F belong
the assumption (2.1).

If we apply {2.5) and I

p(lfr)
-{o 1—r
scjﬂ

Assumption (2.2} togeth
belongs to 82 The prool

Note that p{r) = (0 -
iH-L] or [D, page 78]
for Theorem 2.1{ii) for th

THEOREM 2.2, let p b

{i} I belongs to 7!

I,

!

(i1} F" belongs to £

{as before [ is the bounda

Proof.  As in the prev.
{i) and (ii}.

1t was proved in Sectio
then e H7.
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to re™ along |z| =r; to ) Notice that |4, /=4 _,f],, so
“herefore BA Fl
P | i
Mp(};f’ r)gz" E|i_'IJ Hp? .
. o JE’””""‘ rl..

J |F(r, 0Oy, Let us recall the estimate |¢™ —r®2 {1 —r) 4o for 0<r<1 which

0 implies

s r,— | we get that for all LA
MAF 1< CJ It SALY S 25
MpAFET) o {I—r¥+ct? (2:3)

1,(F, 1~} (2.4) :
which gives that F belongs to HL7 using (1.6) in Lemma 1.1 together with
the assumption (2.1}

if we apply (2.5} and Fubini we can write

Fealn) [ =D wr

1—vr
e pli—rjdr
5 IiA;fEip (jo (1Mr){(1_3.)2+cf2}> dt.

1) < C

Assumption (2.2} together with (1.8} in Lemma 1.2 shows now that F’
belongs to B7. The proof is completed.

JF ) ds di Note that piri=1" (0<a<1}is Dint and &,. The reader is referred to
[H-L7 or [D, page 787 for Theorem 2,1(i} and [T] or [F, Theorem 10]
for Theorem 2.1{ii} for the special case p{s)=1", O<a< L

Ll—nydr
THEOREM 2.2. Let p be Dini and b,, 1 = p< o0 and F analytic

Y
'r) MF', s)ds : (i) [ belongs 1o 27 if and only if F belongs to H” and

147 fl,=Op(t)y  (1-0") (2.6)
SAE7, 8 ds.

{it) £ belongs to B! if and only if F belongs to H" and
Yoldy . -
[ Bz, d< v @7

Fos)ds = oo

{as before [ is the boundary value fimction of F).

i a representation given by , ) . _ .

Proof. As in the previcus theorem we shall proceed simultaneousty for
(i) and (i},

It was proved in Section 1 that Z7 < H”. Let us show now that if "¢ B

) fre(e — &)
¢ dt. R then Fe H7.
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As before
MAF. <] | MJE" ) duds+ IFAO) + F(O),
v O

-
All we have to estimate is the first term on the right hand side. In fact,

fr [ M(F", ) du ds

00

sl oA
( MAF", uYyduds

P opi
= [ M, ) ds

Y0 Y

-1 [T Ty
[ - MiF wdusC | pLL =

M F", u) dis
Y6 o 1—u ’ p{ M) "

In the last inequality we used the fact that €< p(l—u)/{1—u)* since
p € 5. Therefore we conclude

{1 MF ) dueds
(L
tp(l —u)ﬁ

o 1—u

g M(F" u)du< oo, since 7 e BY.

Hence in both cases £ is the Poisson integral of its boundary limit £, That
is

Flre'y = [l Pr, 1) fle™) dr, (2.8)
1

N -

where
Plr, 1} -
Pt e ———
1413 —2rcosmt
To estimate [47/]i, let us use an argument due to Zygmund (see [D,
p. 771}

Given 0<r, <rs<!and 0 <7< 1 we wrile
AJE, w ANF,, —~ F )+ 4 F,
mt

H - Y m N o
A2E, (B) = ir, J g (( Frir eErely ginléro) a’v) du
Yo p

¢

.t
4 f'!“; ; (5:”[{5’*“],,, Em((1~—— u;} Fﬂ{i,lem(’f}—u)) di!.
“0

590

Therefore
2
I47F, 5,
On the other hang

F(rzeim}} . F(?'1€’mg) — Gg,—“

which implies

5 o i
CHUAY SR TS

1

Wote that
A ™ F (™)) =
Hence

”AIZ (einﬂff(r

Thus

ATE, ~ F ), <

Combining (2.9} and (2.
we get

l47 fit, <C

¥

Let us consider (2.11) for |
M(F', 1)< MAF", r)

14271, < Cr(M (F

< Cplt)+C

Using the Dini condition v
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Therefore

2 i 2 on 3 no, r

S(0) + 1F(O)L. E |47F,4,<Ct (MAF" r}+ M (F ) (2.9)
j On the other hand

iaht hand side. In fact, o i _ A

rig and siae. i [act, 1‘(?‘3{3”{“)W*I‘(?‘ié’h'g}362“!9 [ : (3,275} F”(SG‘I"G) ds + (’.2_1.1) emﬁFf(rlemO)

which implies

F

A9 IR ! " in ’ i
lid?(fq“f‘n)ﬂp@»‘j (1 —5) ML{F", syds + (1= r )| 47" F (r ™),

Note that
e A{(emﬂFf(rlemﬂ)} - A{(emﬁ‘j F"{?‘l ein[ﬂ+ t)} + gim} A,F’(?'lemv}-
:l) M AF", u}du. Hence
. , . A7 (eTF (1 e™ D, <24 L™ F (7)),
C<p{l —u)/{(1—u) since )
S CHM,(F', 1)+ M(F", 1y)).
Thus

ATE, ~ F o), SO —r) UM (F', 1))

0, since F" e B2, S . p
FMAF N+ C ( (I —s) M (F", s)ds. (2.10)
Y
its boundary hmit £ That ; . .. . .
Combining (2.9} and (2.10), writing r; = 1 — ¢ and taking limit as r, —» |

‘ we gel
A, (2.8) . .
lidffhp % Ct“(Mp(Ffa - t} + Mp(F”s 1 f))
1 .
vl sy MF, 5 ds. (2.11)
Yi—-t
! Let us consider (2.11) for Fin Z7 and recall that
tue 1o Zygmund (see [D, ()
MAF, r<MAF", r)+C  and Cs’{}? since peb,
1
F, |42 f1, < COMF" 1 =0+ O+ C [ (1-5) MF", 5)ds
P—1
A
-5 ein({i-r-v) dU di/f L {l .5 d
) ) 1 <cpn+cl 2 :)d.;:cmzwcj B%Edu.
! Yi—t . ]

ff e i8]
(rie 3 dit. ! Using the Dini condition we get (2.6,
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Using (2.11) for F" in 8] we have

etple) o Lreld) Lpteln
| B A ds | S M ,1-r)d,r+cj e
1] Y0

o

+Cj %—

L

"t p(t— |
<C | plt=s) M(F", sy ds+ C
0 1—3

+CF X "m (1 ) M(F”, 5) ds.
o \Y1-s i

Therefore the f, condition implies (2.7},

(1—s) M, (F", ) ds di

591 : 592 ;

and (1.6) m Lemma 1.1, to:

fo ij.
Assume Now {2 ) USII]&
;‘3(1“ ) ,
[ MF", ) dr <
o 11—
<
=

;:s Observe now that if peb,
we get that

To see the converse of (1) and {ii) let us assume Fe H? and is repre-

sented by (2.8},
From (2.8} a standard argument shows that

= [ Polr, 1) 42110} du.

u‘

Then
- - ".E r; P f
MAE ¥ ﬁjn [Poolr, Y 4: [, dt
It is easy to see that
‘ ‘ C
[ Poalr, 1) € 5> for Q=i

({1 — )+ cth)??
which implies

! A2 [
MAFu ry<C J[ 14571, 0

o {(1 7},)2+ (12)3/2

Note that 2F”( z}=Fylz}— Faglz) and Fp(z) =izl Fyeiz) then it follows
;)(FD: I“) +MP(FH69 r}é\Mp(Fgg, r)+ C. Hence

that for » > 3, MF" r}<

LAY, d
M(F' r<C| 5 sz + C.
i p( ) j ({1__’) +Cf2j3"2—i

If we assume (2.6} then {2.13) says

N pl)di .
MF', )€€ | i+ €

{2133

f p (1—-r)
1—7
The reader is referred

Theorem 2.2(i} and (i), ¢
different approach to part |

Cur next objective is to [
on conditions for p.

The next theorems are
[[3-R-87, among other thir
were characterized in terms

B,= {F: D - C analyti

where p=1/{1+a) il O<u

Flett, in [F], has go
interesting result of dualit:
namely it was shown that !
be identified as

J':{F:DﬁCan

Here we shall present two t
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()
i+ C p‘—{’dr
0

-$) M (F", syds di
,S)ds+C

) (15} M (F", 5) ds.

wsume Fe H? and is repre-

for G<ir<l

i,
Wa’z. (2.12)

b= {z| Fyolz) then it follows
JF)S M {(Fyp, r) + C. Hence

TS . {2.13)
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and (1.6) in Lemma 1.1, together with C < p{¢)/1” gives that F must belong
g

to Z%.
Assume now (2.7). Using {2.13} again we have
Lo(t—r ! f—r
[ £ G0 s ) a<ce| b U2 ar vy dr
o tr g 1=

S LT L
sCw ng 1—r (L ((1 —_ ,')2 + C12)3/’2) dr

e p(t—rydr .
<C+L (Jo (1 —r)it ~;)2+cf2')3f2) 14771, b

Observe now that if p e b, then also pe by, so applying (1.8) in Lemma 1.2
we get that

pl) |

TR

(]
[ — ") 0 F ) dr < cr|
]

1
ALf|, di < oo
I—r 0

The reader is referred to [Z1] and [T] to get special cases of
Theorem 2.2(1) and (il), respectively, and to [B-827 to see a stightly
different approach to part (i) for the case p= .

3. Duanity RESULTS

Our next objective is to find the predual space of ALY and Z% depending
on conditions for p.

The next theorems are inspired by ideas from several papers. In
[D-R-57, among other things, the predual spaces of 4, (0 <ae<1jand A,
were characterized in terms of the following space

B,= {F: D — C analytic: J: (

Yo—@

(1 — )22 | F(re™)| df dr < -5—09},

where p=1/(1 +a) if 0<a<1 and p= 1, respectively.

Flett, in {F], has got an extension to A7 for 1 <g<c0. Another
interesting result of duality was achigved in [A-C-P] a few years later,
natnely it was shown that the predual of the space of Bloch functions can
be identified as

rt

J= {F: D — C analytic: J [ﬂ VF (re™y| dO dr < +oo},
q 4

-7

Here we shall present two theorems which cover all these cases and also get
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some extensions of those. The reader is referred to [B-817 and [R-827 for
some other duality results using block decompositions for the special case
g =0,

Tueorsm 3.1, Let p be by, [<q< oo and 1/p+ lfg=1. The predual
space of HL? is isomorphic to

-1
I {F: 5 — C analyiic: l p(l—r) M, (F', r)dr< +oc}
‘o

endowed with the norm [Fll, , .= |FO) + {} p(1 —r) M{F', 7) dr.

Proof. Let us take G(z)=37" ,a,z" in HLS and Fz)=37"_,b,7" in
J7. Then define
$lry=3 abr ' for G<r<l. (3.1)
=l
{The reader can easily show that {a,) = O(1) and |b, = G(n} which gives
sense to 3.1y for O<r<l.)
We shall show that {¢{r)},.,., is a Cauchy net. Let us rephrase (3.1)
using the equality

n+nl (=525 ids=1  nzl,
Y0

Therefore

Mumzfnff)(iamAmr“%n+1nuﬂ)m

] = ]

which unplies

#r) -(m)f (1—s }f Firse™) Gy(se ™Y e O db ds,  (3.2)

r
-

where & {z)=2[ Gz} G(0)].
Notice that Gi{z}=zG"(z}+ [, G'(se”) e ds for z=re” which implies
that M (G, ri<ZrM {G', r} and then G, & HLY and also

GE H Hi,qp = C !EGHHI,,q.p'

Using (3.2} we have
glr)— ot )_{1/7[” ( (15[ F'{rse®y - F'(r'se™y]

XGQ{SQHEU)EWW d@ (fS

594 1
and then applying Holder's

l{r) —$(r' ) < (2fn

scf

“q

A simple application of 1
[(r)— ¢ ~>0asr, -

Its boundedness follows als

IPUF < sup 9(r)]

O<r=t

<[ pti-)

Conversely let us take  in
(nz=0)

Since i‘u;x”.},p,p % Cj(l) p{l
fanction

Now we estimate A4, (G, r)
M(I(G” )') ==

for some f'e L? with | fl, =

Using Fourier expansion
L[ opens
2l

Notice that S nf(n— 1)
allows us to write

M (G, r)

q




CTHONS 593

d to [B-S17 and [B-52] for
sositions for the special case

d l/p+1/g=1. The predual

W7 ) dr < —&—cc}

1 —ry M (F, r)dr,

L% and Flzy=2 b,z" in

n=0

G<r<l, 3.9

and |b,| = G{n} which gives

1y net. Let us rephrase (3.1)

i 1 nzl
Yna+1) cz,;s”) ds

Filse ™) e 40 ds, (3.2}
s for z=re” which implies
.7 and also

N

(rse'y — F'(r'5e™)]
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and then applying Holder's inequality, we get

B NS ) [ (1=5) MG 5) M (B iy 5) s
~ 1
«C

pll —5) M{F .~ Fl., 5) ds.
A simple application of the Lebesgue convergence theorem shows that
ip{r) —(r > 0 as r, ' — 1. This allows us to define tbe linear functional

S{Fy=lim ¢{r).

r—=1

{ts boundedness {ollows aise from (3.2)

|[BF) < sup |d{rH < sup r (I—s) M (G, s) M (F', rs}ds

OD<rgi Qorgl 0

Conversely let us take ¢ in (J7)* and consider a, = y(u,), where u,{(z) = 2"
(=0}

Since |u, ), <Clyp(l—s)s" ' ds<Cn, we may define the analytic
function

Glz)= Y a,z" (3.3)
o

H=

Now we estimale M (G, r} as follows. Fix 0<r <1,

4

MG(G", i’)=1(1/2?c) J. G’{re‘ﬁ}f{e—iﬂj dﬁl

for some f'e L? with | f,= 1.
Using Fourier expansion we have

e

L1 Gire® fle ™ do =3 mpluy) fn—1) -2

2n

Wotice that >77 | af(n—1)r" ““lu,,:Fm converges absolutely in J2 which
aliows us to write

MG, )= W F ) < - TE G, (34)
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1 s elementary to show that

g L Lo fle™y
Folay=a"F'lrey+ cFrzyand Flz)=— fige ) e dr
2wl et —z

which gives

MFL, sy < CM(F" is)+ C.
Notice that ||/}, =1 and

{re' )_3[ éf:wﬂ) g2 gy

wi e (e )

then

MF", rs)<C

" di i
‘. sl 2
doa et —rs (1~—rs)

{The reader is referred to {D, p, 657 for the last ineguality.) Hence

i
| p(1—5) M, (F, s )d5<(+£f p(1— ) M UF", rs) ds
Y

Eis)
Lot pid ﬁ“”}
<O+ <c?
M AT 2 17

where the last inequality foliows from the fact pebd, and (L7} in
Lemma 1.1, Finally G e HY from this inequality and (3.4).

Trrorem 3.2. Lef p be Dini and by, 1 <g< o and Vp+1/g=1. Then
(B =28

Progf.  We follow a similar argument as in the previous theorem , but
interpreting things slightly differently. Take

oo ol
Y 0 i Y o I
J= 2 a2 in Z¢ and Flz Z .27 in B
Now we define

Plry= 3 a,b,r" (3.5)

596 :

and rewrite it as

P =aghy+2 | ¢

Q

Hence
It
ry=aobo+= |
g
where G,{z)=zG{z).

Note that G{z) =zG"{(z
JM{J(G

Using condition b, (in part
&ﬂd EIG ”‘ qp“«C”G‘E/q Fou
Using {3.6) we can write

X G

Therefore Holder's inequali

l¢{r}— (')

To finish the direct implic
theorem and we take into ¢

which aliows us to prove th

To do the converse we he
% is dense in B (since
Hi={(HY, l<p<aow, of
such that

W(F) =

for all ¥ in &% with bound:
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i 28} df

()

ist inequality.} Hence

-5y M (F", rsids

» fact peb, and (1.7) in
y and (3.4).
Sov and 1p 4 1fg=1. Then

the previous theorem | but

.
— " . r
=3, b,2" in B2,
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and rewrite it as

#1 [o=

A
B(r) = agbs + 2 {15 ( {n+1)na,s" a,,{sr)”) ds.
=1

Hence

hEls

Frse™ Gl{se=) e dﬁ‘) s, (36)

Blr)= aghy + 1{ (zwv)(

where Go{z) =zG(z}.
Note that G(z)=zG"{z) + 2G'(z} which gives
MGy, r) < CM (G, r)+ 2G7(0).
Using condition b, (in particular C < p(7)/¢°) we get that G, belongs to Z¢

o
and ‘EGZ!IL 7.0 = C EGHi o, 0
Using (3.6} we can write

1 s 7 I
H) B =) [ [ s se ) (e
x Gy{se ™) e db ds.
Therefore Holder’s inequality and G,e Z% imply

U“é)
i

i)~ 40| SCJO M(F,~F, s)ds.

To finish the direct implication we repeat the argument in the previous
theorem and we take into account that
1 Fp{l s .
E%_____‘i} f &mm} M,;(Fa §)ds
—5

Jo ~ &

i
FO)<C | 1FO) ds<C
0
which allows us 1o prove that [@(F)<CIFl 4 ..

To do the converse we have at our disposal an extra fact to use. That is,
H? is dense in B (since p{t)re LYY then if We(B2)* there is a G in
He= ({7, L<p<a, or in BMOA for p=1 with boundary values g
such that

Ey=(1/2m) [ gle®) fie =) db (37)

-7

for all £ H? with boundary limit /.
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Again we can write

¥4

\ : ; f
MG = (1) | Gy flet) do

for some fin the unit bail of L7,
{t is easy to write now

MG, )= ! (om

gle™) F,(e™™) dﬁ% AT (3.8)

n

where F(z) =%, (n+2)(n+ 1) fin) r*z"*? that is

. s fle "y H(r, e z)
Fo{z)= : - dt
{r)( ) J‘Wn {1 N }'{?”2)3
and |H(r, 2", 2) < C
The same estimate as before gives
e di C
MAF ., < Cifl, —z .
p( r}s 3)‘\ sj%; ““w;r:H—P’SE”ES {1—?‘.’9}2
Thus
. Fptl )
E!]f(r)h 8, 5.0 :‘[O “-1__":— [wp(F{rja 5) ds
rtp(l—s5)  ds

SCJO (1—5) {1—ps)

Applying (1.9) in Lemma 1.2 together with {3.8) gives

M(G" <l AE, L, < €2

ﬁ,r”Jﬂp,p“- {; o ")2'
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