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1.0 Introduction

ViSta—the Visua Statistics System —is an open, extensible and freely distributed system for teaching introductory
and multivariate statistics and for research and development in visual and computationa statistics. ViSta features
state-of-the art statistical visualization techniquesfor visually guiding novice data analysts; for visualizing the overall
structure of the data analysis session; for visualizing the results of analyses; and for visually exploring the effects of
re-parameterizing models. In this paper we discuss visua statistical analysis using ViSta.

ViStais designed for an audience of users having avery wide range of data analysis sophistication, ranging from nov-
ice to expert. ViSta provides seamlessly integrated data analysis environments specifically tailored to the user’s level
of expertise. Visual guidanceis available for novices (such as students), and visual authoring tools are available for
experts (such as teachers) to create guidance for these novices. A structured graphical user interfaceis available for
competent users, and acommand line interface is available for sophisticated users. The complete Lisp-Stat (Tierney,
1990) programming environment is available to researchers and graduate students who wish to extend ViSta's capa-
bilities.

The fundamental hypothesis underlying ViSta's design is that data analyses performed in an environment that visually
guides and structures the analyses will be more productive, accurate, accessible and satisfying than data analyses per-
formed in an environment without such visual aids. We believe that this should be true for all data analysts, but more
so for novices. ViSta's design understands that visualization techniques are not useful for everyone al of the time,
regardless of their sophistication. Thus, all visualization techniques are optional, and can be dispensed with or rein-
stated at any time. In addition, standard nonvisual data analysis methods are available, including printed reports, a
command-line interface and support for scripts for automated analysis. This combination means that ViSta provides a
visual environment for data analysis without sacrificing the strengths of standard statistical system features that have
proven useful over the years.

ViSta provides four state-of-the-art visualization techniques. These techniques, which are overviewed in Young
(1994) include 1) GuideMaps that visually guide users with little or no knowledge about data analysis (Young &
Lubinsky, 1995); 2) WorkM aps that visualize the structure of an on-going data analysis session and that let the analyst
return to earlier stepsto pursue new analysisideas (Young & Smith, 1991); (3) Dynamic statistical visualization tech-
nigques designed to accurately and efficiently communicate data structure and modeling results (Young, Faldowski &
McFarlane, 1993); and (4) Statistical Re-Vision techniquesthat let the analyst visually explore the effects of revising
model parameter estimates (McFarlane & Young, 1994; Faldowski, 1995; and L ee, 1994). We present examples of the
first three of these techniques in this paper.

Vistais based on the Lisp-Stat system (Tierney, 1990). The complete Lisp-Stat data analysis and programming envi-
ronment is available to those who wish to use it. However, ViSta hides this programming environment from those who
are less expert, so that they can perform analyses entirely in a point-and-click manner. ViSta runs under Microsoft

Windows, on Macintosh microcomputers, and under Unix. For more information about ViSta, seeYoung (1994). The

1. This paper was published in: Stine, R.A. & Fox, J. (Eds.) Satistical Computing Environments for Social
Research., Sage Publications, Inc. (1997), pp. 207-235.
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compl ete ViSta software system, documentation and relevant papers may be freely downloaded from the World-Wide-
Web siteat http://forrest. psych. unc. edu, or by anonymous ftp fromww. psych. unc. edu.

In this paper we show how ViSta can be used to perform the analyses of the Duncan (1961) data that Tierney (1995)
performed using LispStat. In addition, we show how Bann (1996) used LispStat to enhance ViSta so that it can per-
form certain additional analyses which cannot be performed with Lisp-Stat.

2.0 Basic Use of ViSta

ViSta provides five different data analysis environments (guidemaps, work-
maps, menus, command lines and scripts). Each of these environments provide
identical data analysis capabilities, but the human-computer interaction style of
each environment is tailored for users with a specific type of data analysis com-
petence. In addition, ViSta provides a sixth computing environment (authoring
tools) for expert statisticians to create the computing environment that is
designed for novices, and a seventh computing environment (Lisp, itself) for
programmers who wish to extend ViSta's capabilities. We review these seven

“izualizg Data ..

environments here. Report Data 1 Surnrnaride Dta
I
GuideM aps. ViSta has guidemaps, visual diagrams that guide novice |
data analysts through the steps of adataanalysis. Figure 1 is a guidemap for — =T

exploring data. The steps are indicated by buttons — highlighted (dark) buttons :
are suggested steps. The sequence of stepsisindicated by arrows pointing from GoTo Mew Data
one button to the next. The structure of the guidemap doesn’t change as the
analysis proceeds, although the highlighting does.

Figure1: A GuideMap

The novice user makes choices by pointing and click-
ing with amouse on the !'! side of a highlighted button.
Help about the step may be obtained by clicking on the
?? side. After asuggested step is taken the selection of
active buttons changes to show the user which actions
can be taken next. In the guidemap shown in Figure 1,
the button highlighting indicates that the analyst hasthe
choice of three actions: show the datasheet, list variable
names or list observation labels. When the user chooses Morm-CarRatings
any one of these three actions, the action takes place =
and the chosen button turns gray, sinceit isno longer a
recommended action. The other two buttons remain rats—foores
highlighted. These two buttons have to be used before =
the next three buttons are activated. In thisway the user
is guided to use all three active buttons before doing
anything else. They can be used in any order. Once they

Coefs-PCA-Car-Prefs

areall used, the next group of three buttonsis activated, Guidance
and the analyst must use them (in any order) before
going on. For more detail seeYoung & Lubinsky, 1995. Save Model
. Delete Model
1]

Wor kmaps. ViSta has WorkMaps, visual dia- Create Data
gramsof the stepstaken in ada_taanalys_smon, Disuslize Model
which can serve asamemory aid for novices aswell as Re Ilr Model
those who are more competent. An exampleisshownin B

Figure 2. Unlike a guidemap, whose structure doesn’t
change, aworkmap automatically expands as the steps
of the analysis take place. It serves as a history of the

Figure 2: A WorkMap with a Popup Maodel Menu
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analysis, and can be used to return to previous steps. On the workmap, the statistical objects that form the grist of the
analysis are represented by icons. The flow of the analysisisindicated by the arrows connecting the icons.

There are three kinds of icons on the workmap: First, data icons, theiconsin the
figure which are taller than they are wide with tall and very narrow boxesinside. m

Thisicon represents a dataset with variables inside. Second, analysisicons, the Guidance

icons which are short and wide with mathematical symbolsinside them. Thisicon

represents an analysis (such as multiple regression) as a mathematical operation. ;ﬂ'l-'et Dfl']t ﬂt
elete Data

Finally, model icons, the icons which are shaped like adataicon, but with both
vertical boxes and mathematical symbolsinside. Thisicon shows data and mathe-
matical operations since amodel is a mathematical abstraction of data.

Create Data

Show DataSheet
List Observations

The dataand model iconsin the workmap can be opened to visualize or report data
List Dariables

or results. A double-click on adataicon opensit to show its datasheet. A double-
click on amodel icon opensit to show itsreport. An option-click on adata or
model icon produces the icon’s popup menu. In the figure the model icon’s popup-

Disualize Data ...

menu is shown with the user about to open the model’s visualization. The analyst | Feport Data #h
can use popup menus to carry out an entire data analysis. Browse Data %B
Summarize Data ... #Y

The workmap shown in Figure 2 shows the steps that have already been taken in
an on-going analysis. We see that the analyst began with the “ CarRatings’ data.
These data were normalized, creating new data named “Norm-CarRatings’. The
analyst then loaded “ Car-Prefs’ data, creating athird dataicon. These data were
analyzed by principal component analysis, producing an analysis procedure icon .
named “PrnCmp”, and amodel icon named “PCA-Car-Prefs’. The analyst then ‘/'J'_]hpres“ge

requested that the model create two datasets, one for the scores and the other for Figure3: The Data Menu
the coefficients. After the normalized ratings were merged with the scores, a multiple regression analysis was per-
formed. The popup menu hides the remainder of the workmap (a partially hidden regression model icon and icons for

Merge Uariables
Merge Observations
Merge Matrices

two datasets output from the regression). For more details see Young & Smith (1991) and Young (1994).

M enus. ViStaalso has an ordinary menubar-type menu
system, which is designed to be used by those familiar with sta-
tistics and statistical systems. The menu shown in Figure 3 isthe
Data meny; it contains menus items oriented towards exploring
data. Menubar menus can be used whether or not theworkmapis
open, since they are pulled down from the menubar rather than
being popped up from the workmap. The two menu systems
have identical menu items. Moreimportantly, the menu items are
identical to buttons on the guidemap, as can be seen by compar-
ing Figure 3 with Figure 1. Note that guidemaps are a structured

menu system (and menus are an unstructured guidemap system).

Command Lines. ViStaincludes acommand line inter-
face for sophisticated data analysts. The commands are entered
through the keyboard in standard Lisp syntax. The commands
that the user has access to are al of those in Lisp-Stat, plusthe
additional commands provided by ViDal —ViSta's data analysis
language. These commands cause the analysis to take place and
they create the workmap. For example, the ViDAL statementsin
Figure 4 are equivalent to the workmap shown in Figure 2, plus
they include code for browsing the data and for creating a model
report and visualization.

(l oad-data "carrats")
(normal i ze- dat a)
(br owse- dat a)
(visualize-data)
(l oad-data "carprf14")
(princi pal - conponent s)
(create-data)
(setcd scores-pca-car-prefs)
(setcd normcarratings)
(nerge-vari abl es "rats-scores")
(mul ti pl e-regression
:data rats-scores
i responses
(send carratings :variabl es)
cpredictors
(visual i ze- nodel )
(report - model )
(create-data)

Figure4: ViDAL -ViSta's
Data Analysis Language
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Scripts. The environments discussed above are all highly interactive. This meansthat Vi Staresponds as soon as
abutton or icon is clicked, amenu item is chosen, or acommand is typed. Thisis desirable in many situations, espe-
cialy when the analysisis a one-shot or exploratory one. However, in other situations, such as when an analysis will
be repeated again in the future on anew wave of data, it is better to be able to collect all commands together into afile
and run them all at once without user interaction. This can be done with ViSta: When commands like those shown in
Figure 4 are saved in afile, they become a script. The script can be loaded into ViStato create an analysis that requires
no user interaction. Note that the script creates the workmap shown in Figure 2, if desired.

GuideMap Authoring Tools. ViSta provides graphical tools so that experts can author the guidemaps just
discussed. These tools are described by Young & Lubinsky (1995).

Lisp. Theentire Lisp programming language is available to the programmer who wishes to extend the capabili-
tiesof ViSta. A brief programming example of how ViStawas extended to include the robust regression analysis capa-
bilities reported in this paper is given in section 6.0.

Seamless | ntegr ation. The data analysis environments outlined above are all seamlessly integrated. Gui-
demap buttons correspond to menu items, and generate commands that are identical to those typed at the command
line. In fact, the titles of the guidemap buttons and the names of the menu items are both identical to the commands
that can be typed. These commands, in turn, generate the structured analysis diagram and perform the data analysis.
Scripts, as we mentioned, contain the same commands. Finally, the guidemap authoring tools are based on the same
underlying commands. Thus, all environments are seamlessly integrated via the underlying data analysis commands.

Because of this seamlessintegration, it is possible to switch between the several data analysis environments at any
time. When the analyst moves into an unfamiliar type of data analysis or looses track of the overall structure of the
analysis, ¥he can switch from the command line interface to the menu-based interface. If the workmap is hidden, it
can be shown at any time, with the entire structured history of the analysis session being presented. Similarly,
guidemaps can be switched on or off as desired, without loss of continuity. Also, once a script-based analysis has been
completed, the analysis can continue interactively in any of the above ways.

Note that in the remainder of this paper we say that the user performs a step of the analysis by “using an item” that
carries out that step. Due to the seamless integration of the various environments, the user could be clicking on a gui-

demap button, choosing an item from a menubar menu or from a popup menu, or by typing acommand. They are all
equivalent.

3.0 Looking at the Data

In this section we begin to explore the data, but first we must get the datainto ViSta.

3.1 Bringing dataintoViSta

E1= Dista WorkMap
Data can be imported into ViSta by using the Import Data item. Imported

data must come from atext file that has one line for each row of data, where each

line has one number, symbol or string for each variable, the numbers, symbols or

1]
1 (= L

n
strings being separated by spaces. The first column of data will become the obser- [l""
vation labels (this can be switched later). The Duncan (1961) data begin: JobFrestige
Account ant PROF 62 86 82 o Ao
“Airline Pilot” PROF 72 76 83 Figure5: WorkMap after
Archi t ect PROF 75 92 90 the Data are L oaded into ViSta

This defines observation labels and four variables. The first variable is understood to be a category variable and the
last three are understood to be numeric. Note that Account ant and PROF are symbols, whereas “Airl i ne
Pi | ot " isastring. Strings must be used to input blanks as part of avalue.
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Rather than importing the datafrom atext file, New Data can be used to create a datasheet into which the data can
be directly typed. Save Data can be used to save the data as a ViSta datafile. Thisfile can be used again later with
Open Data. Oncethe dataare into ViSta, either by importing text, typing it into a datasheet, or by opening a data-
file, the data are represented in the workmap by a dataicon, as shown in Figure 5. Since thisisthefirst step in the
analysis, the workmap only has one icon.

We can now begin our ex_plor_ation of the data_ by double- |, - .l c:aTt::zrg d:::::: ;Trl:::z Td:er::ﬁz
clicking on the dataiicon in Figure 5, or by using Show FoTE—— PROF. B2o0!  meon. Z200
Datasheet. This produces Figure 6. Note that the T Bt T B P I
datasheet has been used to edit the default variable names | architect PROF! 7500 9200f 9000
(which are simply Varl, Var2, etc.) and the observation Mowelist PROF: 5500 90.00; 7600
labels. Looking at the datasheet reveals no noteworthy fea-

tures, so we proceed to ook at summary statistics and at a

visualization of the data. Figure 6: Datasheet showing first 4 Observations

The Summarize Data

. =[I=——— JobPrestige Summary 5tatistics Report FE|
menu item can be used to see - - J J B
. . . Title: JobPrestige <
the univariate summary statis- Dota: JobPrestige ]
ticsshownin Figure 7. An UARIABLES ¢Mumeric) MERM 54Dy URRIAMCE  SKEWMESS KURTOSIS M
Optionsdiak)g box lets the user | neome 41.87 24 .44 5a7.07 o.11 -1.28 45,0
. Education 52.56 20.76 88571 0,23 -1.50 450
see ranges, correlations and Frestige 47 .69 31,51 o9z o0 .15 -1z 4sfo
Covanances. Notethat whenthe | cq aeies cord. & tun. s HiniH 1st 0 HED | A Srd 0 MAXIMUM
novice user usesthe Summa- | 1neome 7.00 21.00 42,00 £4.00 g1.00
- . Education 7.00 26,00 45.00 g4.00 100 00
rize Data guidemap button, Prestige 2.00 16.00 41.00 g1.00 0700 [
no options dialog is presented, |

under the assumption that such _ .
choices confuse navices. Figure7 Summary Statistics for the Duncan Data

Finally, the more sophisticated user cantype (sunmari ze-data :correlations t :ranges t) which
will cause only correlations and ranges to be displayed. Other options are available to print other summary statistics.
Aswith the datasheet, the summary statistics reveal nothing noteworthy.

The Disualize Data menuitem can be used to obtain the five-window visualization of the data shown in Figure 8.
This visualization includes a scatterplot-matrix in the upper-left, a spin-plot at the upper-middle, a scatterplot at the
lower-left, a histogram at the lower-middle, and a observation-label window on the right. These five windows are
linked together in two ways. First, they are linked by variables: It is possibleto click on cells of the scatterplot-matrix
to determine which variables are shown in the scatterplot, spin-plot and histogram. Second, they are linked by obser-
vations: Clicking on one or more points in the spin-plot or scatterplot, dragging across a portion of the histogram, or
clicking on observation labels will cause al four of these windows to highlight information showing where the corre-
sponding observations are in each window. In addition, the spin-plot and scatterplot can display labels, asis shown.
Of course, it is possible to spin the spin-plot into an interesting position, as has been done here.

This figure demonstrates that simultaneously displayed linked dynamic plots can provide a very powerful way to
explore data. Spinning the spin-plot revealsthat the data’s point-cloud is elliptical, but that there seem to be three out-
lying jobs (Minister, on one side of the main swarm of points, and the two Railroad jobs on the other). Looking at the
raw data, or at the histograms, reveals that ministers have a high prestige, high education job which pays poorly,
whereas railroad jobs pay well but are associated with low education (and conductors also have low prestige). As
pointed out by Tierney (1995), an OL S regression analysis of prestige on income and education is likely to be deter-
mined by thefirst principal component of variation in income and education, but the fit might be sensitive to the three
outliers. We turn to such an analysis now.
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Figure 8: Five Window SpreadPlot Visualization for the Duncan Data

5.0 Multiple Regression with ViSta

ViSta can perform four kinds of multiple regression: Univariate or multivariate ordinary least squares (OLS) multiple
regression; and univariate robust or monotonic multiple regression. For more detail see Bann (1996a; 1996b). We ana-
lyze the Duncan data with each of the three kinds of univariate regression.

5.1 Linear Regression

The Regression Analysis menu item produces a dialog box for selecting
response predictor variables. Once variabl es have been selected, aregression analysis
object and a regression model object are defined and represented on the workmap,
which now looks like Figure 9. The regression analysis object is represented by the
(small and wide) analysisicon in the middle. The regression model object resulting
from the analysis of these datais represented by the lower (tall and narrow) model
icon with both vertical boxes and mathematical symbolsinsideit. Instead of using the
Regression Analysis menu item, the analysis can also be done by typing:

(regression-anal ysis

. response “prestige”

:predictors ‘(“Income”

“Education”))

=[IE ViSta WorkMap =0

REG-JobPrestige

A B

Figure9: WorkM ap after
Regression Analysis
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S| lista Report

Multiple Regression Analysis

Made | : REG—JobPrestige

Response Uariables: (Prestigel

Fredictor Yariables: ¢lncome Education?

For Response Uariable Prestige

FARAMETER ESTIMATES ¢LEAST SOUARES» WITH THO-TARILED T-TESTS.

Term Estimate 5Std. Error t—-Fatio P-Ualues
Constant ] 4.27 -1.42 0. 1631
I icome 0. &0 0.1z 5.00 <. 0001
Education 0.55 .10 5.56 <. 0001
SUMMARY OF FIT:

F Squared: 0.23

Adjusted R Squared: 0.2z

Sigma hat CRMS error?: 13.37

Mumber of coses: 45

Degress of fresdom: 42

AMALYS 1S OF UARIAMCE: MODEL TEST

Source Sum—of-Squares df HMean—-Sguare F-Ratio F-Ualue
Mode | 36180.95 2 18090 . 47 101.22 <. 0001
Error To0G. 70 42 178.73

Total 43687 . 64 L)

Figure 10: Report of the Regression Analysis

Double-clicking on the model icon (or using Report Model) produces the report of the analysis shown in Figure
10. We seethat thisislike the report provided by Lisp-Stat (Tierney, 1995) but that it is enhanced to include t-tests for
each predictor’s contribution to the regression, as well as an analysis of variance of the overall model fit (and, option-
ally, response values, fit values, residuals, leverages and Cook’s distances). We see that both predictor variables, and
the model as awhole, fit the response very significantly.

While thefit is very significant, it may be due to the outliers we saw in the data visualization. Thus, we use Disual-
ize Model menuitem to seeif thisisthe case, producing the visualization shown in Figure 11. This spreadplot has

OLS Regression Residuals 1 Influence 1
O Location O tterate O Lacation O v-tis O Lacation O v-piis
P o Minister o Minister
o = -+ [ ] *
= Reparte n N z
E % = . g = ¢ kR Enginser ] =+
i = o A
&g SR | s el B3
Zo a e ? — ;".'% o o oy o RR Conductor
o o o o 2o o °° RR Conductor 2 g *
a 3 o w G s Tt Repotrter 5 .RR Eqﬁﬁ@lﬂer
i 85 * g 2%
[= =1 2 T T T | T 0 T T T T | o
0 =20 40 &0 20 100 O 20 40 &0 80 100 0 20 40 &0 20 100
Prestige 7 OLS Predicted Prestige 7 OLS Predicted Prestige ]
Observations Added Dariables Influence 2
Chemist }L} O Location O - tixis O Location O v-aixis
Profeszar -
Dentist "D RR Engi = , RR Engineer
Feporter E% a * b E Conductor
Civil Engineer 5o - N a g 51'1?n1sc'ier
£ & Minister op RE Condu P *
Undertaker =1 °'F-'§o‘$' ° * F
[ ] oo —
Lawyer "? o m@ R ® = e oo Bfiorter
Fhuy sician @ Bt Reporter o " f oo & %ﬁg'
o o
elfare Worker - T S S N —
School Teacher | !
iy -40 -0 0 20 40 &0 0 20 40 &0 20 100
M Incomeldther Vars 7 0OLS Predicted Prestige
Eldg Contractor

Figure 11: Linear Regression Spreadplot
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eight windows, six of which can be see at any one time. Of these eight windows, six are specialized scatterplots and
two are lists of variable names and observation labels. The OLS Regression scatterplot plots the observed
response values against fit values, along with the superimposed regression line. It showsthe overall regression, aswell
asresiduals from regression (shown indirectly as deviations perpendicular to the line). The residuals are directly
shown in the Residuals plot, which plotsfit values against residuals. |deally, the regression and residual s point-
clouds should be narrow (showing strong regression), linear and without outliers.

Thetwo Influence plots are designed to reveal outliers. They will appear as points that are separated from the
main point-cloud. These two plotsreveal four pointsthat may be outliers. They have been selected and labeled. Since
the plots are linked, the selected points are shown in all windows, with labels. We see that these four points include
the three points that looked like outliersin the raw data (Figure 8) plus the “Reporter” job. Looking back at the raw
data we see that reporters have arather high education level, but only average income and prestige. Spinning the
data's spinplot also reveals that the reporter job is on the edge of the main swarm of points.

The Added Dariables plot shows the relationship between the response and a single predictor, controlling for the
effects of al of the other predictors. If the plot islinear, then thereis alinear relationship between the response and
the plotted predictor, an assumption underlying the OL S regression analysis. The plot is aso useful for determining
the contribution of a particular predictor variable. If the plot islinear the variable contributes to the relationship, but if
the plot shows no pattern the variable does not contribute.

5.2 Robust Regression

We now turn to robust multiple regression.First, we added the code presented by Tierney (1995) to ViSta's regression
module, as discussed below in section 6.0. Then we performed the analysis by clicking on the I terate button
located inthe OLS Regression plot. Clicking there presents a choice of two iterative regression methods, one for
robust regression, the other for monotone regression. Choosing the robust option, and specifying 10 iterations, pro-
duces the visualization shown in Figure 12. This visualization has the same plots as for the linear regression (the

Robust Regression Residuals 1 Influence 1
O Lozation O rerate O Location O v-tis O Location O v-tis
u
o
&2 Z g w 2
- Reparte R Minister iao RR Conductor
= . =] 5 *
i@ RR Con .-??gmeer =T o
£ o, @ Minister g™ #
89 | w5 i o ¥ :
E"_,g o 58 = = w % _oReporter
ﬁ ° i ) % g,qin;?_.{gg'En neer
DD’_' [ T T T T 1 E wlr [
0 20 40 &0 80 100 & O 20 40 &0 80 100 O 20 40 &0 80 100
Prestige ] Robust Predicted Prestige ] Robust Predicted Prestige ]
Observations Robust Weights Influence 2
Chernist }‘G O Location O Location O v-tis
Frafi
re ?ssor RR En =+ RE Engineet
Dentist - —————— S .
= i
o 2, 1
PR . a m oo
Ciwil Enginesr = b
Undertaker 5 3 QEPEP E 2
Lawyer e " W FR Conductor
Fhy=izian E g é = &‘3% s Z : Poﬁepnrter
welfare Warker & o ; - - - .IM"“S o 4 i mlfhg'w:ﬁte h .
School Teacher

@ o 2z 4 & &8 10 O =20 40 &0 80 100
M Iterations ] Robust Predicted Prestige ]
Eldg Contractor

Figure 12: Robust Regression SpreadPlot
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regression plot isnow named Robust Regression), except that aRobust Weights plot replacesthe Added
Dariables plot. Thisweights plot showstheiterative history of the weights assigned to each observation. First, we
see that the estimated weight values have stabilized. Second, we see that three of the outliers we have identified (Min-
ister, Reporter and RR Conductor) have been given low weight. In addition, the robust Cook’s Distancesin the
Influence 1 plot and the robust leveragesin the Influence 2 plot show that RR-Conductor has the only
extreme Cook’s Distance, and RR-Engineer the only extreme leverage. Noting, however, that the Cook’s distance
scaleinthe Influence 1 plot is much smaller than it was before the robust regression iterations, we conclude that
the only outlier remaining after the robust iterations is RR-Engineer, which still has high leverage. It also till hasa
high weight in the weights plot, so it is having an effect (probably detrimental) on the analysis. Thereis slight, but
unimportant, change in the residuals and regression plots.

5.3 Linear Regression with Outliers Removed == vista WorkMap

|
I

On the basis of the robust regression, we removed the four apparent outliers
from the dataset. Thiswas done by displaying the observation label s window
and removing the names of the outliers. We then used the Create Data

menu item to create a new dataset with these outliers removed. The dataicon JobPrEztige
“JobSubset” is added to the workmap, asis shown in Figure 13. e

EEEEEEH
We analyzed the subsetted data by using the Regression Analysis ﬂ"""
menu item. The report of this analysis (which we do not present) shows that JobSubset
the squared correlation has increased to .90, and that all fit tests remain sig- REG-JabFrestige
nificant. This means that the fit in the original analysis was not due to outli-
ers. The visualization of the OLS analysis of this subset of the Duncan data
is shown in Figure 14. First, we note that there are no unusual residual's or Figure 13: WorkM ap after
leverage values. Second, we see that “ Tram Motorman” has an unusual subsetting the Data

Cook’s distance, but in comparison to the linear regression analysis of the
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Figure 14: OL S Regression SpreadPlot for Subsetted Data
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entire data (Figure 11) the Cook’s distance value is relatively small (note the change in scale of the y-axis). Thus, we
conclude that the subset of data probably does not contain any outlying observations.

The regression analysis, which has added the analysis and model icons
shown in Figure 15, could have been done by typing:

|
il = E

S[M== lNiSta WorkMap

(renove-sel ection (sel ect-observations
‘("M nister" "Reporter"

"RR Engi neer" "RR Conductor")))
(create-data "JobSubset") JODFTpstige
(regression-anal ysi s

:response "Prestige"
:predictors ‘("Education"” "lncone"))

. |]" Jobsnbset

5.4 Monotonic Regression REG-JoBFTestige
Having satisfied ourselves that the subsetted data no longer contain outli-

ers, weturn our investigation to the linearity of the relationship between the * |][|
response and the predictors. Thisis done with ViSta-Regres via monotonic FEGLTbSuDee t
regression, atechnique based on the MORALS (multiple optimal regres-

sion using alternating least squares) algorithm proposed by Young, de k. [ >
Leeuw & Takane (1976). Figure 15: WorkM ap after

analyzing the subsetted Duncan Data
The MORALS agorithmis similar to the ACE (aternating conditional expectations) algorithm developed more
recently by Brieman and Friedman (1985), the difference being that MORALS employs aleast squares monotone
transformation, while ACE uses a smooth monotone transformation. Asimplemented in ViSta, the response variable
is monotonically transformed to maximize the linearity of itsrelationship to the fitted model. Specifically, it solvesfor
the monotone transformation of the response variable and the linear combination of the predictor variables which
maximize the value of the multiple correlation between the linear combination and the monotonic transformation.
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Figure 16: M onotone Regression SpreadPlot for Subsetted Data
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Monotonic regression is done by clicking on the OLS regression plot’s I terate button (see Figure 14), and specify-
ing that we wish to perform 10 iterations of the monotonic regression method. When these iterations are completed
the report (not shown) tells usthat the squared correlation hasincreased (it cannot decrease) to .94, and that all fit tests
remain significant. Thus, there was not much improvement in fit when we relaxed the linearity assumption.

The visuaization is shown in Figure 16. We see that the regression plot, which is of primary interest, has a new, non-
linear but monotonic line drawn onit. Thisisthe least square monotonic regression line. Comparing thisto the least
squares linear regression line (the straight line) alows usto judge whether there is any systematic curvilinearity in the
optimal monotonic regression. We judge that there does not seem to be systematic curvilinearity. The visualization
aso contains anew RSquare/Betas plot which shows the behavior, over iterations, of the value of the squared
multiple correlation coefficient, and of the two “beta” (regression) coefficients. This plot shows that we have con-
verged on stable estimates of the coefficients, and that the estimation process was well-behaved, both of which are
desirable. Finally, we note that the two influence plots and the residual s plot have not changed notably from the linear
results shown in Figure 15 (although there is some suggest that “ Plumber” isabit unusual). All of these resultslead us
to conclude, for the subset of datawith outliers removed, that the relationship between the linear combination of the
predictors and the response is linear, as we had hoped. If this analysis revealed curvilinearity, we would apply an
appropriate transformation to the response variable, and repeat the above analyses with the transformed response.

Asafina step, we may wish to output and save the — -
results of the above analysis. Thisis done with the SII=——— Uista WorkMap ———0@
Create Data menuitem. Thisitem producesadia-
log box that |ets the user determine what information
will be placed in new data objects. Figure 17 shows the
workmap that results when the user chooses to create
two data objects, one containing fitted values (scores)
and the other containing regression coefficients. These
data objects can serve as the focus of further analysis
within ViSta, or their contents can be saved as datafiles
for further processing by other software.

6.0 Adding Robust Regression

When we were asked to write this chapter, ViSta did not
perform robust regression. It did, however, have a mod-

ule for univariate regression which would perform both scores-REG-Jobsubset H--ff“
linear and monotonic regression. Thus, we had to mod- Loefs-REG-lobSUbset

ify our code to add robust regression. 3 [T = [
Figure 17: WorkM ap after creating output datasets

The code was added by taking Tierney’s (1995) robust

regression code, which he had written to demonstrate

how robust regression could be added to Lisp-Stat, and modifying it so that it would serve to add robust regression to
ViSta. Thefundamental conversion step was to change Tierney’s robust regression functions to become robust regres-
sion methods for ViSta's regression object (whose prototype isnor al s- pr ot 0) . Thus, Tierney’sbi wei ght and
robust - wei ght s functions become the following methods for our already existing morals-proto object:

(def meth noral s-proto : biweight (x)
(" (- 1(* (pmin (abs x) 1) 2)) 2))

(defneth noral s-proto :robust-weights (&optional (c 4.685))
(let* ((rr (send self :rawresiduals))
(s (/ (median (abs rr)) .6745)))
(send self :biweight (/ rr (* ¢ s)))))
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Comparing these methods to Tierney’s (1995) functions shows that we have only changed the first line of each piece
of code. We made similar changes to the other functions presented by Tierney. SinceViStais entirely based on object-
oriented programming (see Young, 1994; Young & Lubinsky, 1995) this conversion added the new robust regression
capability, while carrying along all other capabilities of the system (workmaps, guidemaps, menus, etc.).

Of course, once Tierney’s code had been modified, we then had to modify ViSta's interface so that the user could use
the new code. Thisinvolved modifying the action of the visualization’s I terate button so that it would give the
user the choice of robust or monotonic regression (originally, it only allowed monotonic regression iterations). We
aso had to add plotsto the visualization, and modify dialog boxes, axis labels, window titles, and other details appro-
priately. While these modifications took the major portion of the time, the basic point remains: We could take advan-
tage of the fact that ViSta uses Lisp-Stat’s object-oriented programming system to introduce a new analysis method
by making it an option of an already existing analysis object, and we did not have to re-code major portions of our
software. Furthermore, we did not have to jump outside of the ViSta/Lisp-Stat system to do the programming: No
knowledge of another programming language was required. And finally, sinceViStais an open and extensible system,
statistical programmers other than the devel opers can take advantage of its object oriented nature in the same way.

7.0 Conclusion

ViStaisavisual statistics system designed for an audience of data analysts ranging from novices and students,
through those that are proficient data analysts, to expert data analysts and statistical programmers. It has several seam-
lessly integrated data analysis environments to meet the needs of this wide range of users, from guidemaps for nov-
ices, through workmaps and menu-systems for the more competent, on through command lines and scripts for the
most proficient, to a guidemap-authoring system for statistical experts and a full-blown programming language for
programmers.

Asthe capability of computers continues to increase and their price continues to decrease, the audience for complex
software systems such as data-analysis systems will become wider and more naive. Thus, it isimperative that these
systems be designed to guide users who need the guidance, while at the same time be able to provide full data-analy-
sisand statistical programming power.

Aswe stated at the outset, our guiding principleisthat dataanalyses performed in an environment that visually guides
and structures the analysis will be more productive, accurate, accessible and satisfying than data analyses performed
in an environment without such visual aids, especially for novices. However, we understand that visualization tech-
niques are not useful for everyone al of the time, regardless of their sophistication. Thus, all visualization techniques
are optional, and can be dispensed with or reinstated at any time. In addition, standard nonvisual data analysis meth-
ods are available. This combination means that ViSta provides avisual environment for data analysis without sacrific-
ing the strengths of those standard statistical system features that have proven useful over the years.We recognize that
it may betrue that asingle pictureisworth athousand numbers, but that thisis not true for everyone all thetime. And,
in any case, pictures and numbers give the most complete understanding of data.
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