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1. Introduction

We study the behavior of solutions of the following parabolic problem

ut = �(|u|m−1u)− �|u|p−1u in � × ]0; T [ = QT ;

@(|u|m−1u)
@�

= |u|q−1u on @� × ]0; T [ = ST ;

u(x; 0) = u0(x) in �; (1.1)

where � is a bounded domain with smooth boundary, @=@� is the outer normal deriva-
tive, m¿ 1; p; � and q are positive parameters and u0 is in L∞(�).
Problems of this form arise in mathematical models in a number of areas of science,

for instance, in models for gas or :uid :ow in porous media [3] and for the spread of
certain biological populations [13]. In the semilinear case (that is for m=1), there is an
extensive literature about global existence and blow-up results for this type of problems,
see among others, [5,9,16] and the literature therein. For the degenerate case (that is for
m �= 1), with a nonlinear boundary condition, local existence and uniqueness of weak
solutions which are limit of solutions of nondegenerate problems has been established
in [1]. Also in [2] existence and uniqueness of global weak solutions for a similar
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problem but with opposite sign in the source term and in the boundary condition are
studied.
Our aim is to study existence of globally bounded weak solutions or blow-up,

depending on the relations between the parameters m;p; q; �. For this purpose, we
construct adequate supersolutions and subsolutions using ideas from [18]. To prove
uniqueness we use the technique introduced in [2], for the sake of completeness we
give the proofs of some of the technical lemmas we need to establish the uniqueness
result. We also prove results about uniqueness and nonuniqueness in the case of null
initial data in the line of the ones obtained in [6] (see also [4]).
This paper is structured as follows. In the next section we state our main results on

existence, uniqueness and blow-up. In the thrid section we prove the local existence
and uniqueness results. In the next section we give the proof of the blow-up results.
Finally, the last section is devoted to prove the results about global existence of weak
solutions.

2. Statements of main results

In this paper, we use the following deHnition of weak solution.

De�nition 2.1. Given u0 ∈ L∞(�), by a weak solution of problem (1.1) on QT we
mean a function u ∈ C([0; T ];L1(�)) ∩ L∞(QT ) such that |u|m−1u ∈ L2(0; T ;H 1(�))
and satisHes the identity∫

QT

(∇(|u|m−1u)∇�− u�t + �|u|p−1u�)−
∫
ST
|u|q−1u�=

∫
�
u0(x)�(x; 0) dx

for any test function � ∈ L2(0; T ;H 1(�)) ∩W 1;1(0; T ;L1(�)) with �(T ) = 0.
We shall say that u is a global weak solution of problem (1.1) if u is a weak solution

on QT for all positive T .

With respect to local existence and uniqueness our main result is the following.

Theorem 2.1. Given u0 ∈ L∞(�) there exists a local weak solution of (1:1) de8ned in
[0; t0(u0)) where t0(u0) depends on u0. Moreover; for q¿ m; if u and v are weak so-
lutions of (1:1) with initial data u0; v0; respectively; and 0¡T ¡min{t0(u0); t0(v0)};
then there exists a constant C such that

‖(u(t)− v(t))+‖L1(�) 6 eCT‖(u0 − v0)+‖L1(�)

and

‖u(t)− v(t)‖L1(�) 6 eCT‖u0 − v0‖L1(�)

for all t ∈ [0; T ]. Therefore; in this case we have uniqueness of weak solutions.

In the case q¡m we only know uniqueness or nonuniqueness for initial datum
u0 ≡ 0 for some range of parameters. More precisely, we have the following result.
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Theorem 2.2. Let q¡m.
(a) If 2q¡m+1; m¿ 1 and p¿ 1; there exists in8nite weak solutions with zero

initial datum obtained as limit of nondegenerate problems.
(b) If 2q ¿ m+ 1; the weak solution with initial datum u0 ≡ 0 which is obtained

as limit of nondegenerate problems is unique.

Next, we present the global existence and blow-up results depending on the range
of the parameters. For blow up of solutions we mean that the solution is deHned in
(0; T ); 0¡T 6∞, and at that time T we have,

lim sup
t↗T

‖u(·; t)‖L∞(�) = +∞:

Theorem 2.3. Let q¿m.
(a) If p¡ 2q − m; there exist solutions of (1:1) that blow up in 8nite time for

initial data large enough.
(b) If p¿ 2q−m; for every initial datum in L∞(�); there exists a weak solution

which is globally bounded.
(c) If p = 2q − m; the existence of blowing up solutions depends on �; that is;

there exists a critical value �0 = q=m such that; for every � small; �¡q=m; there
exist blowing up solutions in 8nite time for initial data large enough and for every �
large; �¿q=m; for every initial datum in L∞(�) there exists a global weak solution
which is globally bounded.

Theorem 2.4. Let q6 m.
(a) If p¿q; then for every initial datum in L∞(�) there exists a global weak

solution which is globally bounded.
(b) If p¡q; for q¿ 1 there are solutions with blow-up in 8nite time for initial

data large enough; for q 6 1 there exists a global weak solution for every initial
datum in L∞(�) that it is unbounded if u0 is large.
(c) If p = q and q 6 1; there exists a global weak solution for every initial

datum in L∞(�) and the boundedness depends on �; for � small and u0 large there
are unbounded solutions and for � large there are bounded solutions for any initial
datum.
(d) If p= q and q¿ 1; the existence of blowing up solutions depends on �; if � is

small there are solutions with 8nite time blow-up for initial data large enough; while
if � is large there exists a global weak solution globally bounded for every initial
datum in L∞(�).

Remark 2.5. In the case we have uniqueness and p = 2q − m or p = q with q¿ 1,
there exists a critical value �0 such that for every �¡�0 there exist solutions of (1.1)
which blow up in Hnite time. For �¿�0, every solution of (1.1) is global. This is
a consequence of the fact that positive solutions of (1.1) with � replaced by J� are
subsolutions of (1.1) for every �¡ J�.
In the case p=2q−m with q¿m, we have that �0 does not depend on the domain,

in fact �0 = q=m.
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In the case p = q with 1¡q¡m, if we have uniqueness (see Remark 3.1) the
critical value depends on � in the following way, consider �� = {x=�x ∈ �} then
�0(��) = ��0(�).
This follows using that if u(x; t) is a solution of (1.1) in � with parameter � then

v(x; t) = �−1=(m−q)u(�x; �(m−2q+1)=(m−q)t)

is a solution of (1.1) in �� with parameter ��.
Finally, in the case 1¡p= q=m, the critical value �0 depends on the domain. For

instance, if � = B(0; R) we have that

max
{
N
R
; 1
}

¡�0(R)¡
N
R

+ 1:

3. Local existence and uniqueness

In this section, we prove Theorems 2.1 and 2.2.

3.1. Local existence

In proving local existence for degenerate parabolic equations as (1.1) one standard
approach is to approximate the problem with a sequence of nondegenerate problems
which can be solved in a classical sense. To do that we consider sequences of functions
(’n); (fn) and (gn) with

’n(r) = |r|m−1r; fn(r) = |r|p−1r; gn(r) = |r|q−1r if
1
n
¡ |r|¡n;

(’n); (’′
n); (fn) and (gn) converging uniformly on compact subsets of R to

|r|m−1r; (|r|m−1r)′; |r|p−1r; |r|q−1r;

respectively, and satisfying the conditions of [14, Theorem 7:4].
Using the same technique as in the proof of [8, Proposition 3], we can Hnd functions

u0; n ∈ C3( J�); ‖u0; n‖L∞(�) 6 ‖u0‖L∞(�) + 1, satisfying the compatibility condition

@’n(u0; n)
@�

= gn(u0; n) on @�

and

‖u0; n − u0‖L1(�) → 0 as n → ∞:

Consider the approximated problems

(Pn)




(un)t = �’n(un)− �fn(un) in QT ;
@’n(un)

@�
= gn(un) on ST ;

un(x; 0) = u0; n(x) in �:

(3.1)

By [14, Theorem 7:4], for any T ¿ 0; (Pn) has a unique smooth solution un in QT .
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First, we claim that there exists a time T ¿ 0 and a constant C depending on T and
‖u0‖∞ such that

‖un(t)‖L∞(�) 6 C ∀t ∈ [0; T ]; ∀n ∈ N: (3.2)

This claim is proved easily using a comparison argument between un and w; w̃ solutions
with initial data w(x; 0) greater than ‖u0‖∞+1 and w̃(x; 0) less than −‖u0‖∞−1 veri-
fying the compatibility condition (we can take an extension of w(x; 0)= g(dist(x; @�))
for an appropriate election of g) to obtain −C 6 w̃(t)6 un(t)6 w(t)6 C for every
n¿ n0 and for every t in [0; T ].
Next, we prove the following energy estimates.

Proposition 3.1. Let un be the solution of problem (Pn) in [0; T ]. Then; given (¿ 0;
there exist constants depending only on ‖u0‖L∞(�); T and (; such that

‖∇’n(un(t))‖L2(�) 6 C((; T; ‖u0‖L∞(�)); ∀ T ¿ t ¿ (; (3.3)

∫ T

(

∫
�
(un)t’n(un)t 6 K((; T; ‖u0‖L∞(�)): (3.4)

Proof. Multiplying the equation of (Pn) by ’n(un)t we get

06
∫
�
(un)t’n(un)t =−

∫
�
∇’n(un)∇(’n(un))t

+
∫
@�

gn(un)(’n(un))t − �
∫
�
fn(un)(’n(un))t : (3.5)

If we set

Fn(r) = �
∫ r

0
fn(s)’′

n(s) ds; Gn(r) =
∫ r

0
gn(s)’′

n(s) ds;

from (3.5) it follows that

d
dt

(
1
2

∫
�
|∇’n(un)|2 −

∫
@�

Gn(un) +
∫
�
Fn(un)

)
6 0: (3.6)

Now, by (3.2), there are constants M1; M2 ¿ 0, depending only on ‖u0‖L∞(�); T and
(, such that

−M1 6
∫
@�

Gn(un)6 M1; −M2 6
∫
�
Fn(un)6 M2;

and consequently

M1 −
∫
@�

Gn(un)¿ 0;
∫
�
Fn(un) +M2 ¿ 0:

Moreover, from (3.6), we can write

d
dt

(
1
2

∫
�
|∇’n(un)|2 +M1 −

∫
@�

Gn(un) +
∫
�
Fn(un) +M2

)
6 0:
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On the other hand, multiplying the equation of (Pn) by ’n(un), integrating over
]t; t + h[× � and using the uniform bound for un, (3.2), it is easy to see that∫ t+h

t

(
1
2

∫
�
|∇’n(un)|2 +M1 −

∫
@�

Gn(un) +
∫
�
Fn(un) +M2

)

6 C(h; T; ‖u0‖L∞(�))

for t ¿ (. Then, by the uniform Gronwall’s Lemma ([17]), we obtain (3.3).
Finally, integrating (3.5) over ](; T [, we get∫ T

(

∫
�
(un)t’n(un)t +

1
2

∫
�

(|∇’n(un(T ))|2 − |∇’n(un(())|2
)

−
∫
@�
(Gn(un(T ))− Gn(un(()))−

∫
�
(Fn(un(())− Fn(un(T ))) = 0:

Hence, by (3.3), (3.4) holds.

Using the uniform estimate (3.2) multiplying the equation in (Pn) by ’n(un) and
integrating, we get∫ T

0

∫
�
|∇’n(un)|2 6 C; ∀n ∈ N:

By compactness arguments, working as in [2], it follows that (up to extraction of a
subsequence)

’n(un) → |u|m−1u in L2(� × ]0; T [) and a:e: in � × ]0; T [;

∇’n(un) → ∇(|u|m−1u) weakly in (L2(� × ]0; T [))N ;

gn(un) → |u|q−1u in L2(@� × ]0; T [);

(’n(un))t → (|u|m−1u)t weakly in L2(� × ](; T [):

Since un is a smooth solution of (Pn), it clearly satisHes∫ T

0

∫
�
(∇’n(un)∇�− un�t + �fn(un)�)−

∫ T

0

∫
@�

gn(un)�

=
∫
�
u0; n(x)�(x; 0) dx

for any test function �. From here, passing to the limit when n → ∞ we obtain that
u satisHes the same equality. Moreover, u ∈ C(]0; T ];L1(�)).
Let us see that u(t) is also continuous at t=0. If u0 ∈ C1(�), the above arguments

give us the continuity at 0 since we can impose that |∇’n(u0; n)| is bounded in L2(�).
In order to get the general case we need the following lemmas.
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Lemma 3.1. Let ’; ’̂ : R→ R be continuous increasing functions; F; F̂ ∈ L1(QT ); G;
Ĝ ∈ L1(ST ) and v0; v̂0 ∈ L∞(�). Suppose v and v̂ are smooth solutions of the
problem

vt = �’(v)− F in QT ;

@’(v)
@�

= G on ST ;

v(x; 0) = v0(x) in �;

and

v̂t = �’̂(v̂)− F̂ in QT ;
@’(v̂)
@�

= Ĝ on ST ; v̂(x; 0) = v̂0(x) in �;

respectively. Let  ∈ C2( J�);  ¿ 1 on J� such that

@ 
@�
¿ L on @�; (3.7)

where L¿ 0 is a given constant. Then

∫
�
(v(t)− v̂(t))+ + L

∫ t

0

∫
@�
(’(v)− ’(v̂))+ 

6
∫
�
(v0 − v̂0)+ +

∫ t

0

∫
�
[(’(v)− ’(v̂))+|� | − (F − F̂) sign+(v− v̂) ]

+
∫ t

0

∫
@�
(G − Ĝ) sign+(v− v̂) 

for every 0¡t¡T .

Proof. Multiplying the diPerence of the two equations by sign+(v − v̂) , applying
Kato’s inequality and integrating over �, we get

∫
�
(v− v̂)t sign

+(v− v̂) 6−
∫
�
∇(’(v)− ’(v̂))+ · ∇ 

+
∫
@�

@
@�

(’(v)− ’(v̂)) sign+(v− v̂) 

−
∫
�
(F − F̂) sign+(v− v̂)  :
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Hence
d
ds

∫
�
(v− v̂)+ 6

∫
�
(’(v)− ’(v̂))+� −

∫
@�

@ 
@�

(’(v)− ’(v̂))+

+
∫
@�
(G − Ĝ) sign+(v− v̂) −

∫
�
(F − F̂) sign+(v− v̂) :

Integrating the above inequality from 0 to t and using (3.7) the proof concludes.

Lemma 3.2. Given u0; û 0 ∈ L∞(�); let u and û be the limit of the smooth solutions
of the approximated problem

(Qn)




(un)t = �’n(un)− �fn(un) in QT ;
@’n(un)

@�
= gn(un) on ST ;

un(x; 0) = u0; n(x) in �

and

(P̂n)




(û n)t = �’n(û n)− �fn(û n) in QT ;
@’n(û n)

@�
= gn(û n) on ST ;

û n(x; 0) = û 0; n(x) in �;

respectively; where u0; n → u0; û 0; n → û 0 in L1(�); u0; n and û 0; n are bounded in
L∞(�) independently on n; and verify the corresponding compatibility conditions.
Then

‖u(t)− û(t)‖L1(�) 6 K1(T; ‖u0‖∞; ‖û 0‖∞;  )t + K2( )‖u0 − û 0‖L1(�):

Proof. Using Lemma 3.1 with L = 0, the uniform estimate (3.2) and taking n → ∞,
we have∫

�
(u(t)− û(t))+6

∫ t

0

∫
�
((|u|m−1u)(s)− (|û|m−1û)(s))+|� |

+
∫ t

0

∫
@�
((|u|q−1u)(s)− (|û|q−1û)(s))+ +

∫
�
|u0 − û 0| 

6K1t + K2‖u0 − û 0‖L1(�):

Interchanging the role of u and û the proof is concluded.

Let us Hnish the continuity at zero. If u0 ∈ L∞(�), there exists a sequence of
smooth functions u0; n such that u0; n → u0 in L1(�). The corresponding un; constructed
as above, are continuous at 0, then applying Lemma 3.2 we get

‖u(t)− u0‖16 ‖u(t)− un(t)‖1 + ‖un(t)− u0; n‖1 + ‖u0; n − u0‖1
6K1t + K2‖u0 − u0; n‖1 + ‖un(t)− u0; n‖1 + ‖u0; n − u0‖1;

and the continuity of u at 0 follows.
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3.2. Uniqueness

We start with the following deHnition of weak solution,

De�nition 3.1. Let ’ :R→ R a continuous and increasing function, F ∈ L∞(QT ); G ∈
L∞(ST ) and v0 ∈ L∞(�), we say that v is a weak solution of the problem

S(’; F; G; v0)




vt = �’(v)− F in QT ;
@’(v)
@�

= G on ST ;

v(x; 0) = v0(x) in �;

if v ∈ C([0; T ]; L1(�)) ∩ L∞(QT ); ’(v) ∈ L2(0; T ;H 1(�)) and satisHes∫
QT

(∇’(v):∇�− v�t + F�)−
∫
ST

G�=
∫
�
v0(x)�(x; 0) dx

for any test function � ∈ L2(0; T ;H 1(�)) ∩W 1;1(0; T ;L1(�)) with �(T ) = 0.

In order to prove the uniqueness we need the following lemma.

Lemma 3.3. Let ’; ’̂ :R→R be continuous and increasing functions; F; F̂∈L∞(QT );
G; Ĝ ∈ L∞(ST ) and v0; v̂0 ∈ L∞(�). If v and v̂ are weak solutions of S(’; F; G; v0)
and S(’̂; F̂ ; Ĝ; v̂0); respectively; then∫

QT

(v− v̂)(’(v)− ’̂(v̂))6
∫
�
(v0 − v̂0)

∫ T

0
(’(v)− ’̂(v̂))

−
∫
QT

(F − F̂)
∫ T

t
(’(v)− ’̂(v̂))

+
∫
ST
(G − Ĝ)

∫ T

t
(’(v)− ’̂(v̂)):

Proof. It is enough to take as test function

�(x; t) =



∫ T

t
(’(v(x; s))− ’̂(v̂(x; s))) ds if 06 t ¡T;

0 if t ¿ T

and the result follows.

We can begin with the proof of the uniqueness. Suppose that u and û are two weak
solutions of problem (1.1) on QT with initial data u0; û 0 ∈ L∞(�); respectively. Let
Fn; F̂n; Gn; Ĝn smooth functions, Fn; F̂n bounded in L∞(QT ) and Gn; Ĝn bounded in
L∞(ST ) uniformly in n, such that

Fn → �|u|p−1u; F̂n → �|û|p−1û in L2(QT );

Gn → |u|q−1u; Ĝn → |û|q−1û in L2(ST ):
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Let ’n as before. Using again the same technique than in Proposition 3 of [8], we
can Hnd functions u0; n; û 0; n ∈ C3( J�) bounded in L∞(�) uniformly in n satisfying the
compatibility conditions

@’n(u0; n)
@�

= Gn(: ; 0) on @�;

@’n(û 0; n)
@�

= Ĝn(: ; 0) on @�

and

u0; n → u0; û 0; n → u0 in L1(�):

By classical results (see Theorem 7:4 of [14]), there exist un and û n smooth solutions
of the problems S(’n; Fn; Gn; u0; n) and S(’n; F̂n; Ĝn; û 0; n), respectively.

First, using the maximum principle, we prove that un are bounded in L∞(QT ) uni-
formly in n. Indeed, there exists C ¿ 0 such that ‖Fn‖L∞(QT ) 6 C; ‖Gn‖L∞(ST ) 6 C
and ‖’n(u0; n)‖L∞(�) 6 C. Consider  ∈ C2( J�) satisfying

 ¿ C in � and
@ 
@�
¿  on @�:

Set 0n = ’−1
n ( + 1t), where 1 is a positive constant. For C large enough, we have

(0n)t =
1

’′
n(’

−1
n ( + 1t))

¿
1

m(‖ ‖L∞(�) + 1T )(m−1)=m ;

which implies

(un)t − �’n(un) + Fn = 06 (0n)t − �’n(0n) + Fn in QT

for 1 large enough. On the other hand, we have

@’n(0n)
@�

=
@ 
@�
¿ C ¿

@’n(un)
@�

in ST :

Consequently, un 6 0n 6 C(‖ ‖L∞(�); 1; T ) on QT . Similarly, a lower bound for un

can be obtained.
Moreover, multiplying the equation by ’n(un) and integrating on QT it is easy to

see that {|∇’n(un)|: n ∈ N} is bounded in L2(QT ).
Using Lemma 3.3 for un, the solution of S(’n; Fn; Gn; u0; n), and for u, the weak

solution of S(’; |u|p−1u; |u|q−1u; u0), we have∫
QT

(un − u)(’n(un)− |u|m−1u)6 an; with lim
n→∞an = 0:

Then, as∫
QT

(un − u)(|un|m−1un − |u|m−1u)

=
∫
QT

(un − u)(|un|m−1un − ’n(un)) +
∫
QT

(un − u)(’n(un)− |u|m−1u)
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and {un: n ∈ N} is bounded in L∞(QT ), we obtain∫
QT

(un − u)(|un|m−1un − |u|m−1u) → 0:

By the monotonicity of |r|m−1r we conclude, up to extraction of a subsequence, that
un converges almost everywhere to u. Consequently, ’n(un) → |u|m−1u in L2(QT ).
Moreover {|∇’n(un)|: n ∈ N} is bounded in L2(QT ). Hence by Theorem 3:4:5 of [15],
it follows that

’n(un) → |u|m−1u in L2(0; T : L2(@�)):

Similarly, we obtain the same for û n. Then, applying Lemma 3.1 and passing to the
limit we obtain∫

�
(u(t)− û(t))+ + L

∫ t

0

∫
@�

(|u|m−1u− |û|m−1û)+ 

6
∫ t

0

∫
�
(|u|m−1u− |û|m−1û)+|� |

−�
∫ t

0

∫
�
(|u|p−1u− |û|p−1û) sign+(u− û) 

+
∫ t

0

∫
@�

(|u|q−1u− |û|q−1û) sign+(u− û) +
∫
�
(u0 − û 0)+ :

As q¿ m and u; û are bounded in QT , we have that∫ t

0

∫
@�
(|u|q−1u− |û|q−1û) sign+(u− û) 

6 M
∫ t

0

∫
@�
(|u|m−1u− |û|m−1û)+ :

Choosing L¿ M , we obtain∫
�
(u(t)− û(t))+ 6 C1

∫ t

0

∫
�
(u(s)− û(s))+ + C2

∫
�
(u0 − û 0)+:

Finally, applying Gronwall’s Lemma we get,∫
�
(u(t)− û(t))+ 6 eCT

∫
�
(u0 − û 0)+;

and the proof of Theorem 2.1 is concluded.

We now deal with the proof of Theorem 2.2. We begin by case (a).
We consider u0 ≡ 0. The idea of the proof of the nonuniqueness part is, up to some

technical arguments, the following, since there is a comparison principle for problem
(Pn), the existence of a nontrivial subsolution would imply the existence of a nontrivial
solution via a standard monotonicity argument.
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Let us Hrst analyze the following ordinary diPerential equation,

(fm)′′(�) + 3�f′(�) = 4f(�) in [0;+∞); (3.8)

where 3 and 4 are real numbers.
Solutions of (3.8) provide self-similar solutions of the porous medium equation in

the half-line. Eq. (3.8) has been completely studied in [10–12]. We summarize, in the
form of a lemma, the part of these results that we will need later.

Lemma 3.4 (Gilding, Peletier [11]). If 3¿ 0 and 4¿ 0 then for any U ¿ 0 Eq.
(3.8) has a unique weak solution f such that f is a positive classical solution on an
interval (0; 00); f(0) = U; f(00) = 0; (fm)′(00) = 0 and f(�) ≡ 0 for � ∈ [00;∞).
Moreover (fm)′(�)¡ 0 and (fm)′′(�)¿ 0 for � ∈ [0; 00).

Let us deHne the functions

h1(�) =




(fm)′(�)
(fm)′′(�)

if � ∈ [0; 00);

0 if � ∈ [00;∞);
h2(�) =




fp(�)
(fm)′′(�)

if � ∈ [0; 00);

0 if � ∈ [00;∞)

and state the following elementary lemma for future reference.

Lemma 3.5. If 3¿ 0 and 4¿ 0; then the functions h1 and h2 are bounded.

Proof. In order to prove that h1 is bounded it suRces to show that it is continuous at
00. This is immediate because from the equation it follows that for � ∈ (0; 00) one has

−mfm−1(�)
3�

6 h1(�)6 0: (3.9)

To see that fp=(fm)′′ is bounded we proceed as follows, Hrst we observe that

4pfp(0) = ((fm)′′(0) + 3f′(0)0)p:

And hence

4pfp

(fm)′′
(0) =

(
(fm)′′(0) + 3f′(0)0

((fm)′′(0))1=p

)p
=
(
((fm)′′(0))1−1=p +

3f′(0)0
((fm)′′(0))1=p

)p
:

From this and the fact that ((fm)′′(0))1−1=p is bounded we conclude that it is enough
to prove that

f′(0)0
((fm)′′(0))1=p

is bounded near the point 00 where the function f vanishes. In fact, by (3.9) we have,

0¿
f′(0)

((fm)′′(0))1=p
=

1
m
(fm)′(0)((fm)′′(0))(p−1)=p

fm−1(0)(fm)′′(0)

=
1
m
f1−m(0)h1(0)((fm)′′(0))(p−1)=p ¿ − 1

30
((fm)′′(0))(p−1)=p
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Hence

− f′(0)
((fm)′′(0))1=p

06
1
3
((fm)′′(0))(p−1)=p 6 C:

Let f be the solution of (3.8) with

4=
1

m+ 1− 2q

and

3 =
m− q

m+ 1− 2q
:

Since we have 2q¡m+ 1; 4 and 3 are positive.
In this case it is easy to see, by rescaling, that it is possible to choose U such that

− (fm)′(0) = fq(0). Then the function

v(s; t) = t4f
( s
t3

)
satisHes vt = (vm)ss and −(vm)s(0; t) = vq(0; t) in [0;∞)× [0;∞).

Let us consider the following change of variables in a neighborhood of @�.
Let Jx be a point in @�. We denote by n̂( Jx) the inner unit normal to @� at the
point Jx. Since @� is smooth it is well known that there exists 6¿ 0 such that the
mapping ’ : @� × [0; 6] → RN given by ’( Jx; s) = Jx + sn̂( Jx) deHnes new coordinates
( Jx; s) in a neighborhood V of @� in J�.
A straightforward computation shows that, in these coordinates, � applied to a func-

tion g( Jx; s) = g(s), which is independent of the variable Jx, evaluated at a point ( Jx; s)
is given by

�g( Jx; s) =
@2g
@s2

( Jx; s)−
N−1∑
j=1

Hj( Jx)
(1− Hj( Jx)s)

@g
@s

( Jx; s); (3.10)

where Hj( Jx) for i = 1; : : : ; N , denotes the principal curvatures of @� at Jx.
We proceed now to do the rescaling. Let 9 be such that 0¡9¡ 1 and pick c such

that 0¡c¡min{p− 1; (m− 1)=2}. Choose T0 such that 009(m−1)=2((1− 9c)T0)p 6 6.
For points in V×[0; T0] of coordinates ( Jx; s; t) such that 06 s6 009(m−1)=2((1−9c)t)p

deHne

u9( Jx; s; t) = 9v
( s
9(m−1)=2 ; (1− 9c)t

)
and extend u9 as zero to the whole of J� × [0; T0].

We will say that a function u is a strict subsolution of (1.1) if u is continuous
in J� × [0; T [ and satisHes

u t 6 �(|u|m−1u)− �|u|p−1u in � × ]0; T [

in the weak sense and

−@(|u|m−1u)
@�̂

¡ |u|q−1u on @� × ]0; T [:
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Proposition 3.2. There exists 90 such that for any 9; 0¡96 90; the function u9 is a
strict subsolution of (1:1) in J� × [0; T0].

Proof. As 0¡9¡ 1 and q¡ (m+ 1)=2 one has

−@u m
9

@s
( Jx; 0; t)¡uq

9( Jx; 0; t) (3.11)

and hence the boundary condition is satisHed.
We set

0=
s

9(m−1)=2((1− 9c)t)p
:

A straightforward computation shows that if ( Jx; s; t) is such that 0¡t¡T0 and 06 s
6 009(m−1)=2((1− 9c)t)p, then

(u9)t( Jx; s; t)− �um
9 ( Jx; s; t) + �up

9 ( Jx; s; t)

=− 91+c((1− 9c)t)4−1(fm)′′(0)


1− 9((m−1)=2)−c((1− 9c)t)p

×
N−1∑
j=1

Hj( Jx)
(1− Hj( Jx)s)

h1(0)− �9p−1−c((1− 9c)t)p4−4+1h2(0)


 :

Now since, by Lemma 3.5, the functions h1 and h2 are bounded, (fm)′′(0)¿ 0 for
0 ∈ [0; 00], and we have that p − 1− c¿ 0 and p4 − 4 + 1¿ 0, we obtain that if 9
is small enough then

(u9)t( Jx; s; t)− �um
9 ( Jx; s; t) + �up( Jx; s; t)6 0 (3.12)

if 0¡t¡T0 and 06 s6 009(m−1)=2((1− 9c)t)p. Finally, that u9 is a subsolution, in
the weak sense in the whole of J�× [0; T0), follows from the fact that u9 is continuous
in J� × [0; T0) and, since (fm)′(00) = 0, one has ∇um

9 = 0 on the free boundary as it
can be checked by a direct computation.

We are now in position to give the proof of nonuniqueness in the case 2q¡m +
1. Pick a sequence, vn; n = 0; 1; 2; : : :, of positive classical solutions of (1.1) with
compatible initial data such that 0¡vn(x; 0)¡vj(x; 0) if n¿j and vn(x; 0) → 0 as
n → ∞. By a comparison argument, taking T0 smaller if necessary, we obtain that for
a Hxed small enough 9 one has

u9 6 vn 6 vj 6 v0
in J� × [0; T0) if n¿j.
We deHne now u(x; t)=lim vn(x; t) as n → ∞. By the monotone convergence theorem

we obtain that u is weak solution. Clearly u9 6 u and hence u is nontrivial and becomes
positive for t ¿ 0. Hence u(t − t0) is another nontrivial solution. This proves part (a)
of Theorem 2.2.
Respect to the case (b) of Theorem 2.2, the same supersolutions that can be found

in [6] provides us with the uniqueness of the zero solution that are constructed as limit
of solutions of nondegenerate problems.
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Remark 3.1. In contrast with the case of null initial datum, we observe that the same
arguments used in the proof of the uniqueness of weak solutions in the case q ¿ m
work if we consider two weak solutions u; û with the same initial datum, such that
u; û¿ c¿ 0 on @�× [0; t0]. Hence, in this case we have uniqueness of weak solutions
as long as they are strictly positive over the boundary. For instance, this holds for
t ∈ [0; t0] if we take a continuous initial datum u0 ¿ c¿ 0 on the boundary of �, as
a consequence of the continuity of the solutions in JQt0 given in [7].

4. Blow-up results

In this section, we prove the Hnite time blow-up results in Theorems 2.3 and 2.4.

Lemma 4.1. Let p¡m¡q; then there exist solutions of (1:1) with 8nite time
blow up.

Proof. The idea of the proof is to Hnd a subsolution u with Hnite time blow up and
to use a comparison argument.

Let ’(s) = ( 1
C−(q−m)s )

1=(q−m) a solution of the equation ’′ = ’q−m+1 and u(x; t) =

’(a(x) + b(t)), where a(x) = 9
∑N

i=1 xi for all x= (x1; : : : ; xN ) ∈ RN ; 9¿ 0; and b(t) =
6t; 6¿ 0, for all t ∈ [0;∞[. We choose C =(q−m)9 supx∈�

∑N
i=1 xi + 9<, with <¿ 0.

Then u(x; t) is well deHned for all x ∈ � if t ∈ [0; 9<=((q− m)6)[. Moreover, since

@u m

@�
= m’m−1’′ @a

@�
= m’q @a

@�
;

for 9 small enough we get that

@u m

@�
6 u q in @� × ]0;∞[:

On the other hand, since

u t = ’′b′

and

�u m =m(m− 1)’m−2(’′)2|∇a|2 + m’m−1’′′|∇a|2 + m’m−1’′�a

=m(m− 1)N (’′)292’m−2 + mN’m−1’′′92;

the inequality

u t 6 �u m − �u p in � × ]0;∞[

holds if and only if

66 ’q−1
(
mqN92 − �

1
’2q−p−m

)
:
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Since ’ is increasing, to prove the above inequality it is enough to see that

66’(a(x))q−1
(
mqN92 − �

1
’(a(x))2q−p−m

)

=

(
1

(q− m)9(supx∈�
∑N

i=1 xi −
∑N

i=1 xi) + 9<

)(q−1)=(q−m)

×92


mqN − �

(
(q− m)

(
sup
x∈�

N∑
i=1

xi −
N∑
i=1

xi

)
+<

)(2q−p−m)=(q−m)

9(m−p)=(q−m)


 ;

which is satisHed for an adequate election of 9 and 6.
Finally, taking u0 such that

u0(x)¿


 1

(q− m)9
(
supx∈�

∑N
i=1 xi − inf x∈S

∑N
i=1 xi

)
+ 9<




1=(q−m)

;

if u is the solution of (1.1) with initial datum u0, since u0(x)¿u(0; x), by using a
comparison argument,

u(x; t)6 u(x; t):

Now, let x0 be such that a(x0) = supx∈�a(x), at the point we have

u(x0; t)¿

(
1

C − (q− m)(9 supx∈�
∑N

i=1 xi + b(t))

)1=(q−m)

;

which goes to inHnity as t → 9<=((q−m)6). Therefore, u blows up in Hnite time.

Remark that the same proof works if p=2q−m and � is small enough. Concretely,
we have the following result.

Lemma 4.2. Let q¿m; p = 2q − m; and � small enough; �¡�0 = q=m, then there
exist solutions of (1:1) with 8nite time blow up.

Now we prove the following result.

Lemma 4.3. Let q¿m; p¡ 2q − m and p ¿ m; then there exist solutions of (1:1)
with 8nite time blow up.

Proof. First we choose Jp¿p such that Jp = 2q − m. By Lemma 4.2 we can
choose J� small enough such that the solution of (1.1) with Jp and J� blows up in
Hnite time for every initial data w0 large enough. Let w be such a solution, we claim
that given K ¿ 0 there exists M such that w(x; t)¿K for every (x; t) ∈ J� × ]0; Tw[
provided that w0 ¿M . To see this, Hx T such that(

1

( Jp− 1) J�T

)1=( Jp−1)

¿K:
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As the subsolutions constructed in the proof of Lemma 4.2 blow up at small times,
we have that, if M is large, the existence time of w; Tw, satisHes Tw ¡T . Now, let

z(t) =
(

1

( Jp− 1) J�t +M 1− Jp

)1=( Jp−1)

be the solution of

z′(t) =− J�z Jp(t); z(0) =M:

By a comparison argument, we have that

w(x; t)¿ z(t)¿
(

1

( Jp− 1) J�T +M 1− Jp

)1=( Jp−1)

¿K

if M is large enough. This proves the claim.
Now we choose K such that J�K Jp−p ¿ �, by the claim, we have that w(x; t) veriHes

�wp 6 J�w Jp

and hence it is a subsolution of (1.1) with the original parameters p and � that
blows up in Hnite time Tw. If we choose u0 ¿ w0, by comparison argument, the result
follows.

Lemma 4.4. If q 6 m; p¡q and q¿ 1; there exist blowing up solutions in 8nite
time.

Proof. Following the same idea of Lemma 4.1, let u(x; t) = ’(a(x) + b(t)), where
’ is the solution of ’′ = ’q−m+1, that is, ’(s) = ((m− q)s+ C)1=(m−q) if m¿q and
’(s) = Ces if m= q. In both cases,

lim
s→+∞’(s) = +∞: (4.1)

We want to show that
@u m

@�
= m’m−1’′ @a

@�
= m’q @a

@�
6 u q on @� × ]0;∞[ (4.2)

and

b′ 6 m’m−1�a+ mq’q−1|∇a|2 − �’p−q+m−1 in � × ]0;∞[;

for which it is enough to see

b′ 6 m’m−1�a− �’p−q+m−1 = ’m−1(m�a− �’p−q): (4.3)

Let a ∈ C2(�); a ¿ 0, such that �a = k ¿ 0, and @a=@� 6 1=m on @�. With this
election of a (4.2) holds. Let, for t0 ¿ 0 and A¿ 0,

b(t) =
(

1
A(q− 1)=(m− q)(t0 − t)

)(m−q)=(q−1)

and for A¡ 1=(m− 1)t0,

b(t) =
1

m− 1
log

1
A(m− 1)(t0 − t)

;
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the solutions in [0; t0[ of

b′ = Ab(m−1)=(m−q) if q¡m;

b′ = Ae(m−1)b if q= m;

respectively. In both cases,

lim
t→t0

b(t) = +∞: (4.4)

With these elections of a and b, if we choose A and C such that

A6 (m− q)(m−1)=(m−q)
(
mk − �

1
C(q−p)=(m−q)

)
if q¡m

and

A6 Cm−1
(
mk − �

1
Cq−p

)
if q= m;

(4.3) is satisHed
Taking

u0(x)¿

(
(m− q)

(
sup a(x) +

(
m− q

A(q− 1)t0

)(m−q)=(q−1)
))1=(m−q)

¿ u(x; 0) if q¡m;

u0(x)¿ esup a(x)+(1=(m−1))log (1=(A(m−1)t0)) ¿ u(0; x) if q= m;

if u is the smooth solution of (1.1) with initial datum u0, by a comparison argument,

u(x; t)¿ u(x; t):

Consequently, by (4.1) and (4.4), u blows up in Hnite time.

The same proof works if p= q and � small enough. We have the following result.

Lemma 4.5. Let q6 m; p=q; q¿ 1 and � small enough; �¡�0 with �0 depending
on �; then there exist solutions of (1.1) with 8nite time blow up.

Remark 4.1. Since the blowing up solutions are strictly positive at the boundary in all
the above blow-up results, by uniqueness (see Remark 3.1), we have that every weak
solution blows up in Hnite time.

Remark 4.2. In the critical case 1¡m = p = q, if � = B(0; R) the same arguments
used in Lemma 4.4 work if we choose a(r) = r2=(2mR) if �¡N=R or if we choose
a(x) = (1=(mN 1=2))

∑N
i=1 xi if �¡ 1. This proves that there exist blowing up solutions

if �¡max{N=R; 1}.
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5. Global weak solutions

In this Section, we prove the global existence results in Theorems 2.3 and 2.4.
In proving the existence of global weak solutions we Hnd a priori estimates for

smooth solutions of problem (Pn) and proceed as in Section 3.

Lemma 5.1. Let q¿m and p¿ 2q − m; then there exists n0 ∈ N such that for all
n¿ n0; the solution un of (Pn) is globally bounded uniformly on n.

Proof. We look for supersolutions in the form

u(x; t) = ’(a(x) + b(t));

where ’(s) = (1=(C − (q − m)s))1=(q−m) is solution of ’′ = ’q−m+1. Let a ∈ C2( J�),
such that 0 6 a 6 6; 6a=6� = 1=m on @�, |∇a| 6 1=m in � and |∇a| is bounded
independently of 6 by a constant M . Such a function a(x) can be constructed as follows,
take an extension of

a(x) = g(dist(x; @�));

g being an smooth decreasing function such that g¿ 0; g(0)=6; g(s0)=0; g′(0)=1=m
with g′′ bounded independently of 6 (see [16]). We choose, b=0, and C =26(q−m)
in order to have ’ well deHned.
Now, since(

1
2(q− m)6

)1=(q−m)

6 u(x; t)6
(

1
(q− m)6

)1=(q−m)

;

there exist n6 such that for all n¿ n6

1
n
6 u(x; t)6 n:

Let us see that Ju is a supersolution of (Pn):
Obviously,

@u m

@�
= m’m−1’′ @a

@�
= m’q @a

@�
¿ u q on @� × ]0;∞[:

On the other hand,

b′¿m’m−1�a+ mq’q−1|∇a|2 − �’p−q+m−1

= ’p−q+m−1(m’q−p�a+ mq’2q−p−m|∇a|2 − �) in � × ]0;∞[;

holds if

m(C − (q− m)a(x))(p−q)=(q−m)M +
q
m
(C − (q− m)a(x))(p−2q+m)=(q−m) − �6 0;

which follows taking 6 small enough. Consequently,

u t ¿ �u m − �u p in � × ]0;∞[:

Moreover, for 6 small,

u0 6 ‖u0‖∞ 6
(
1
C

)1=(q−m)

6 u(x; t):
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Then, by a comparison argument,

un(x; t)6 u(x; t)6
(

1
(q− m)6

)1=(q−m)

in � × [0;∞[:

Taking now u=− Ju,

un(x; t)¿ u(x; t)¿ −
(

1
(q− m)6

)1=(q−m)

in � × [0;∞[

and the proof concludes.

The same proof gives the following result:

Lemma 5.2. Let q¿m and p=2q−m; with � large; �¿�0 = q=m; then there exists
n0 ∈ N such that for all n¿ n0; the solution un of (Pn) is globally bounded uniformly
in n.

Now we prove the following lemma.

Lemma 5.3. Let q6 m and p¿q; then there exists n0 ∈ N such that for all n¿ n0;
the solution un of (Pn) is globally bounded uniformly on n.

Proof. Following the same idea as before, let Ju(x; t) = ’(a(x) + b(t)), where ’ is the
solution of ’′=’q−m+1, that is, ’(s)=((m−q)s+C)1=(m−q) if m¿q, and ’(s)=Ces

if m = q. We take b = 0 and a ∈ C2( J�) such that a ¿ 0, and @a=@� = 1=m on @�.
Then,

@u m

@�
= m’m−1’′ @a

@�
= m’q @a

@�
¿ u q on @� × ]0;∞[:

On the other hand, since the inequalities

m�a(x) + mq
(

1
(m− q)a(x) + C

)
|∇a(x)|2

−�((m− q)a(x) + C)(p−q)=(m−q) 6 0 if m¿q

and

m�a(x) + mq|∇a(x)|2 − �(Cea(x))p−q 6 0 if m= q

are satisHed for C large enough, we have that

u t ¿ �u m − �u p in � × ]0;∞[:

Moreover, for C large, we have that

u0 6 ‖u0‖∞ 6 C1=(q−m) 6 u(x; t) if m¿q

and

u0 6 ‖u0‖∞ 6 C 6 u(x; t) if m= q
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By a comparison argument, we get

un(x; t)6 u(x; t)6
(
(m− q)sup

x∈�
a(x) + C

)1=(m−q)

in � × [0;∞[; if m¿q

and

un(x; t)6 u(x; t)6 Ce
sup
x∈�

a(x)
in � × [0;∞[; if m= q:

Lemma 5.4. Let p¡q 6 1; then there exists n0 ∈ N such that for all n ¿ n0; the
solution un of (Pn) is bounded in �× [0; T ]; uniformly in n; for any T ¿ 0. Moreover;
if the initial datum; u0; is large then un goes to in8nity as t increases.

Proof. First we deal with q¡ 1. Let Ju(x; t) = ’(a(x) + b(t)), where ’(s) =
((m − q)s)1=(m−q) is solution of ’′ = ’q−m+1. Let a ∈ C2( J�), such that a ¿ 0, and
@a=@�¿ 1=m on @�. We take

b(t) =
(
A
1− q
m− q

t + B
)(m−q)=(1−q)

solution of b′ = Ab(m−1)=(m−q). Then,

@u m

@�
= m’m−1’′ @a

@�
= m’q @a

@�
¿ u q on @� × ]0; T [:

On the other hand, since the inequality

A¿
(
(m− q)

(
1 +

a(x)
B

))(m−1)=(m−q)(
m�a+

mq|∇a|2
(m− q)B(m−q)=(1−q)

)

in � × ]0;∞[ is satisHed, given B, for A large enough, for such an election we have
that

u t ¿ �u m − �u p in � × ]0;∞[:

Moreover, for B large,

u0 6 ‖u0‖∞ 6 ((m− q)B(m−q)=(1−q))1=(m−q) 6 u(x; t);

and, by a comparison argument, we obtain

un(x; t)6 u(x; t)

6

(
(m− q)

(
sup
x∈�

a+
(
A
1− q
m− q

T + B
)(m−q)=(1−q)

))1=(m−q)

in � × [0; T ]:

To deal with the case q = 1 we only have to follow the same steps as before, but
in this case we choose b(t) = BeAt .
This ends the proof of the Hrst part of the lemma. To see that the solutions go

to inHnity as t increases we construct a subsolution which is not globally bounded
in time. As before, we begin by q¡ 1. We choose u(x; t) = ’(a(x) + b(t)), where
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’(s) = ((m− q)s)1=(m−q) is solution of ’′ = ’q−m+1. Now we choose a ∈ C2( J�) such
that a¿ 0; �a= k ¿ 0 and @a=@�6 1=m on @�. We take

b(t) =
(
A
1− q
m− q

t + B
)(m−q)=(1−q)

solution of b′ = Ab(m−1)=(m−q). Then,
@u m

@�
= m’m−1’′ @a

@�
= m’q @a

@�
6 u q on @� × ]0; T [:

On the other hand, the inequality

A6 (m− q)(m−1)=(m−q)

(
mk − �

(
1

(m− q)B(m−q)=(1−q)

)(q−p)=(m−q)
)

in �× ]0;∞[ is satisHed for positive small A if B is large enough. For such an election
we have that

u t 6 �u m − �u p in � × ]0;∞[:

Moreover, for u0 large, u0 ¿ u 0, using a comparison argument, we obtain

un(x; t)¿ u(x; t):

The case q=1 follows as before by choosing b(t)=BeAt with an appropriate election
of A and B.

The same proof gives the following result.

Lemma 5.5. Let p = q 6 1; then there exists n0 ∈ N such that for all n ¿ n0; the
solution un of (Pn) is bounded in �× [0; T ]; uniformly in n; for any T ¿ 0. Moreover;
if � is small and u0 is large we obtain an unbounded solution and if � is large we
get globally bounded solutions.

Finally, working as in the proof of Lemma 5.3 we get.

Lemma 5.6. If 1¡q= p6 m; and � is large; �¿ �0(�), there exists n0 ∈ N such
that for all n¿ n0; the solution un of (Pn) is globally bounded uniformly in n.

Remark 5.1. In the critical case 1¡m = p = q, if � = B(0; R) the same arguments
used in Lemma 5.3 work if we choose a(r) = r2=(2mR) if �¿N=R + 1. This proves
that there exist global solutions if �¿N=R+ 1.
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