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This study aims at estimating trends in spring phenology from vegetation index
and air temperature at 2 m height. To this end, we have developed a method-
ology to infer spring phenological dates from Global Inventory Modeling and
Mapping Studies (GIMMS) Normalized Difference Vegetation Index (NDVI)
time-series, which are then extrapolated to the period 1948–2006 with the help
of Reanalysis data, using its 2 m height air temperature parameter. First, yearly
NDVI is fitted to a double-logistic function for the whole extent of the GIMMS
database (1981–2003). This fitting procedure allows us to describe, on a yearly
basis, the NDVI evolution for each pixel through the estimation of six param-
eters which include the spring date. Retrieved spring date time-series are then
upscaled to Reanalysis database resolution and compared to degree-day amounts.
Those degree-day amounts are estimated for various thresholds in order to deter-
mine the best thresholds for their calculations on a pixel-by-pixel basis. Once
the correct thresholds are identified by correlation with corresponding GIMMS
spring date time-series, spring dates are estimated for the whole extent of the
Reanalysis database (1948–2006). Finally, Mann–Kendall trend tests are conducted
on degree-day-retrieved spring date time-series and trends are estimated only for
those pixels that show statistically significant trends. These trends in spring occur-
rence have an average value of –0.03 days per year, but range between –0.9 and +0.9
days per year, depending on the considered areas. Since the approach is based only
on air temperature, retrieved spring dates for vegetation whose growth is limited
by water are unreliable, as correlation analysis confirms. The obtained spring date
trends show good coherence with previous studies and could be used for climate
change impact studies, especially in polar and temperate areas, where the model is
more reliable.

1. Introduction

Numerous studies have evidenced the global warming phenomenon (Salinger 2005,
IPCC 2007), which can be clearly identified in the evolution of air temperatures over
the globe. These are increasing (Salinger 2005), which leads to necessary adaptation
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2 J. A. Sobrino et al.

of the ecosystems to these new conditions. Since air temperature is one of the param-
eters on which vegetation regulates its phenological states (other parameters being
water, Sun irradiance and nutrient availability), changes in air temperature will lead to
changes in vegetation growth, and can lead to a reduction in biodiversity, due to the
capacity that some species have to adapt to temperature changes over the ones that
cannot (Green et al. 2003).

For each vegetal species, all phenological events, such as bud sprouting, flower
blooming and senescence, occur at a given moment, which depends on the climate
of the previous months. The dependence on surrounding temperature can be mod-
elled with the help of degree-days (Réaumur 1735), calculated from air temperatures at
2 m height. Phenological events occur when given degree-day thresholds are reached,
depending on the vegetal species (Snyder et al. 1999). Thus, the recent changes in air
temperature must be mirrored in the phenological phases of the vegetation, evidenc-
ing changes in the vegetal response to their environment (Weber 2001). For example,
Sherry et al. (2007) showed that an increase in air temperature could result in either an
advance or a delay in phenology phases depending on the occurrence of phenological
events in relation to summer heat peak timing.

Remotely sensed data are a useful tool for vegetation monitoring, since their global
coverage exempts one from tedious ground inventories, and their usefulness has been
demonstrated in various studies dedicated to land-cover monitoring (Myneni et al.
1997, Tucker et al. 2001, Zhou et al. 2001, Bogaert et al. 2002, Stöckli and Vidale
2004, Chen et al. 2005, Beck et al. 2006). Currently, the satellite archive for vegeta-
tion monitoring covering the longest time period has been derived from the National
Oceanic and Atmospheric Administration’s (NOAA) satellite series. These satellites
carry on board the Advanced Very High Resolution Radiometer (AVHRR) sensor,
the data from which have been especially valuable for vegetation monitoring (Myneni
et al. 1997, Zhou et al. 2001, Bogaert et al. 2002, Stöckli and Vidale 2004). The NDVI
parameter, estimator of the ‘greenness’ of the vegetation, mirrors the phenological
state of the land cover, the ‘greenness’ of the vegetation obviously being related to
leaf outburst and fall. The NDVI parameter is estimated from the red (RED) and
near-infrared (NIR) information retrieved by the AVHRR sensor (NDVI = (NIR –
RED)/(NIR + RED)).

Land surface phenology has been studied through temporal analyses of the NDVI
parameter for various regions. A review of the methodologies applied by previous
authors can be found in Julien and Sobrino (2009). Additionally, White et al. (2005)
developed a framework for monitoring land surface phenological response to cli-
mate change. Suzuki et al. (2003, 2006) observed the timing of phenological events
in northern Asia (Suzuki et al. 2003) and the relationship between the vegetation in
this region and wetness and warmth indicators (Suzuki et al. 2006). De Beurs and
Henebry (2004, 2005) combined the use of NDVI data with accumulated growing
degree-days to observe structural changes in Kazakhstan (De Beurs and Henebry
2004) and interannual variation in the International Geosphere–Biosphere Program
high-latitude transects (De Beurs and Henebry 2005). Karlsen et al. (2006) found
that time-integrated NDVI values were highly correlated to growing degree-days in
homogeneous areas of Fennoscandia. Delbart et al. (2005, 2006) and Delbart and
Picard (2007) used the Normalized Difference Water Index (NDWI) to distinguish
between snow influence and land surface phenology and linked its variations to air
temperature in boreal areas. Heumann et al. (2007) related the observed variations and
Soudan phenology to rainfall changes, while no significant trends could be identified in
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Trends for vegetation spring dates 3

the Sahel. Zhang et al. (2003) used Moderate Resolution Imaging Spectroradiometer
(MODIS) data to retrieve land surface phenology with the help of piecewise logis-
tic functions in north-eastern USA. By combining vegetation index and land surface
temperature retrieved from the same sensor, Zhang et al. (2004) described the urban
heat island effects as well as phenological phases for latitudes between 35◦N and 70◦N.
Zhang et al. (2006) related these observations to in situ observations and temperature
patterns.

This study aims at identifying trends in phenological spring dates at global scale
from the analysis of air temperature records, which go back to 1948 and allow a better
multi-temporal analysis than remotely sensed data, which go back only to the early
1980s. Of course, meteorological datasets have a lower spatial resolution than satellite
datasets; however, they allow a first estimation of the trends.

To achieve this goal, we use the global spring dates retrieved from GIMMS data,
in comparison with degree-day values for the same period, to identify the thresholds
necessary to calculate the amount of degree-days reached at spring date. With the help
of these thresholds, we then calculate the degree-day values for the second half of the
twentieth century to finally estimate trends for phenological spring dates.

2. Data

Two different datasets are used in this study: the first consists of satellite images of
vegetation index, while the second consists of meteorological modelled data – air
temperatures.

2.1 GIMMS data

The GIMMS dataset (Pinzon 2002, Pinzon et al. 2004, Tucker et al. 2005) consists
of NDVI images acquired by AVHRR on board NOAA satellites. This dataset is
composed of bi-weekly composite images from July 1981 to December 2003, with
a ground resolution of 8 km. The composite images are obtained by the Maximum
Value Compositing (MVC) technique (Holben 1986), which minimizes the influence
of atmospheric aerosols and clouds. The 22+ years of data were covered by five differ-
ent satellites: NOAA-7, -9, -11, -14 and -16. NDVI images are obtained from AVHRR
channel 1 and 2 images, which correspond, respectively, to red (0.58–0.68 µm) and
infrared (0.73–1.1 µm) wavelengths.

This dataset, in spite of its limitation to NDVI data, presents several improve-
ments regarding the Pathfinder AVHRR Land (PAL) dataset (Smith et al. 1997). The
first improvement is a better data process, including navigation, sensor calibration
and atmospheric correction for stratospheric aerosols. Another main improvement
regards the correction of NOAA’s orbital drift (Price 1991), through the empirical
mode decomposition (EMD) technique (Pinzon et al. 2004).

Validity of the GIMMS dataset was discussed in previous studies (Zhou et al. 2001,
Tucker et al. 2005) and, thus, is not assessed here. For our analysis, the whole dataset
was used. GIMMS data were used indiscriminately of their flag attribute in order to
dispose of the maximum number of pixels to cover the entire globe.

2.2 Fifty-year Reanalysis

This dataset was compiled by the National Center for Environmental Prediction
(NCEP) and the National Center for Atmospheric Research (NCAR) and consists
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4 J. A. Sobrino et al.

of modelled meteorological data, from ground level to top of atmosphere, with var-
ious parameters, described in detail in Kalnay et al. (1996) and Kistler et al. (2001).
For this study, only the data of air temperature at 2 m height were used.

These data were compiled from various sources (meteorological stations, buoys,
airplane measurements and satellite images) and resampled through an assimilation
system, to reach a temporal resolution of 6 hours and a spatial resolution of 2.5◦. The
dataset goes back to 1948 and is actualized regularly. In this study, all six-hourly 2 m
air temperature data from 1948–2006 were used.

This dataset was preferred over Reanalysis II (Kanamitsu et al. 2002) and the ERA-
40 dataset because it covered the longest period. The Reanalysis II dataset begins only
in 1979 and, in spite of better data assimilation, does not expand significantly the time
span covered by the GIMMS database. Assessment of the quality of the Reanalysis
dataset can be found in Simmons et al. (2004) and Betts et al. (2006).

3. Method

A description of the fitting procedure applied to GIMMS data to retrieve spring dates
is presented first, followed by an explanation of the degree-day calculation and ending
with a description of the process to obtain the thresholds necessary for degree-day
calculations. A flow chart of the method is presented in figure 1.

3.1 Fitting procedure

The method used to estimate the phenological dates of the vegetation is based on
fitting NDVI data to a double logistic function (Beck et al. 2006) on a yearly basis. This

Spring date estimation
from GIMMS data

(Julien and Sobrino 2009)

Spring date estimation from
degree-day model using all
T0 and DG threshold values

see equation (3) 

Identification of best T0 and
DG thresholds from

correlation between both
spring time series for the

1981–2003 period

Spring date estimation for
the 1948–2006 period using

selected T0 and DG
thresholds

Trend analysis

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Figure 1. Flow chart of the procedure used to analyse trends in spring dates estimated from
Reanalysis data using the degree-day model.
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Trends for vegetation spring dates 5

method is preferred over other methods (harmonic analysis, simple threshold deter-
mination) because of its ability to represent the vegetation seasonal cycle (adjustable
dormancy period, growth peak or plateau). The fitting procedure is carried out using
the Levenberg–Marquardt technique (More 1977) and a detailed description of its
implementation can be found in Julien and Sobrino (2009), along with the repre-
sentativeness of this double logistic fitting function for global vegetation monitoring.
Trends obtained using this approach have been described and show good agreement
with previous results (Julien and Sobrino 2009).

The double logistic function has the following expression:

NDVI (t) = wNDVI + (mNDVI − wNDVI)

(
1

1 + e−mS×(t−S)
+ 1

1 + emA×(t−A)
− 1

)
(1)

where NDVI(t) is the remotely sensed NDVI evolution for a given year at composite
date t (t = 0 to 23), wNDVI is the winter NDVI value, mNDVI is the maximum NDVI
value, S is the increasing inflection point (later referred to as spring date), A is the
decreasing inflection point (autumn date) and mS (respectively mA) is related to the
rate of increase (resp. decrease) at the S (resp. A) inflection point. In this equation,
the spring date corresponds to the date at which the mid-point of the annual NDVI
amplitude is reached and can be related to the onset of the vegetation. However, since
the NDVI values corresponding to the actual leaf outburst vary as a function of plant
species, these spring dates cannot be related directly to ground phenology.

Equation (1) describes more generally vegetation with photosynthetic peak activity
around the middle of the year, with dormancy periods at the beginning and end of the
year. However, it describes correctly the behaviour of most vegetation types, with the
exception of those with two growing seasons during the year. The latter case exists only
in a few areas (such as East Africa or the Indus River basin in Punjab, Pakistan) and
represents less than 1% of the total amount of vegetated pixels (Julien and Sobrino
2009).

For a global study, satellite data were separated into hemisphere images following
the Equator and, for the Southern Hemisphere, the same fitting procedure was applied,
with the difference that the yearly data were compiled from 1 July to 30 June (instead
of 1 January to 31 December for the Northern Hemisphere).

Biomes with photosynthetic peak activity at the boundary dates (around January
or December), usually located in arid or semi-arid areas, are fitted to the following
function:

NDVI (t) = mNDVI − (mNDVI − wNDVI)

(
1

1 + e−mS×(t−S)
+ 1

1 + emA×(t−A)
− 1

)
(2)

where all parameters are the same as for equation (1).
For biomes with low NDVI amplitude variation throughout the year (identified as

the ones with an NDVI difference between maximum and minimum values lower than
0.1 NDVI unit), no fitting procedure is carried out in order to save computing time. In
that case, no phenological phases are retrieved for the considered year. These biomes
correspond to arid or frozen areas, as well as cloud-free evergreen vegetation.

The fitting procedure is carried out iteratively on a pixel-by-pixel basis for each
of the 22 years available from the GIMMS database, using the Levenberg–Marquardt
technique (More 1977). First, if NDVI time-series are below zero or with an amplitude
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6 J. A. Sobrino et al.

(difference between annual maximum and minimum) lower than 0.1, corresponding
respectively, to frozen and stable areas, the pixel is flagged as such and no fitting pro-
cedure is carried out. Otherwise, a preliminary fit is conducted in order to choose
between equations (1) and (2). Then, from this preliminary fit, the dormancy period
is estimated as the period before the spring and after the autumn dates. During this
dormancy period, all eventual negative NDVI values are set to the highest positive
value over the whole dormancy period. Then, a weighted fit is carried out iteratively to
the selected function (equation (1) or (2)), all NDVI values below the fitting function
being considered as cloud-contaminated values and, thus, a lower weight is attributed
to them for the next iteration. These weights are set to 1 for each date at the first iter-
ation of the fitting procedure and then decreased by the difference between the data
before and after the fit divided by the maximum NDVI value over the year for the
dates flagged as cloudy (corresponding to lower NDVI values after the fit than before
it). The procedure is stopped when the total difference between the weighted data and
the fitting function is lower than 0.05 NDVI units. Finally, the fitting parameters are
tested for consistency (wNDVI ≥ 0, mNDVI ≤ 1, wNDVI ≤ mNDVI, 0 ≤ S and A ≤ 365,
S ≤ A for equation (1) and A ≤ S for equation (2)). If these last tests are successful,
the pixel is flagged as ok; if otherwise, it is flagged as unsuccessful.

In the case of standard biomes (one chlorophyll peak activity per year), the main
source of inaccuracy in this procedure is due to the composite nature of the data.
In order to estimate the accuracy in determining spring and autumn dates, a simula-
tion was conducted, attributing randomly different acquisition dates for each 15-day
period to a yearly time-series of data. Some 100 000 simulations were conducted,
which led to standard deviations of ±5.5 days of accuracy for spring dates (Julien
and Sobrino 2009). These resulted from the lack of information of the chosen date for
each pixel within a given NDVI composite, which is not provided with the GIMMS
data.

Direct validation of the phenological phases from ground records is complicated
due to the differences between datasets (White et al. 2005). One of these differences
is obviously spatial resolution, since ground phenological datasets are dedicated to
mainly a few species, while the chosen remotely sensed dataset averages species over
the spatial extent of one pixel (64 km2 along the Equator in the case of the satellite data
used in this study). This is the reason why trend comparison with previous studies is
usually carried out for validation purposes.

3.2 Degree-days calculation

Réaumur (1735) introduced degree-days as a descriptor of plant phenology. Each veg-
etal species has its own degree-day thresholds (Snyder et al. 1999) corresponding to
specific development events (such as bud sprouting, blooming, fruit maturation and
senescence) and degree-days are calculated with different thresholds depending on
plant characteristics. The general formula for degree-day calculation is the following:

DG =
∑

T>T0

(T − T0) (3)

where DG is the degree-day total amount, T corresponds to the daily averaged air
temperature at 2 m (in ◦C) and T0 to a temperature threshold depending on the plant
characteristics (see table 1), the sum being calculated only for the days for which the
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Trends for vegetation spring dates 7

Table 1. Examples of T0 threshold values for various plant species as retrieved from various
authors.

T0 Species Publication

4.44 wheat, barley, rye, oats, flaxseed, lettuce,
asparagus Vaughn (2005)

7.22 sunflower, potato Vaughn (2005)
10 sweetcorn, corn, sorghum, rice, soybeans,

tomato Vaughn (2005)
3.5 alfalfa Sharratt et al. (1989)
9.4 citrus Lovatt et al. (1984)

−2.04 bean PI 165-426 Scully and Waines (1988)
−4.48 bean Commodore Scully and Waines (1988)
−1.9 bean Dark Red Kidney Scully and Waines (1988)
−0.91 bean Linden Scully and Waines (1988)

5.05 bean Black Turtle Soup Scully and Waines (1988)
4.37 bean Sutter Scully and Waines (1988)
6.4 bean Sal Scully and Waines (1988)
6.17 bean Seedsaja Scully and Waines (1988)

10 grapevine Williams et al. (1985)
10 pistachio Purcell and Welter (1991)

5.2 rose Pasian and Lieth (1994)
10 sweetcorn Coop et al. (1993)

7.21 tepary bean G40034 Scully and Waines (1988)
8.4 tepary bean Hood White Scully and Waines (1988)
7.89 tepary bean G40016 Scully and Waines (1988)
0 winter wheat McMaster and Smika (1988)

10 corn Cross and Zuber (1972)
4.1(1 − 5.2) deciduous forests in central Siberia Delbart and Picard (2007)

0 − 5 all Spano et al. (1999)

daily averaged air temperature at 2 m is higher than the given threshold (T0), starting
1 January for the Northern Hemisphere and 1 July for the Southern Hemisphere. Daily
averaged air temperatures (T) are calculated as averages of the four six-hourly air tem-
peratures available from Reanalysis corresponding to the given day. Values of T0 are
plant dependent and vary as a function of plant species. Example of T0 values for
various species can be found in table 1. As shown, T0 thresholds are highly dependent
on plant type, which cannot be identified at the coarse resolution of the Reanalysis
data. Therefore, we chose to use values of T0 varying between 0 and 15◦C with 1◦C
temperature steps. Degree-day annual amounts are an indicator of the climate and can
be used for climatic area classification (Sobrino et al. 2006). However, the degree-day
model for plant phenology is applicable only in areas where temperature is the limit-
ing factor for plant growth, which is not the case in tropical areas, for example. The
approach presented above was carried out at global scale to avoid limiting the study to
the 45–75◦ N latitude band, with the aim of identifying the areas where this approach
is valid. Such validity is discussed later.

3.3 Thresholds retrieval

The two datasets used in this study have different spatial resolutions; therefore,
GIMMS-retrieved spring date images were resampled at Reanalysis resolution by
identifying for each Reanalysis pixel the GIMMS pixel closer to its geolocation
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8 J. A. Sobrino et al.

Figure 2. Schematic view of the resampling process between Reanalysis coarse data and the
GIMMS NDVI grid.

(latitude and longitude). The spring date assigned to the resampled image is calcu-
lated from a 3×3 neighbourhood around this GIMMS pixel, over which valid spring
dates are averaged (figure 2). This approach was chosen to avoid downscaling of the
Reanalysis data, which would need additional information to be carried out satisfacto-
rily, or to avoid interpolation of the Reanalysis data to the GIMMS resolution, which
would both result in additional uncertainties in the data. Therefore, Reanalysis data
were considered as describing locally the vegetation characterized with GIMMS 3×3
neighbouring pixels on a Reanalysis coarse grid.

Then, two thresholds have to be determined for each pixel: T0, associated with the
characteristics of the vegetation present in the considered pixel; and DG, amount of
degree-days corresponding to spring (or leaf outburst), related both to vegetation and
climate (see equation (3)). To this end, maps are created of the dates corresponding
to the day at which each DG threshold between 0 and 7000 degree-days (with steps
of 10 degree-days) is reached using T0 values from 0 to 15◦C with steps of 1◦C in the
calculations. Therefore, 7001×16 maps are obtained, which correspond to every pos-
sible value of the DG and T0 thresholds within the selected range. From these maps,
spring date time-series are extracted for each pixel and for every possible value of
the T0 and DG thresholds. Pearson correlations between the time-series of GIMMS-
retrieved spring dates and the time-series of Reanalysis modelled spring dates are
then calculated for all DG and T0 values, and the DG and T0 values correspond-
ing to the highest Pearson correlations are selected as the adequate thresholds for
degree-day calculations for this study. Pearson’s correlation method was chosen since
we expect the relation between satellite and degree-day estimated spring dates to be
linear. Correlation is expected to reach significant values for temperature-limited veg-
etation (in temperate and boreal areas), since degree-day amounts are a common tool
for determining their phenological phases. Of course, for vegetation limited by soil
nutrients or water availability, correlation values are expected to be low. Due to the
difference in the resolution of the datasets, the obtained T0 and DG thresholds are not
expected to correspond to specific plant species, although they should be representa-
tive of the land cover and the climate of the corresponding area. Since these thresholds
are retrieved from the spring dates obtained from remotely sensed data, these thresh-
olds are assumed to be constant through time, which implies an absence of change
in the land cover. If land-cover change occurred during the 1981–2003 period, the
threshold values for the affected pixels may be erroneous. Eventual changes in land
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Trends for vegetation spring dates 9

cover during the whole study (1948–2006) are not accounted for as regards threshold
values. The approach is not sensitive to land-cover change in the 1948–2006 period,
except if this land-cover change has been taken into account in the Reanalysis data
through air temperature data assimilation.

Finally, with the help of these two thresholds, spring date time-series are calculated
using equation (3) for the whole Reanalysis database (1948–2006) and then tested for
trends using Mann–Kendall trend tests (Hirsch and Slack 1984, Julien and Sobrino
2009).

4. Results

Figure 3 shows the resampled spring date for 1990 in the Northern Hemisphere and
1990–1991 for the Southern Hemisphere. Those years have been chosen arbitrarily
for display, although spring 1990 was recorded as the earliest ever in most of cen-
tral and northern Europe (Menzel 2000, Chmielewski and Rötzer 2002, Karlsen et al.
2007). In boreal and temperate areas of the Northern Hemisphere, one can observe
easily the latitudinal gradient in spring dates, the spring dates getting earlier at lower
latitudes. This pattern does not show for the Indian subcontinent and the tropical
areas, which can be explained easily by the special rain regimes that affect these
areas.

Figure 4 presents the significance of the maximum values of the Pearson correlation
obtained between time-series of GIMMS- and Reanalysis-retrieved spring dates for all
DG and T0 values for each pixel. These correlations are significant at the 95% level for
correlations higher than 0.42 and at the 99% level for correlations higher than 0.54.
From figure 4, one can observe that the pixels with the highest level of significance
(99%) are located almost only in the northern temperate and boreal areas. Tropical
and equatorial areas exhibit lower significance values. Figure 4 shows the areas for
which the degree-day approach can be considered as valid (p > 95%) and, therefore, a
mask corresponding to confidence levels higher than 95% was applied to the following
results. This mask includes 63% of the pixels corresponding to land and 74% of the
pixels for which the double logistic fitting procedure was carried out.

Figure 3. Spring dates for the year 1990 (Northern Hemisphere) and 1990–1991 (Southern
Hemisphere) retrieved from GIMMS data.
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10 J. A. Sobrino et al.

Figure 4. Level of significance (in percentage) for correlation values in threshold determina-
tion for degree-day calculations.

Figure 5 shows the spatial repartition of T0 and DG thresholds around the globe
(see equation (3)), only for those pixels with significant correlation values at the 95%
confidence level. The T0 threshold appears to be vegetation dependent, the polar areas
tending to have a lower T0 threshold with local exceptions, due mainly to land-cover
type. T0 shows a great spatial variability, probably due to land occupation (Snyder
et al. 1999). This spatial variability in T0 values is higher in tropical areas where
vegetation is not temperature limited. DG thresholds show a latitudinal gradient, as
expected, having a lower value near the poles and a higher value at low latitudes,
with the exception of equatorial areas (see figure 5(b)). In these latter areas, spatial
consistency may be altered by the fact that the vegetation is not temperature limited
and by the presence of enduring cloud cover, which degrades the precision of spring
determination in GIMMS images.

Figure 6(a) shows an example of spring date images for 1990 in the Northern
Hemisphere and 1990–1991 for the Southern Hemisphere, both calculated from
degree-days amounts, as well as the bias in spring date estimation when using the
degree-day approach (figure 6(b)). By comparing this image with figure 3, one can
observe that the spring dates for figure 6 occur globally sooner than for figure 3,
especially in low latitudes, corresponding to the noisy area mentioned in figure 5(b).

Figure 7(a) presents the global trends obtained from the degree-day approach for
the 1948–2006 period, showing only the trends (retrieved by ordinary least-square
method) for the pixels passing Mann–Kendall trend tests at the 90% confidence level.
The average trend for all the statistically significant values is around –0.03 days per
year, which corresponds to almost a two-day overall advance in spring dates at a
global scale over the past 59 years, with values ranging mainly from less than −0.9
days per year (advance) in Southern Africa and around the Himalayan mountains to
more than +0.9 days per year (delay) along the Andes. Temperate areas, generally,
see an advance in their Reanalysis-retrieved spring dates, corresponding to the well-
documented increase in air temperature (IPCC 2007). Strong advances (greater than
−0.5 days per year) are located mainly in mountains of the temperate areas, while
strong delays (greater than +0.5 days per year) are located mainly in the Southern
Hemisphere.
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Trends for vegetation spring dates 11

Figure 5. Retrieved thresholds for spring date estimation from degree-days: (a) T0 – daily
threshold (in ◦C); (b) DG – total degree-day amount (cf. equation (3)).

5. Discussion

The results presented above are in concordance with the well-documented increase in
air temperature, which is part of the climatic change under way (IPCC 2007). However,
the results presented here are based on a fitting technique on yearly satellite images,
which, in spite of the compositing technique used, can include cloud-contaminated
images, especially in areas with high cloud coverage, such as equatorial areas. The
repeated presence of clouds influences the accuracy of the determination of spring
dates, which in return provokes artificial instability in temporal series of spring dates
(Julien and Sobrino 2009). This instability, in return, hinders the threshold estima-
tions for degree-day calculations, since the correlation between the dates for reached
degree amounts and spring dates is then diminished. However, trends retrieved by this
approach were validated by comparison with numerous previous studies using satellite
data as well as studies using phenological records or climate data (Julien and Sobrino
2009).
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12 J. A. Sobrino et al.

Figure 6. (a) Spring dates for the year 1990 (Northern Hemisphere) and 1990–1991 (Southern
Hemisphere) estimated from degree-day amounts; and (b) bias in spring date estimation from
the degree-day approach in comparison to the spring dates estimated from GIMMS data in
days.

The differences between satellite and degree-day estimated spring dates (figure 7(b))
may seem quite important, although one has to keep in mind that the temporal
resolution of satellite data is of the order of 15 days, while 50-year Reanalysis data are
obtained on a daily basis. The lowest error is obtained for boreal and temperate areas,
where vegetation is constrained more by temperatures than by other parameters (see
figure 8), while the areas with lower NDVI amplitudes show higher errors. Therefore,
figure 6(b) shows that the degree-day approach is not valid in areas where vegetation
is not temperature limited, such as semi-arid areas and evergreen vegetation.

The approach chosen here supposes that the land cover of each studied pixel has not
changed during the study period. This may not be the case; however, the implications
of this hypothesis on the resulting trends are low. Although land-use change obviously
contributes to phenology changes, it has a low probability of appearing as a significant
trend in the data, since the observed changes are more likely to be abrupt in time (from
one year to the other) and, therefore, decrease the significance of the observed trends.
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Trends for vegetation spring dates 13

Figure 7. Trends for spring dates (in days per year) estimated from degree-day amounts for
the 1948–2006 period (up) and for the 1981–2006 period (down). Only statistically meaningful
trends (Mann–Kendall trend tests) are shown.

Julien and Sobrino (2009) have compiled phenological changes from various previ-
ous studies based on phenological, satellite and climate data. Many of these studies
were carried out at the local or regional scale, which cannot be easily compared with
our study due to the coarse resolution of the database used here (2.5◦), leading to a
small number of pixels for each considered country. The results presented above dif-
fer from previous studies (Myneni et al. 1997, Tucker et al. 2001, Zhou et al. 2001,
Stöckli and Vidale 2004) in the fact that some areas (mainly boreal and mountainous
areas of the Northern Hemisphere) see a delay in their spring phenology, a fact which
does not appear in the mentioned studies. This can be due to the fact that the results
are usually averaged on local to regional areas, when the approach described in this
study is pixel-based. Moreover, only pixels with a statistically significant trend are con-
sidered here, meaning that all pixels with trends statistically insignificant at the 90%
confidence level are rejected, when other studies usually average the estimated trends
over a geographical area to, in a few cases, estimate the statistical significance of the
results.
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14 J. A. Sobrino et al.

Trends for large areas (global, Northern Hemisphere, 45–75◦N latitude band)
obtained from satellite data usually have an estimated spring trend around –0.2 to
−0.3 days per year (Myneni et al. 1997, Tucker et al. 2001, Zhou et al. 2001, Stöckli
and Vidale 2004), which is higher than the results presented here (–0.03 days per year),
although these global studies have been carried out from satellite data only, which
never covers more than the last 25 years. When restricted to the period 1981–2006, the
global average trend for this study increases to –0.09 days per year, closer to the values
obtained in previous studies (see figure 7(b)).

A few phenological studies were conducted over large areas (Menzel and Fabian
1999, Ahas et al. 2002, Schwartz et al. 2006). Retrieved trends in first leaf dates range
from +0.4 days per year over Eastern Europe to –1.0 days per year over Central and
Western Europe (Ahas et al. 2002), while the average trend over Europe is –0.2 days per
year (Menzel and Fabian 1999). Goetz et al. (2005) showed that nearly 15% of boreal
North America displayed significant trends in vegetation activity between 1981 and
2003, divided almost equally between positive and negative trends. A similar propor-
tion can be observed for our results in this area (see figure 7(b)). Reed (2006) showed
that over the same period spring dates advanced for selected areas of the United States,
which is also in agreement with the results presented in figure 7(b)). Over the Northern
Hemisphere, the phenological trend in first leaf date is –0.12 days per year (Schwartz
et al. 2006). These trends are more scattered than the ones retrieved from satellite data,
due to the low coverage of phenological stations, with areas excluded from the study
(like boreal and tropical areas). Nevertheless, the results presented here are within the
order of magnitude of these trends.

Of course, the model used here takes into account only air temperature, with-
out studying the influence of other parameters, such as available water, for example.
Nemani et al. (2003) published a global map of climatic constraints to plant growth
(their figure 1(a)). This map shows that plant growth is limited by temperature (at least
partially) only in temperate and polar areas. These are the areas that are described
correctly with the use of degree-days (as shown in figure 4), while the rest of the globe
would need the inclusion of precipitation to complete the model. One can observe that
the temperate and polar areas are the ones showing the higher concentration of low
confidence levels for correlation values between satellite and degree-day estimates of
the spring date in figure 4.

Moreover, the Reanalysis model is known to behave badly around mountains, where
high spatial variability cannot be described correctly by its 2.5◦ grid. Mountainous
areas are actually the ones showing the highest trend values (positive as well as neg-
ative) for both the 1948–2006 and 1981–2006 periods. For the 1981−2006 period, the
highest delays (+1.8 days per year) in the spring occurrence are obtained around the
Andes mountains, while for the 1948–2006 period, the highest delays (+0.9 days per
year) in the spring occurrence are obtained around the Rocky and Himalaya moun-
tains, while some pixels in the Andes mountains show the highest advances (–0.9
days per year). The inverse trend pattern around the Andes for the 1948–2006 and
1981–2006 periods is highly suspicious and would need some direct comparison with
phenological ground data for validation. However, the authors could not find any
regional or continental phenological record for direct comparison.

6. Conclusion

This study has used the whole GIMMS dataset to determine phenological
spring dates, from which phenological degree-day thresholds were estimated. These
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Trends for vegetation spring dates 15

thresholds allow for the calculation of spring dates from meteorological data, namely
the 2 m height air temperature from the Reanalysis database. This study has thus
extended phenological results from satellite data, limited to the past 25 years, to
meteorological data, which go back to the past 60 years.

Moreover, this study has analysed trends in spring phenology, which on average have
a value of –0.03 days per year for the 1948–2006 period, which represents an advance
of almost two days over the 58-year study period. Trends in spring dates are included
between −0.9 and +0.9 days per year (corresponding respectively to advances and
delays of 52 days over the whole data period). The described trends are smaller than
the ones presented in previous studies, a fact that can be explained by the difference
in the database time span and by the fact that the Southern Hemisphere is usually
ignored.

Thus, this work has shown the possibility of extending results obtained by remote
sensing techniques back into the past with the help of air temperature for areas with
vegetation limited by temperature, in order to obtain almost 60 years of land sur-
face phenology. Comparison with the results of previous studies has validated this
approach and the retrieved spring dates could be compared to historical phenological
ground records in order to improve characterization of climate change influence on
vegetation.
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