MULTIPLICITY OF SOLUTIONS TO ELLIPTIC PROBLEMS INVOLVING
THE 1-LAPLACIAN WITH A CRITICAL GRADIENT TERM

B. ABDELLAOUI, A. DALL’AGLIO AND S. SEGURA DE LEON

ABSTRACT. In the present paper we study the Dirichlet problem for an equation involving
the 1-Laplacian and a total variation term as reaction, namely:

Du

—div (—) = |Du| + f(z).

D) = 1Pul + /@)
We prove a strong multiplicity result: we show that, for any positive Radon measure concen-
trated in a set away from the boundary and singular with respect to a certain capacity, there
exists an unbounded solution, which is infinite on the set where the measure is concentrated.
These results can be viewed as the analogue for the 1-Laplacian operator of some known
multiplicity results obtained by Abdellaoui, Dall’Aglio, Peral and by Hamid, Bidaut—Veron.
We show explicit examples of multiplicity as well.

1. INTRODUCTION AND STATEMENT OF THE MAIN RESULT

The starting point of this paper lies in the paper [6] by Andreu, Dall’Aglio and Segura de
Leén. In that paper, existence and uniqueness results for problem

. ( Du .
(1) u — div (|D7u) = |Du| + f(x) in Q;
u=~0 on 0f);

were obtained, where € is a bounded open subset of RY . The main result of that article provides
a bounded solution for every datum f(z) belonging to L™(Q2), with m > N (see [6, Theorem
1]). Knowing that for small enough data the solution is the trivial one (see [22, Theorem 4.2)),
it is further shown that this is the unique bounded solution (see [6, Proposition 4]).
On the other hand, in [13], the authors study problem
—div <|ZDD—Z|> = |Du| + f(z) in Q;
u=20 on 0f);

(2)

showing a criterion on the datum to determine when the unique solution is the trivial one. The
question dealt in the present paper is whether there exists some other solution (which must be
unbounded). We will focus on problem (2) for the sake of simplicity.
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In the p—Laplacian setting (p > 1) problem (2) has been studied in [2, 19, 20]. The main
result of the present paper can be seen as a translation of those to our setting. Recall that
Abdellaoui, Dall’Aglio and Peral in [2] the following multiplicity result for the Laplacian was
proved:

Let f € L™(Q) be nonnegative and small enough, where m > N/2. For any positive Radon
measure p which is concentrated on a set which has zero capacity, there exists a solution u,, to
problem
(3) { —Auy, = [Vu, P+ f(x)  in Q;

u, =0 on 0S)

which is unbounded near the set where the measure is concentrated.

It must be noted that the results in those papers rely on a Cole-Hopf change of unknown,
which does not work in the case p = 1. The absence of any kind of Cole-Hopf change of
unknown is indeed one of the biggest difficulties to deal with multiplicity in our framework.
Another difficulty comes from the definition of solution to problems involving the 1-Laplacian
operator (as introduced in [4] by Andreu, Ballester, Caselles and Mazén, see also [5]). Indeed,
the suitable energy space is BV (), the space of all functions of bounded variation, and this
Du
|Du
satisfies ||z]|c < 1 and (z, Du) = |Du| (where (z, Du) stands for a type of dot product of z and
Du). Moreover, the equation holds, so that —divz = |Du| + f is just a Radon measure. In our
computations we need to manipulate products of the form (z, Du). According to the Anzellotti
theory, (z, Du) is well-defined as a Radon measure whenever divz is a Radon measure and
u € BV(Q) N C(Q2) N L>®(Q). This last condition can be relaxed to avoid the continuity of
u, namely: divz a Radon measure and v € BV(Q2) N L™(Q) (see [11], see also [23, 10] ).
Nevertheless, this is not enough to deal with unbounded solutions. For this reason, we have to
extend the Anzellotti theory (see Section 3 below).

Despite all these difficulties, we can prove the multiplicity of solutions for the 1-Laplacian.
Being a very singular operator, the result we obtain is not as sharp as the one stated for the
Laplacian. Indeed, measures are assumed to be singular with respect to a stronger capacity
and must be zero near the boundary of 2. Nevertheless, our result is sufficient to show wild
multiplicity of solutions:

in the sense that it

notion relies on a bounded vector field z which plays the role of

Theorem 1.1. Let f € L™(Q), with m > N, be nonnegative and small enough to satisfy

1

N —m/(N — 1)\ 52 Q% w7
N Sva

1l < (

where Sy.1 denotes the best constant in the Sobolev embedding BV (Q) — LN/(N=1(Q).

Let p be a positive Radon measure which is singular with respect to the q—capacity for
some 1 < q (that is, it is concentrated on a set E of zero W19—capacity). Assume also that the
distance from E to 02 is positive.



Consider a renormalized solution v, of

Al = f@) (14 ) v o

v, =0 on 00 ;

(4)

and set u, = (p — 1) log (1 + ;%1) Then the “sequence” {u,} converges, as p goes to 1, to a
solution u, of problem

fdiv< Du,, ) = |Duu| + f(z)  in Q;

(5) [ Dy

u, =0 on 0€);
in the sense of Definition 4.1 below. This solution satisfies
(6) e e BV(Q), forall0<d6<1.
and
(7) —div(e"z) =e" f 4+ u, in D'(Q),

where z € L>=(;RY) is the vector field appearing in Definition 4.1 below.

The plan of this paper is the following. The next section is devoted to preliminaries: we
introduce our notation, the notions of capacity and renormalized solution as well as auxiliary
results on BV—functions. Section 3 is devoted to extend the Anzellotti theory of L>°—divergence—
measure vector fields to our needs. The multiplicity Theorem 1.1 is proved in Section 4, while
the last Section deals with radial explicit solutions.

2. PRELIMINARIES

2.1. General notation. From now on, we fix an integer N > 2. The symbol H~ ~!(E) stands
for the (N — 1)-dimensional Hausdorff measure of a set £ C R™ and |E| for its Lebesgue
measure. Moreover, 2 will always denote an open subset of RY with Lipschitz boundary. Thus,
an outward normal unit vector v(x) is defined for H™~1-almost every x € 9.

The space of all C*°—functions having compact support in € is denoted by C5°(£2). The
symbol L1(Q2), with 1 < ¢ < oo, denotes the usual Lebesgue space with respect to Lebesgue

measure and ¢’ is the conjugate of q: ¢’ = Ll We will denote by W,y*(€2) the usual Sobolev
q—

space, of measurable functions having weak gradient in L(£;R™) and zero trace on 92. The
dual space of Wol’q(Q) will be denoted by W14 (), we recall that its elements can be written
as div F' for some F' € Lq,(Q;RN). Finally, if 1 < p < N, we will denote by p* = Np/(N —p)
its Sobolev conjugate exponent and by Sy, the best constant in the embedding I/VO1 P(Q) —

LP" (), that is,
A\ P/P
(L) < s, [ 7up.
Q Q

The truncation function will be use throughout this paper. Given k > 0, it is defined by
(8) Ti,(s) = min{|s|, k} sign (s)



for all s € R. Moreover we will denote by Gi(s) the function defined by
Gr(s) = s —Tk(s).

2.2. Capacity. Let 1 < p < N. For every compact set K C 2, we define its p—capacity with
respect to {2 as

capy ,(K, Q) = inf {/Q IVulP : u € WyP(Q), u> Xg almost everywhere in Q }

(we will use the convention that inf ) = +00). For any open set U C (), its p—capacity is then
defined by

cap, ,(U, Q) = sup {cap, ,(K,Q) : K is a compact subset of Q} .
Finally, given a Borelian subset B C () the definition is extended by setting:
cap, ,,(B,Q) = inf {cap, ,(U,Q) : U open subset of Q, BC U} .

We point out that p-capacity is not a Radon measure, although it is an outer measure.
Using the definition of capacity, it is easy to see that 1 < p < ¢ and cap; ,(A,(2) = 0 imply
cap; ,(A4,9Q) =0 as well as HV~1(4) = 0.

2.3. Radon measures. We recall that a Radon measure is a distribution of order 0 and that
every positive distribution 7', which is a distribution satisfying (T, ¢) > 0 for all nonnegative
v € C5°(R), is a nonnegative Radon measure. Given a Radon measure p, we denote by |u|
its total variation. The Lebesgue spaces with respect to p are denoted by L9(f, ), where
1<g<oo.

For a Radon measure p in 2 and a Borel set A C € the measure pul_ A is defined by
(L A)(B) = p(AN B) for any Borel set B C Q. If a measure p is such that p = pl_ A for a
certain Borel set A, the measure  is said to be concentrated on A.

Let u be a Radon measure in €2, we say that u is singular with respect to the p—capacity
if it is concentrated on a subset E C 2 such that

Capl,p(E7 Q) =0 )

and we say that it is absolutely continuous with respect to the p-capacity if cap; ,(F, 2)=0
implies p(E) = 0. Although the p-capacity is not a measure, every Radon measure p can
be decomposed as y = pq + s, where p, is absolutely continuous and pg is singular, with
respect to the p—capacity. Moreover, thanks to [9, Theorem 2.1], every Radon measure p which
is absolutely continuous with respect to the p—capacity can be written as p = f — div F', where
feLYQ) and F e L (;RV).

2.4. Definition of renormalized solution. Two definitions of solution must be considered,
those to problem (4) and to problem (5). We point out that definition of a solution to problem
(5) relies on the theory of L>°—divergence-measure vector fields, which will be studied in the
next section, so that we postpone the definition of solution to problem (5) to Section 4. We now
introduce the concept of renormalized solution to problem (4), we refer to [14] for a detailed
study of this concept.



Given the measure p, we decompose it as u = po + pud — puy, where pg is absolutely
continuous with respect to the p-capacity, while uf and p; are two nonnegative measures
which are concentrated on two disjoint subsets of zero p—capacity.

Let f(x) be a function in L*(2), and h(s) be a real continuous function. A measurable
function v : © — R is a renormalized solution to problem

—A,(0) = f@h() +p i Q;
v=20 on 0f);
if the following conditions hold:

(a) The function v is finite almost everywhere and Ty(v) € WyP(Q) for all k& > 0. (As a
consequence, a generalized gradient Vv can be defined, see [8, Lemma 2.1].)
(b) The gradient satisfies |[Vo[P~! € LI(Q)

(c) fh(v) € L}(Q).

(d) For every S € W1°°(R) such that S’ has compact support in R (consequently S is constant
for |s| large and so the limits S(+00) = lims_, 400 S(s) and S(—o00) = lim,_, o S(s) exist),
we have

| s@eAvop + / S(0)| Vo2V - Vo
= [ r@me)swe+ [ swipdun+St+o0) [ pdut = S(-o0) [ pdn;

for all € WL (Q) N L=(Q), with » > N, such that S(v)p € WP ().

2.5. BV—functions. The space BV () of functions of bounded variation is defined as the space
of functions u € L'() whose distributional gradient Du is a vector valued Radon measure on
Q with finite total variation. This space is a Banach space with the norm defined by

Julav = [ fuldo + [Dul().
Q

We recall that the notion of trace can be extended to any u € BV (€2) and this fact allows
us to interpret it as the boundary values of u and to write u’ 9 Moreover, it holds that the trace
is a linear bounded operator BV (2) — L(99) which is onto. Using the trace, an equivalent
norm in BV (£2) can be defined by

lul) = / ful MY 4 [Dul().
o0

For every u € BV (Q), the Radon measure Du can be decomposed into its absolutely
continuous and singular parts with respect to the Lebesgue measure: Du = D%u + D%u. So,
for each measurable set E, we have D%u = [, Vu(z) dz, where Vu is the Radon-Nikodym
derivative of the measure D%u with respect to the Lebesgue measure.

We denote by S, the set of all z €  such that z is not a Lebesgue point of u. We say that
x € S, is an approximate jump point of w if there exist uy (z) > u_(x) € R and v, (z) € SN~1
such that

lim [u(y) — uy(z)| dy = lim u(y) — u—(z)|dy =0,
PO B (2,0, (z)) P10 B> (2,0 (x))



where

B:(xvl@(x)) ={ye Bp(x)  {y — @, v (z)) > 0}
and

B, (z,vu(z)) ={y € By(2) : (y —z,vu(z)) <0}

We denote by J, the set of approximate jump points of u. By the Federer-Vol’pert Theorem
[3, Theorem 3.78], we know that S, is countably HY~!-rectifiable and HV~1(S,\J.) = 0.
Moreover, Dul_J, = (uy —u_)v,HN 1L J,. Using S, and J,, we may split D*u in two parts:
the jump part Du and the Cantor part D°u defined by

Diu = Dul_J, and D = D*ul_(Q\S,),

respectively. Thereby

Diu= (uy —u_ v HY L J,.
- By, By
with respect to its total variation |Du|.

If = is a Lebesgue point of u, then u (x) = u_(z) for any choice of the normal vector and
we say that = is an approximate continuity point of u. We define the approximate limit of v by
u(z) = uy(z) = u_(x). The precise representative u* : Q\(S,\Ju) = R of u is defined as equal
to @ on 2\S, and equal to % on J,. It is well known (see for instance [3, Corollary 3.80])
that if p is a symmetric mollifier, then the mollified functions u * p. converges pointwise to u*
in its domain.

A compactness result in BV (Q2) will be used several times in what follows. It states that
every sequence that is bounded in BV (Q2) has a subsequence which strongly converges in L!()
to a certain v € BV ().

To pass to the limit we will often apply that some functionals defined on BV (Q2) are lower
semicontinuous with respect to the convergence in L' (2). We recall that the functional defined
by

Moreover, if z € J,, then v, (z) being the Radon—Nikodym derivative of Du

(9) u— | Dul(Q) +/m |u| dHN 1

is lower semicontinuous with respect to the convergence in L!(). Similarly, if we fix ¢ € C3(9),
with ¢ > 0, the functional defined by

u / @d|Dul,
Q

is lower semicontinuous in L ().

We also need a chain rule for functions in BV (). Since we will only apply it for functions
having empty jump set, we will state it only in this simple case. If w € BV (Q) N L*° () is such
that D/u = 0, and f is a real Lipschitz—continuous function, then v = f o u belongs to BV (Q)
and Dv = f'(u*)Du.

For further information concerning functions of bounded variation we refer to [3] or [26].



3. EXTENDING ANZELLOTTI’S THEORY

In this section we will study some properties involving divergence—measure vector fields
and functions of bounded variation. Our aim is to extend the Anzellotti theory introduced in
[7].

Following [11] we define DM (2) as the space of all vector fields z € L>(;RY) whose
divergence in the sense of distributions is a Radon measure with finite total variation, i.e.,
z € DM™(Q) if and only if divz is a Radon measure belonging to W ~1°°(Q).

The theory of L>°~divergence-measure vector fields is due to G. Anzellotti [7] and, indepen-
dently, to G.—Q. Chen and H. Frid [11]. In spite of their different points of view, both approaches
introduce the normal trace of a vector field through the boundary and establish the same gen-
eralized Gauss—Green formula. Both also define the pairing (z, Du), where z € DM> () and
u is a certain BV —function, as a Radon measure. However, they differ in handling this concept.
In the present paper we will need that the “dot product” be defined for every u € BV (Q)
and every z € DM () satisfying a certain condition (see Corollary 3.5 below). We begin by
recalling a result proved in [11].

Proposition 3.1. For every z € DM™(R), the measure p = divz is absolutely continuous
with respect to HN 1. As a consequence, || is also absolutely continuous with respect to H™ 1.

Consider now p = divz with z € DM™(Q) and let v € BV (Q); then the precise repre-
sentative u* of u is equal HV ~'-a.e. to a Borel function; that is, to lim._,o pe * u, where (p.) is
a symmetric mollifier. Then one deduces from the Proposition 3.1 that u* is equal py—a.e. to a
Borel function. So, given u € BV (), u* is always u—measurable. Moreover, u € BV (Q)NL>(Q)
implies u € L>(Q, ) C LY (Q, p).

3.1. Preservation of the norm. We point out that every divz, with z € DM (Q), defines
a functional on Wy'' (Q) by

<divz,u>W,1,oo(Q)7W01,1(Q) = —/Qz -Vu.

To express this functional in terms of an integral with respect to the measure p = divz, we
need the following Meyers—Serrin type theorem (see [3, Theorem 3.9] for its extension to BV -
functions).

Proposition 3.2. Let p = divz, with z € DM™(Q). For every u € BV () N L>(Q) there
ezists a sequence (uy)n in WHH(Q) N C*(Q) N L>®(Q) such that

(1) up = u*  in LY(Q, p)
(2) Jo |Vuy| = [Dul(Q).
(3) unloa = uloq for alln € N.

(4) Jun(2)] < ||ulloo |p|-a-e. for alln € N.



Moreover, if u € WH1(Q) N L>(Q), then one may find u, satisfying, instead of (2), the
condition

(2) up, — u in WHH(Q).

—/Z~V<p=/sodu
Q Q

holds for every ¢ € C§°(Q), it is easy to obtain this equality for every Wol’l(Q) N C>(Q).
Given u € Wy ' (Q) N L>®(Q) and applying Proposition 3.2, we may find a sequence (u,,), in
Wy (2) N C>°(Q) satisfying (1) and (2°). Tt follows from

—/Z~Vun=/und,u
Q Q

for every n € N. letting n go to infinity, that

f/z.Vu:/u*d,u
Q Q

<diVZ7U>W,1100(Q)1W01,1(Q) :/Qu* dp

Since

and so

holds for every u € Wy () N L°°(Q). Then the norm of this functional is given by

([l =1.00 (@) ZSUP{‘/Qu* du’ : /Q|Vu| < 1}.

We have seen that = divz can be extended from W, () to BV () N L>°(£2). Next, we will
prove that this extension preserves the norm.

Theorem 3.3. If z € DM (), then p = divz can be extended to BV (Q) N L>®(§2) in such a
way that

(T —— sup{] Lo auf s 10u@) + [ julan < 1} .

PROOF. Since we already know that BV (Q) N L>(Q) is a subset of L'(£2, i), all we have to
prove is

(10) | [ da] < Il (1Dl + [l a1
Q o0

for all w € BV (Q) N L*° (). This inequality will be proved in two steps.



1) Assume first that « € WH1(Q) N L>(Q). Applying [7, Lemma 5.5], we find a sequence
(wn)pn in WHHQ) N C(Q) such that

(1) wnloo = uloq -

@ [ 1w < [ e

(4) wp(z) =0, if dist(x, 9Q) >

1
(5) wp(z) = 0, for all z € Q.
Then it yields

)/ w* = wp)dpa| = [{a (= wa)) ot | < Dl 1mm>/m—w|

_ 1
< lplw-rmien ([ 191+ [ pulan™= 4 2.

It follows that

(11) ‘/Qu*d,u‘ < ‘/Q(u*—wfl)du’—k‘/ﬂw;du’

ST / V| do +/ ol d# 4 1)+ / w du‘
Since the sequence (wy,), tends pointwise to 0 and it is uniformly bounded in L>(2)
Lebesgue’s Theorem,
lim [ w)dp=0.
Now, taking the limit in (11) we obtain (10).
2) In the general case, we apply Proposition 3.2 and find a sequence u, in Wh(Q) N
C>(Q) N L>°(Q) satisfying (1)—(4). Then, it follows from

‘/u:du’ < \|u||W71,oo(Q)(/ |Vun|+/ |u|d’HN’1) for all n € N
Q Q o0
that (10) holds. m

Corollary 3.4. Let z € DM™(Q) satisfy divz = v + f for a certain Radon measure v and a
certain f € LN(Q). If either v > 0 or v < 0, then u = divz can be extended to BV () and

[l =1, () = Sup{‘ /Q u* du’ . |Dul() + /an lul dHN ! < 1} .
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Moreover, BV () < L'(Q, u).

PRrOOF. Consider u € BV (Q), write vt = max{u,0} and, for every k > 0, apply the previous
result to Tk (u™). Then

(12) ‘/Q(T/c(uﬂ)*du‘ < ||M||W—1,m(Q)(|DTk(u+)|(Q)_|_/ Tk(u+)deN—1>

o0

< Il (D) +
o0

On the other hand, observe that u* is a v—measurable function, so that we obtain

/Q(Tk(qu))*du:/QTk(u*)*dqu/Tk(qu)f

Q
for every k > 0. We may apply Levi’s Theorem and Lebesgue’s Theorem to deduce that

lim (Tk(u+))*dy:/(u+)*du;

ut dHN—l) .

k—40c0 Q Q
lim Tk(u"‘)f:/quf.
k— 400 O Q

Thus,

li To(ut)) d :/ ) du.
i Q(k(u )" du () dy

Now taking the limit when k goes to oo in (12), it yields

(13) [y ] < sy (100 @)+ [t ).
Assume, in order to be concrete, that v > 0. Since fQ(u+)* dp= = fQ ut f~, we already

have that (u™)* is p~—integrable. Hence, as a consequence of (13), we deduce that (u™)* is also
T —integrable and so p—integrable.

Since we may prove a similar inequality to u~ = max{—wu, 0}, adding both inequalities we
deduce that u* is y—integrable and that

‘/u*du‘ < ||u||w—1,oo(g>(|Du\(Q)+/ |u\d7—¢N—1)
N o0

holds true. =

3.2. A Green formula. Let z € DM () and let v € BV (). Assume that divz = v + f,
with v a Radon measure satisfying either v > 0 or v < 0, and f € LY (). In the spirit of [7],
we define the following distribution on Q. For every ¢ € C§°(Q2), we write

(14) ((@.00). ) = = [ v pdu— [ ua-ve.

where p = divz. Note that the previous subsection implies that every term in the above
definition has sense.



Proposition 3.5. Let z and u be as above. The distribution (z, Du) defined previously satisfies

(15) K@wDU%@H§|WﬂmHﬂhw@UZ;@DU

for all open set U C 2 and for all p € C5°(U).
As a consequence, the distribution (z, Du) is actually a Radon measure. Both (z, Du) and
its total variation |(z, Du)| are absolutely continuous with respect to the measure |Du| and

[ e < [ e, Do) < lallwy [ aip
B

holds for all Borel sets B and for all open sets U such that B C U C ).

ProoF. If U C Qis an open set and ¢ € C§°(U), then it was proved in [23] that

(16)  [{(z, DTk(u)), )| < ||<pHooHZHLoo(U)/UdIDTk(u)I < ||90||00||z||L°°(U)/Ud|Du|

holds for every k > 0. On the other hand,
((z, DTy (u)), ) = —/ (Th(w)) ¢ d(divz) — / Tp(u)z - V.
Q Q

We may let k& — oo in each term on the right hand side, due to u* € L*(Q, u) and u € L*(Q).
Therefore,

Jim ((z, DTj(u), ) = (2, Du), ¢} ,

and so (16) implies (15). m

On the other hand, for every z € DM (2), a weak trace on 92 of the normal component
of z is defined in [7] and denoted by [z, V].

Proposition 3.6. Let z and u be as above. With the above definitions, the following Green
formula holds

(17) /Qu du+/9d(z,pu):/m[z,u]u dHN1

where p = div z.

PROOF. Applying the Green formula proved in [23], we obtain

(18) / (Tk(u))*dp—l—/ d(z, DTy (u)) :/ [z, V| Ty (u) dHN T,
Q Q o0
for every k > 0. In the proof of the previous Proposition, we have seen that

lim [ d(z, DTy(u)) = /Qd(z,Du).

k—o0 Q

We may take limits in the other terms since u* € L1(€, u) and u € L*(992). Hence, letting k go
to 0o in (18), we get (17). m

11
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4. MULTIPLICITY OF SOLUTIONS

In this Section, we will assume that f is a nonnegative function belonging to L™ (Q), with
m > N. We also assume that
m— N ) Q)

(19) lfllm < (m ﬁ

The constant on the right hand side is obtained in the proof of Theorem 1.1 (see Step 1 below).
It could also been deduced from an argument by N. Grenon in [17] and [18], checking the
dependence on p > 1 of every involved constant and letting p go to 1. (It should be mentioned
that Grenon assume p > 13—4]\_]1, but this hypothesis can be removed.) We point out that this
procedure leads to the same constant.

It is worth showing the translation of condition (19) to the N-norm. Indeed, Holder’s
inequality implies

1_1 m—N \" _
(20) 71y < 1Al < (5o —35) ™ v < Swh

since N > 1. So, [13, Theorem 4.1] allows us to deduce that the only bounded solution to
problem (5) is the trivial solution. We now turn to define solution to problem (5), following the
concept introduced in [4].

Definition 4.1. Given f € L™(Q), with m > N, we say that u is a solution of problem (5),
if u € BV(Q) is such that the jump part satisfies Diu = 0 and there ewists a vector field
z € DM (Q), with ||z|leo < 1, satisfying

(21) —divz = |Dul+ f in D'(Q),
(22) (z, Du) = |Du| as measures in €,
and

(23) [z,v] € sign (—u) HN"'-a.e. on O9Q.

Thanks to Propositions 3.5, identity (22) has sense. Heuristically, identity (22), jointly

with ||zleo < 1, leads to z =

< ﬁ, while (23) is a weak formulation of the Dirichlet boundary
u

condition.
The proof of our main Theorem below uses the following elementary technical results.

Lemma 4.2. If1<a<% and 1 < p <2, then
. p
ea571§2<65571) 1
for all s > 0.

PROOF. Just note that every x > 1 satisfies
= ((z-1)+1)" <227 ((z —1)P +1) <2((z — 1)P + 1)

k3
and we may choose z =¢e»*. R
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Lemma 4.3. If 1 <a< % and 1 < p < 2, then
o P
(e?‘sfl) <e* -1
for all s > 0.

PROOF. As in Lemma 4.2 consider z = e»® and check that the real function defined by
nx)=(x—-1P —aP+1, r>1,
is increasing. W
ProOOF OF THEOREM 1.1. Fix a positive Radon measure p satisfying
(1) p is concentrated in a set A
(2) dist(A,00) >0
(3) There exists g > 1 such that capq(A, Q) =0.
Since our aim is to let p go to 1, we may take ¢ as small as we want. For instance, we may
assume that ¢ < 2 without loss of generality.

The proof of Theorem 1.1 will be developed in several stages.
Step 1: Problems with measure datum. For any 1 < p < ¢, consider the problem

vp P71 .
“By() = F@) (14 S2) 4, w0
v, =0, on .
This problem has been studied in [17, Theorem 1.1] and [20, Theorem 6.2]. It follows from (20)
that

(24)

. . p—1
limsup || f[|xSn,p < lim || flIw]|QF Snp = [If I nSna <1,
p—1 P p—1

so that || f|| x Sy, < 1, for p close enough to 1. Observe that the Holder and Sobolev inequalities

imply
[ Al <17y Sn [ V0l
Q P Q

for all w € W, ?(Q). As a consequence, it yields

1 . f |Vwl[P 1 }
1o —— <mfd 200 cwlr(q), / P4l
[FTaSmp = VR s wewi@. [

Thus, for p close enough to 1, we may apply [20, Theorem 6.2] and find a renormalized solution
0 (24). Since data f and p are nonnegative, it follows that v, > 0.

Taking 1 — —————~—— as test function in the renormalized formulation of (24), we
(1+ k(vp))P
p—1
obtain
\V4 p p—1
/ |Lﬂpg/f(u 2" o)
o<y (14 520)" 7~ Jo p—1

< [ [ () w0 <0+ 15 (525) ), + .

m/’
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Passing to the limit as k goes to +o0, we have

(25) / “'_Y) <+ 1

plfl)p_le/ + ).

Thus, to go on, we need an estimate of |[v5~ ||/, not depending on p. This is a consequence
of the regularity of renormalized solutions. Indeed, observe that we may choose the truncate
Ty (vp) as test function in the renormalized formulation of (24) and deduce that

p—1
/{ k}vvp|p§k/ﬂf(1+p”f1) +ku(Q) < kM,
vp <

p—1
where M, = ||f]l + ||f|\m‘ (pv_pl) H -+ u(9). An appeal to [8, Lemma 4.1] leads to

N
Snp M, 7
|{v5—1>k}|g(N’2P> , forallk>0.

In the setting of Marcinkiewicz spaces (see, for instance, [15, Appendix: Singular Integrals]),
this inequality states that [vg_l] o < Sn,p M,, and so
"(p-1) _ [ '
[op" ]ﬁ = [v} ]N%p < (Swp Mp)™

On the other hand, having in mind inequality (6.5) in [15, Appendix], we deduce

! N m/(N—p) ’
p—1lm <« 0 1= N=p) oy
/Q|vp | _me’(pr)l I Y [’Up }m
N m’(N—p) ,
< e [ (S, M)
_N*m’(pr)‘ | N (Snp Mp)
N 77L,(N—p) , v p71 m’
- St s () )
me/(pr)| | N (Snp) £+ 1A | m’+M( )
Hence,
(26) [lvh ™ I <
N " 1 (N-p) (1) -
Nomv—p) T Snp (I + B = D)7l e + () )

Note that a bound for the norm [[v5~!(|,+ can be obtained if

1

N-m/(N—-p "leflp*19¥*ﬁ
Il < (=) e BT 2

The limit, as p goes to 1, on the right hand side is straightforward (since lim,_,1 Sy, = Sn.,1)
and is given by

SN,p

1

N —m/(N = 1)\ 52 Q] '~ w7
=) s
Hence, our hypothesis (19) allows us to rearrange inequality (26) and obtain a bound for the
norm ||’U§71 |lm for p close enough to 1. So, there is not loss of generality in assuming that ¢ is




small enough to perform the above manipulations for all 1 < p < g. Therefore, we have found
a bound (not depending on p) of the right hand side of (25), that is, there exists M > 0 such
that

v p—1
(27) 17+ 0| (S22) "]+ (@ < M, forann<p <,
and so
p
(28) /%SM, forall 1 <p<gq.
Q (1+ p—pl)

Step 2: Problems having gradient terms. In this step, we are considering the problems
{ —Ap(up) = [Vup|? + f(z), inQ;

up, =0, on .

(29)

YUp

According to the results in [19, 20], the function u, = (p —1)log (1 + 5 -) belongs to WyP (Q)
and is a solution to (29). In terms of these new functions, the estimate (28) becomes

(30) /\Vup|p§M, forall 1 <p<ygq.
Q
Applying Young’s inequality, it follows that
1 -1
(31) / V| < 5/ Vg + TS0 S M 0], forall1<p<q.
Q Q

(Recall that M depends on €, m, u and f, but not on p.) This BV —estimate implies that there
exists u € BV (Q) satisfying (up to subsequences)

(32) up — u  pointwise a.e in 2

(33) up, = u strongly in L"(Q2), 1<r<

N-1"
On the other hand, estimate (30) is the starting point in [4] to get a suitable vector field
z. So, following [4] (see also [24, Theorem 3.5]) we get z € L= (Q;RY) satisfying ||z|| < 1 and

(34) |Vu,|P~2Vu, — 2z, weakly in L*(Q;RY), 1<s<oc0.

Step 3: Passing to the limit in (29). Let ¢ € C5°(£2) be nonnegative. Taking ¢ as test
function in (29), we have

[ Va2V, Vo= [ ovul+ [ re.
Q Q Q
Applying Young’s inequality, it yields

1 p—1
/leuler/f@Sf/wIVupI“ri/<ﬂ+/f<p
Q Q PJa p Q Q
-1

S/ \Vup\p‘QVup~V<p+L %)
Q p Q

15
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and appealing to the lower—semicontinuity on the left hand side, we deduce
/god|Du|+/fg0§/z~V<p.
Q Q Q
Therefore,

(35) |Du| + f < —divz, inD'(Q),

and so divz is a Radon measure. It has finite total variation since is the distributional limit of
Ap(u,) and this sequence is bounded in L'(Q), due to (30) and equation (29).

On the other hand, —divz is a Radon measure which is above an LY -function. Thus, we
may apply the results of Section 3 and so we have at our disposal a Green’s formula involving
the Radon measure (z, Du) (Proposition 3.6).

Step 4: Passing to the limit in (24). We need another estimate, this one to get the
convergence of er. Fix 0 < § < 1 and k > 0, and take e/7+(#r) — 1 as test function in the weak
formulation of (29). Dropping nonnegative terms it yields

o [ T = [ (T 1) Gy [ (0 1)
Q Q Q

2/§2<65Tk(up),1)|vup‘p,/ﬂf_

Then rearranging and taking into account (30) we get

/ ST |7y [P — 5 / ITH) [V Ty 11y [P < / IV |? + / F<M+ / /
Q Q Q Q Q

from where it follows
(1-8) [ v a1,
Q Q

for all 0 < § < 1 and all £ > 0. Thanks to Levi’s Monotone Convergence Theorem, we may let

k go to +o00 and get
(o) [9(en - )p<ars [ 5
Q Q

for all 0 < § < 1. Hence, as a consequence of Young’s inequality we have a WO1 1_estimate of
e®r — 1, and on account of (32) it yields e®* € BV(Q) for all 0 < § < 1, as well as

% — % pointwise a.e in Q

e — e strongly in L"(Q), 1<7< N1

A straightforward consequence of the last convergence is

(36) e'? — e strongly in L"(2), 1<r< N1

(Nevertheless, we do not claim that e* € BV (2), see Remark 4.4 below.)



Now recalling that every renormalized solution is a distributional solution as well, take
» € C5°(R) as test function in (24). Then

p—1
Vu,[P~2Vuv, - V :/ 14 +/ du,
/QI ol p Ve Qf( p—l) ot | edu

which in terms of u, becomes

(37) /e“P|Vup|p_2Vup-V90:/fe“ﬂp—&—/gad,u.
) Q Q

Our next aim is to let p go to 1, to this end, we are analyzing each term in (37). On the left
hand side, we apply (36) and (34) to pass to the limit. On the other hand, (36) implies that
eUr — e* in L™ (2), so that we may also pass to the limit on the right hand side. We conclude
that

(38) —div (e"z) = fe" +p, inD'(Q).

We note that our assumptions on x imply that y < cap; , and so u ¢ LY(Q)+ w—bd (Q),

by [9, Theorem 2.1]. We deduce from (38) that e ¢ L9 (Q); in particular we have u ¢ L> ().
Step 5: Diu = 0. This fact is proved in [6] for a bounded solution to problem (5) through
[6, Lemma 2]. The only modification of that proof we need in our setting is to choose A > 3
and take A — Ty (u) as test function in U,,.
Step 6: The equation —divz = |Du| + f holds as measures. First we claim that

(39) —edivz < e"|Du|+e"f + p

holds as measures. (Here we do not mean that e* is integrable with respect to the positive
Radon measures —divz and |Du|.) To see our claim, for any k > 0, our starting point is
(z, DeT(W) < | De™s ()| jointly with the equality

—eTxWdivz = (z, DeT* ™) — div (eT’“(“)z) .
Then, by the chain rule,
—eTxWdivz < |De*W| — div (eTk(“)z) = T DTy (u)| — div (eT’“(“)z> .

We now choose a nonnegative ¢ € C§°(€2) obtaining

7/ el W d(divz) < / weTk(“)d|DTku|+/ el Wz . V.
Q Q Q

Applying Levi’s Monotone Convergence Theorem to the measures —div z and |Dul, let k& go to
infinity to get

- [ eerdtaiva) < [ perdipul+ [ era Vo= [ gerapul+ [ wets+ [ pdu,
Q Q Q Q Q Q

due to (38). Therefore, (39) is proved.
Next, we will study these measures concentrated on the sets {u < k}\A, with k& > 0.
Having in mind that pl (Q\A) = 0, it follows that

—edival ({u < k\A) < e"|DulL({u < k}\A) + " X (fu<ri\A) -

17
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Observing that every term is finite, we deduce
—divzl({u <kP\A) < [Dull({u < EN\A) + [X({u<k\4) -
Letting k go to infinity, it yields
—divzl ({u < co}\A) < [DullL({u < 00}\A) + fX(fucoc}\4) -

We point out that {u = +oo} C 9, satisfies HN 1 ({u = +oc}) = 0, and so it is a null set with
respect to all the involved measures. Since cap; ,(4,Q) = 0, and so HY~1(4) = 0, a similar
consequence is seen for A. Thus,

—divz < |Du| + f,

and this inequality and (35) leads to the desired equality.
Step 7: (z, Du) = |Du| as measures. Given ¢ € C§°(£2), with ¢ > 0, take e “r¢ as test
function in (29) to get
2/ e~ p|Vu,|P +/ fe o = / e |V, |P~?Vu, - V.
Q Q Q

It is straightforward that then

2/ @\V(e_up)|p+/ fe_upgoﬁ/e_“P|Vup|p_2Vup-Vgo,
Q Q Q

and, by Young’s inequality,

-1
2/@|V(e*“1’)|+/fefupsoﬁ/e’“P|Vup|p’2Vup'Vg0+2p— ®.
Q Q Q p Q

The lower semicontinuity of the total variation leads to

2/Q<pd|D(e_“)\+/Qfe_“g0§/ge_“z-V<p
:—/ngd(div(e_“z)) :/Q<pe_“d|Du\—|—/Q<pe_“f—/94pd(z,D(e_“)),

since
div(e “z) = e “divz + (z, D(e™")) in D'(2).
Simplifying and applying the chain rule we deduce

[eane )<= [ paane) < [ pape )= [ geapal,

from where —(z, D(e™*)) = |D(e~")| follows. As a consequence of the definition of the pairing
of a vector field and a gradient, it follows that

(2, D(1—e™")) = —(z,D(e™")) = [D(1 —e")|.

Finally, thanks to [21, Proposition 2.2],we are done.

Step 8: L*°—estimate near the boundary. Recall that, on account of our hypothesis
dist(A,09Q) > 0, we may apply [12, Theorem 4.3] and deduce that each solution u, is bounded
in any closed subset of Q\A. Let Br denote a ball of radius R > 0 such that Br N A = () and



|Br| < 1. We explicitly point out that Bg N (RV\) can be a non null set since we want to
prove regularity up to the boundary. In what follows, we will write

Al p={r € BRNQ:uy(r) >k} and Apr={r€ BRNQ:u(zx) > k}.
Consider ¢ € C§°(Bg), with 0 < ¢ <1, 1 < a < 25 and k > 0. Our aim is to prove
@) [ Ve g <o [ el 1) 4 Ol AL gl
BrNQ AP o '
where C' is a constant which does not depend on p.

To this end, take (el@~DGr(ur) — ¢=Grlup)) P ag a test function in problem (24), written
in terms of u,. Then it yields

/ e"f’\VGk(up)V’[(a _ 1)€(a—1)6‘k(up) + e_Gk(up)]SDI)
Q
< p/Qeup|VGk(up)|p—1(e(a—1)6‘k(up) — e Gr(u) )Pl p|P

n / Fet (e@=DGk) _ g=Gilup)y o
Q

Having in mind that we are actually integrating on the set {u, > k}, we have e"» = ekt Grlup)
Thus, dividing the last inequality by e*, we obtain

(41) A |VGk(up)|p [(a — ]_)eaGk(up) + 1} SO;D

<p / VG ()P~ (€29 ) — 1)1 |Vi? + / F(ePGr) _ 1)pp
Q Q

We are now analyzing the first term on the right hand side of (41). Observe that Young’s
inequality implies

p [ 96w et — 11Tl
Q

<(p- 1)/ VG (up) [P (e2F00) — 1) +/ ViplP (exCrten) — 1),
Q Q
so that one term can be absorbed by the left hand side of (41) becoming

(- p) / VG (1) P (250 — )P < / VP (s 1y 4 [ feadnum) _pypp.
Q Q Q

Since there is not loss of generality in assuming 1 < p < "‘T'H and 1 < p < 2, we may let

a—p> %71 and a? < a?. Furthermore, easy manipulations leads to

@) (%) [ v —nper < (G2F) [ 9o —pppr

2aP

< [ VP (et — 1)+ [ feeduien — 1.
Q Q

19
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We point out that, in every term of (42), we are integrating on the set Ai,R' Applying
Lemma 4.2 to the last term of (42), we get

(43) /Qf(eac:k(up) _ 1)(,0” < 2/A f(e%Gk(up) _ l)pwp + 2/A f<pp.

p p
kR kR

To estimate the right hand side of (43), we will apply the Holder and Sobolev inequalities. (We
explicitly point out that it follows from u, € W, *(Br)NL>®(Bg) that (e7 9 () _ 1) belongs
to W, ?(Bg) N L=(Bg), even though a/p > 1.) Performing those manipulations, we obtain

p/p”

P
AkR k,R

1 _ P
|BR|7‘VL/ p*

< [ fllmSnp l | wleEeen —ng)p

k,R

< WS p2 " [ [ emese pp [ @G 1oy Bal
AR AR

<2(Sn1 + D fllm [/ (pp|v(€%Gk(’Uzp) —1)]P +/ (e%Gk(up) — 1)?|Vy|?| |Br e ,
AL R AL r

here we have estimated the constant taking p close enough to 1. Now we set 6 = % (% — %) >0
and note that

1 1
—_L_P_ .y
m p* N m

Recalling that |Bg| < 1, we deduce that |BR|ﬁ_z’L* < |Bg|®. Going back to (44), it yields

/AP f(e%Gk(up) —1)PyP

k,R

|Br|°

< 2(Sa + I/l [/

Ak,R

PV P [ (3O —1plvp
A

p
k,R

|Bg|°,

< 2ASw + D)7 [ /.

Ak,R

PV ) [ (0 1) vgp
A

P
k,R



this last inequality due to Lemma 4.3. This inequality implies that (42) is transformed in
(%)
20{2 A

+4(Sna 4 D) flm|Brl®

|V (eFrti) —1)Per < / ViplP (ex@rtr) —1)

P
k,R Ak,R

[ eresesn —qpy [ eeenn gl
P A

Ak,R i,R
+ 2/ for.
A

p
k,R

Now R > 0 is chosen small enough to have 4| f||,|Br|® < 2= . Hence we find a constant C' > 0
independent of p satisfying

a—1
4@2 A

To finish the proof of (40) is enough to apply Holder’s inequality.
The next step is to let p go to 1 in (40). Applying Young’s inequality, it follows that

[V(er Ot —nrer < € / VolP(ee@rtr) —1) 42 | - for,

p P
kR AR AL R

o 1 o -1
/ |V(eEGk(up) —1)]p < 7/ ‘V(e;Gk(Up) —1)[Pe? + L|BR|p/(p—1)
BrNQ P JBrnO p
C u C m’
< — VplP (e k) — 1) 4+ — || fllm| AT 5[V™ +
P JBrnQ p

p—1

Thanks to be a < %, we may use that e*@+(r) —1 converges to e®“+) — 1 in L'(Br N Q).
This fact and u, — u pointwise in Bg N allow us to pass to the limit on the right hand side.
On the left hand side, we deduce that e “*(“») — 1 converges to e®@+() — 1 in L'(Br N Q) (it
is enough to realize that |e» *(») — 1| < |e®@r(ur) — 1] and use a variant of the dominated
convergence Theorem) and apply the lower semicontinuity of the total variation. Therefore, we

conclude that
@) [ e - pisC [ Tl 1) 4 Ol Al
BrNQ BRrNQ

To obtain a Caccioppoli type inequality, consider 0 < p < R and a function ¢ € C§°(Bg)
such that 0 < ¢ <1 and ¢ =1 in B, the ball concentric with Br and having radius p. We
may assume that |Ve| < Ri_p. Then (45) becomes

C
R—p

@) [ ape ) < g [ (e 1) Al
B,NQ BrNQ

This Caccioppoli inequality will allow us to apply Stampacchia’s Theorem. To begin with,
R+tp

consider B(ry,)/2, the ball concentric with Bgr but having radius =5, and take the function

n € C§(B(Rr4p)/2) satisfying 0 <n <1, n=1in B, and |Vp| < Ri_p. We do not know that
e“Gr(¥) _ 1 ¢ BV(BrNQ) yet, so that we do not may apply Sobolev’s inequality. Instead, we

21
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will consider a suitable truncation. Indeed, we have

/ (e2C(Tu(w) _ 1) < / (e*CH(Tu@) _ 1)y
B,NQ B(R+tp) /2N

(N-1)/N
< A plY / (2GR T _ 1yxr s
B(r+p)/2N2

< ArrlV Sy / d| D ((e>G+ T _ 1yp)]
B(rtp)/2N2

)

< |Ak,R|1/NSN,1/ d’D((eaGk(u) _ 1),,7)
B(R+p)/2NQ

and the monotone convergence Theorem gives us the desired inequality

[ e 1) < s [ 4| D (290 ~ 1yp)]
B,NQ B(r+p)/2NS

Hence, we deduce from inequality (46) that

an [ (o)
B,NQ
nd|D(eaGk<u>—1)|+/
B(r4p)/2N02

< |Apr|YNSna {/
B
2

< [Ap,r""N SN {/ d‘D(eO‘G’“(“) — 1)‘ + 7/ (e2Cr(w) _ 1)]
Bntp) /209 R = JB sy 00

|Ak,R|1/N/ (ex@r() — 1) + C|Ak,R|%+# .
BrNQ

(e _ 1>|Vn|]

(Rtp) /2082

<

—p
To apply Stampacchia’s procedure take 0 < h < k and observe that the following facts

hold.
/ (€2Cx(m) _ 1) < / (€2Cn(w) _ 1)
BrNQ BrNQ

1 1
— Gp(u) < 7/ e@Gn(w) _ 1
P e M S G e )

Therefore, inequality (47) yields

/ (eaGk(u) . 1)
B,NQ
14+ L
< C / (eaGh(u) . 1) A
~ alN(k = h)YN(R = p) |/Bane

C wrt
+ S S— [/ (eaGh(u) _ 1)]
al/N)+(1/m )(k — h)( /N)+(1/m’) BrQ

| Ak, r| <

2=




We point out that £k — h, R — p and fBRmQ(eaGh(“) — 1) can be taken as small as we want in
Stampacchia’s procedure. Thus, we may unify all the exponents obtaining

C N
aGr(u) 1) < |:/ aGp(u) 1
(& (& .
/Bm( VS =R = ) [ en )

Applying Stampacchia’s Theorem (see [25, Lemma 5.1], and observe that the last exponent is
larger than 1) to

cp(h,R):/ (exn(w) 1),
BrNQ

then we get ko such that ¢(k, R) = 0 for all k > ko, so that u € L>°(Bg N Q).

Therefore, we have seen that v € L (Bg N Q) for every ball satisfying B N A = ) and
|Br| < 1. The last step uses a compactness argument to conclude that u is bounded in a strip
around 0f).

A further remark is in order: we have deduced that the trace u| oo € L°(09), so that all
integrals on 9f) that occur in the next Step are well-defined.

Step 9: Boundary condition. As a consequence of Step 8, we know that there exists a strip
around the boundary 99 where u is bounded. Let ¢ € C'(92) be a nonnegative function. Then
there exists a nonnegative ¢ € C°°(Q) such that <p‘ 90 = ¢ and that vanishes outside that strip.
For instance, we may consider ¢ = ;2 where ¢ is the solution to the Dirichlet problem for
Laplace equation with datum ¢, and @5 vanishes outside that strip and satisfies ¢2| oo =11In
other words, we search a smooth function satisfying <p| oo = ¢ and such that u is bounded in
Supp .

Fix A,k > 0 and take (e*7+(“») — 1)y as a test function in problem (24), written in terms
of u,. Then

/\/Qe“”e’\Tk(“”)go|VTk(up)|p
= _/ evr (eMTi(up) 1)|Vu,|P~2Vu, - Vo +/ fetr (eAelr) — 1),
Q Q

Now, Young’s inequality implies

A/Qe(””T’““%WTk<up>|

< i/ eupem<up><p|VTk(up)|p+M/ T ()
P Ja p Q

1 1
= [ @) VP2V, Vit [ et 1)
P Ja P Ja

n Alp—1) / eOHDT(up) 5
p Q
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Formally adding a null term, we obtain

A

A
V(e DTk(up) _ q A+ Tk (up) _ 1) gy V-1
S Q<p| (e )+ wle )

1 1
<o [T )T 2T, Vo [ petn () 1)
Q P Ja

P
+M/ (OHDTiCun)
p Q

Recall that, by (36), we have e“» — e in L'(Q) and, by (32) and Lebesgue’s Theorem, we
also have e DTk(up) _ 1 converges to e DTe(w) — 1 jp LY(Q2) as p goes to 1. By the lower
semicontinuity of the functional we may let p go to 1 as well as remove the truncation, since u
is bounded in supp . Therefore,

(48) @d|D(ePDr —1)| + A (e 1) g1

< f/eu(eA“fl)z-VgaJr/fe“(e)‘“fl)ga.
Q Q

To perform some manipulations on the right hand side, we use (38) to deduce

—pdiv(e"z) = pe“f.
Having in mind that e*z is bounded in supp ¢, by Green’s formula, Step 7 and the chain rule,
we can write

el e)xu _ _ ety e)\u o o e)\u _ elz. v N-1
| re@ =vg= [ dleani@ = 1p) — [ (@ = 1plerasan

o0

= /Qe“d(z,D((ek” - 1)p)) —/ (e — 1)e“plz, v] dHN 1

oQ

_ / et o d|D(e™ — 1)] +/ eh(eM — 1)z.v<p_/ (M — 1)t [z, v] dHN !
Q Q o0

=— cpd|D(e(>‘+1)“ -1)| +/ et(eM —1)z- Vi — / (e* —1)eplz, v] dHN .
A+1Jg Q o0

Inserting this equality in (48) and simplifying, it yields
A

- (b(e()\-‘rl)u _ 1) drHN—l < _/ (e)\u _ 1)8”¢[Z, V] dHN_l .
A+ 1 Jaa 00

Since ¢ is an arbitrary nonnegative continuous function, it follows that
A
m(e()""l)“ -1) < —(e* —1)e"[z,v], HY '-a.e. ondQ.
Obviously, this inequality holds on the set where {u = 0} N 9. On the contrary, in the set
{u > 0} N ON this inequality implies
A e()\+1)u -1 A

< — < - .
l2,1] < A+1(er —1)er = A+1




25

Hence, the arbitrariness of A > 0 and |[z,v]| <1 lead to [z,v] = —1, so that
[z,v] = sign (—u), HN 1 a.e. on 9.

We have proved that « is actually a solution to problem (5), so that the proof of Theorem
1.1 is completely finished. ®

Remark 4.4. We explicitly point out that e* ¢ BV () for every nontrivial measure u. Indeed,
if e* € BV (), then the following manipulations would hold:

fe' + p=—div (e"z) = —e"div (z) — (z,D(e")) = —e"div (z) — |D(e"))|
= —e"div (z) — (¢")|Du| = e[ — div (z) — |Du|| =" f,
wherewith 1 = 0. Compare this argument with [2, Remark 2.11].
Remark 4.5. Assume for a moment that the function e™ is y—measurable. Having in mind
Step 7 and [21, Proposition 2.2], it yields (z, De™+(")) = |DeT+(¥)| for any k > 0. We are able
to see, redoing the same calculations, that (39) becomes an equality. This fact and —divz =
|Du| + f imply that the measure e~y vanishes. Even thought this argument does not work, it

suggest that p is concentrated on the set {u = +o00}. In other words: A C {u = +o00}. Compare
this note with [2, Remark 2.16].

Remark 4.6. It is worth noting that we can recover the singular measure from the solution
to (5) we have found. The argument is very similar to that of [2] for p = 2. To check it, take
eTrer — 1, with € > 0, as test function in (5). Then, since u is a solution to problem (5), it
follows that

e N e L e
|Du|(Q)+/aQ’e + 1| dH —/Qe + (1 (1+6u>2)d\Du|+/Qf(a?)(e + 1).

Taking into account that u € BV (Q) and u € L>(092), we deduce that the left hand side is
bounded. Thus,

1
/em<1—7)d|DU| <M, foralle>0,
Q (1 + eu)?

and so there exists a measure p such that, up to subsequences,

1
| Duje®/(Few (1 — m) -, weakly in the sense of measures.

Now, it is easy to check that this measure satisfies equation (7). In fact, e™#=e € BV (Q) and

— div (e“/(l-‘rﬂl)z) — _eu/(tew) Jiv g — (Z, Deu/(l—i—eu))
_
L+ )

It follows from the estimate e%/(1+euw) < eu ¢ Ll(Q) and the monotone convergence Theorem
that e*/(1+<w) 5 ¢v in L1(Q), wherewith we may let € — 0 proving that

—div (e"z) = fe" + pu, in D'(Q).

1
= |Du|eu/(1+eu)+feu/(1+eu)_ eu/(1+6u)|Du| - |DUIe“/(1+€")(1—m>+fe“/(l+f”).
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Remark 4.7. Roughly speaking, Theorem 1.1 states that for each measure p concentrated in
a set HV~1-null, we find a solution to problem (5). A few words on the map

(49) o singular measure — u solution to (5)

is in order. Although we cannot assert that this is a one-to—one map, we can state that not
every measure p leads to the same unbounded solution w. It is enough to choose two singular
measures u; and po satisfying supp pi N supp ue = 0. Applying our Theorem to each p;, we
obtain an unbounded solution u; to problem (5), ¢ = 1,2. However, we know that u, is bounded
in supp o and us is bounded in supp u1, so that these solutions are different.

5. MULTIPLICITY OF RADIAL SOLUTIONS

In this section we deal with the case of radial solutions in a ball, so that in the following
examples we always assume 2 = Br(0) (i.e., the ball centered at the origin having radius R > 0)
and we search solutions depending on |z|. In what follows, we denote wy = |B1(0)|, and Jy the
Dirac measure concentrated in the origin.

Let us begin by dealing with the homogeneous case.

Example 5.1. Assume that f = 0, then problem (5) has a trivial solution, given by
u(z) =0, with z(x) =0.

In the paper [13] it is shown that u(z) = 0 is the only bounded solution of (5). On the other
hand, we will now show that (5) has infinitely many unbounded radial solutions.
A first kind of solution is the following:

|z
50 =—(N-1)1 —
(50) ) == - 1 tog (51
for any choice of o > 1. The corresponding vector field z is given by
x
z(x) = ——.
|z
Note that this solution is zero on 0Bg only when o = 1.
Then another kind of solution is given by
lzl\ .
—(N —1) log ifo<|z|<p
p
0 if p<|z| <R,

(51) u(r) =

for every p such that 0 < p < R. In this case the vector field z is given by

. ifo<|z|<p

(@) ]

z(z) = _
pN-1
N

if p<lz| < R.

It is easy to check that both (50) and (51) are solutions according to Definition 4.1.



All these solutions can be achieved using the procedure of Theorem 1.1. Indeed, consider
the singular measure y = Cdp, with C' > 0, and the approximating problems

—Apv, = Cdy in Br(0)
vp =0 on dBR(0).
It is easy to check that

c\Y*" Y p_1 [ 1 1
Up(z) = (N) N ~% — v | -
wN p |x| p—1 Rr—1

Up
p—1

Now set

(52)  up(x) = (p—1)log(1 +

)

= (p—1)log

Nuwy N—p m% R ’

We may distinguish two cases according to the size of the constant C.
First case: C > Nwy RN ™! In this case, it is straightforward that the limit, for p — 1, is

uta) = ~(0¥ = Dogel) + 1ot (5 )

Nwpy -
Second case: 0 < C' < Nwy RN ~1. Here the limit of u,(x) for p — 1 is given by (51) with

o
p= N(UN '

Therefore, both types of solutions (50) and (51) correspond to different multiples of the
Dirac delta centered at the origin.
Let us also note that the solutions u,(z) correspond to the unbounded solutions to problem

—Apup, = |Vu|?, in Q={zxecRY : |z| <R},
exhibited by Ferone and Murat for p > 1 in [16, Remark 2.11], i.e.,

B |w|*(N7p)/(p71) —m
up(@) = (p—1)log < R-N=p)/(—D) _

1 C \~1
which can be written as (50) for a = ) ( ) > 1.

where m is any constant satisfying mRN—?)/(P=1) < 1. These solutions are the same as (52),
where C' and m are related by

NwyRN-P(N — p)p=1
¢= N-p\p-—1 .
(1— mRr>)

The previous example can be adapted in order to obtain a multiplicity result in a general
open set.

27
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Example 5.2. Assume that ) is a bounded domain with Lipschitz boundary and f = 0,
then problem (5) has infinitely many nonnegative unbounded solutions. More precisely, for any
xo € Q, we can find a solution u(x) which is unbounded near .

Fix zy € Q and choose p > 0 such that B,(z¢) CC Q. We set

—(N -1) log<|x_p$0|) if0<|r—a0l <p

(53) u(r) =
0 if |z —xo| > p,

with the associated vector field

- if 0 < |x—aol <p

() -
z(x) =
A kD)) if o — 20| > p
|z — x|V ’

Example 5.3. In this example, we will show unbounded radial solutions of problem (5) with
constant datum f =\ € ]07 %] in Q = Bgr(0).
In this case, a solution is given by
(54) u(z) = —(N —1) log (|x|> +A(|lz| - R),
aR

for any choice of o > 1. The corresponding vector field z is given by
()= -7
z(x) = ——.

|z|

Another type of solution is given, for any choice of p €]0, R[, by

|x|> :
—N—llog( +A(lz] —p) HO0<|z|<p
- oy — 4~ =10g () +A(el =p) i£0<
0 if p<|z| <R,
with the associated vector field
L fo<|z|<p
@) |z
z(z) =
A A\ pN e
——zr—(1-— f .
NE < N> B ifp<lz| <R

The details are left to the reader. Note that |z(z)| < 1 due to the inequality A < ¥=! As in the
first examples, these solutions are related to a singular measure of the form C §y. In particular,
solution (54) is obtained for large values of C, while solution (55) corresponds to small values
of C.

Example 5.4. In this final example, we will exhibit an unbounded solution to problem (1)
with f =0, that is:
D
u — div <|DiZ|) = |Du|  in Bg(0);
u=0 on OBR(0);
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A solution of this problem is defined by

S

aR
u(x) = g(|z|), where g(r) = (N —1) ef’”/ % ds,
e

g(lz]) if0<|z[<p

for every choice of @ > 1, with z(x) = . Another possibility is given by

0 if p<|z| <R,

where
S

g(r):(N—l)e_T/TpeSds

with the associated vector field

x ifo<|z|<p

z(z) = pJ\ll—l

It is important to observe that all unbounded solutions exhibited in this Section satisfy

e" ¢ BV (Bg(0)), e € Wh(Bg(0)) for every § < 1.
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