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Abstract

Many research activities have focused on the problem
of task scheduling in heterogeneous systems from the com-
putational point of view. However, an ideal scheduling
strategy would also take into account the communication
requirements of the applications and the communication
bandwidth that the network can offer. In this paper, we
first propose a criterion to measure the suitability of each
allocation of network resources to each parallel applica-
tion, according to the communication requirements. Sec-
ond, we propose a scheduling technique based exclusively
on this criterion that provides a near-optimal mapping of
processes to processors according to the communication re-
quirements. Evaluation results show that the use of this
scheduling technique fully exploits the available network
bandwidth, greatly improving network performance. There-
fore, the proposed scheduling technique may be used in the
design of communication-aware scheduling strategies for
those situations where the communication requirements are
the system performance bottleneck.

1. Introduction

Networks of Workstation (NOWs) have become power-
ful and flexible systems that are nowadays being used as
low-cost parallel computers [3, 4, 11]. The incremental
expansion capabilities provided by NOWs usually makes
these systems to become heterogeneous as they grow. Ef-
fectively, using switch-based interconnects [5, 21, 13, 15]
different types of workstations and personal computers
(possibly with different computing power) can be intercon-
nected.

In order to fully exploit the computing power of hetero-
geneous systems, a lot of research has focused on solv-
ing theNP-complete problem of efficiently scheduling di-
verse groups of tasks to the machines that form the sys-
tem [19, 17, 12, 18, 23, 24]. Nevertheless, these proposals
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only focus on computational aspects, and they do not con-
sider communication cost, thus assuming that the commu-
nication subsystem provides enough bandwidth in any case.
However, as the computational power of new processors
increases, the interconnection network in these heteroge-
neous systems may become the system bottleneck, particu-
larly when executing applications with huge network band-
width requirements, like multimedia applications, video-
on-demand applications, etc. Therefore, the mapping prob-
lem must be studied not only from the computational point
of view but also from the communication point of view.
Given a heterogeneous system (that may be formed by dif-
ferent groups of interconnected homogeneous systems) and
given a certain set of different (parallel or sequential) ap-
plications from different users, an ideal scheduling strat-
egy would map the processes to processors taking into ac-
count both the computational and the communication re-
quirements of the applications running on the machine. The
scheduler would choose either a computation-aware or a
communication-aware task scheduling strategy depending
on the kind of requirements that leads to the system perfor-
mance bottleneck.

In order to develop a communication-aware task
scheduling strategy for parallel applications on heteroge-
nous systems, several problems must be solved. First, the
communication requirements of the applications running on
the machine must be measured or estimated. On the other
hand, the available network resources must also be charac-
terized. Additionally, some criterion is needed to measure
the suitability of each allocation of network resources to
each of the parallel applications, according to their com-
munication requirements. Based on this criterion, some
scheduling technique based on the computational require-
ments as well as on the communications requirements must
be developed. Finally, this technique must be integrated
with process scheduling, in order to be used only when the
communication requirements are the ones that lead to the
system performance bottleneck.

In a previous paper [2], we proposed a model of com-
munication cost for characterizing the network resources of
any given irregular topology. In this paper, we first pro-



pose a criterion to measure the suitability of each allocation
of network resources to each parallel application, according
to the communication requirements. Second, we propose a
scheduling technique based on this criterion that provides a
near-optimal mapping of processes to processors according
to the communication requirements. In this first approach
we have considered the problem under simplified assump-
tions (all the applications generate only intracluster traffic,
one process per processor, all the processes have the same
communication requirements) in order to quickly analyze
the behavior of the proposed scheduling technique. The
purpose is to make a first evaluation of the network perfor-
mance improvement that can be achieved when this tech-
nique is used. We have only measured throughput improve-
ment to asses how much we can improve the utilization of
communication services for a given network hardware.

Due to the huge complexity of solving both the prob-
lem of measuring the communication requirements of the
applications running on the machine and the problem of in-
tegrating the proposed scheduling technique with process
scheduling, we will leave the solving of these problems for
future work.

The rest of the paper is organized as follows: Sec-
tion 2 establishes the problem of characterizing irregular
networks, proposes a model of communication cost and
briefly discusses some existing heuristic search methods
used for task scheduling. Section 3 briefly describes the
proposed model of communications cost. Section 4 de-
scribes the proposed criterion to measure the suitability of
a given allocation of network resources to the applications
running on the machine, and also the proposed task schedul-
ing technique based on this criterion. Section 5 shows the
performance evaluation results obtained with the proposed
method. Finally, Section 6 presents some concluding re-
marks.

2. Background

In massively parallel computers (MPP’s), interconnec-
tion networks have been traditionally characterized by their
topological properties, such as number of nodes, bisection
width and diameter. However, these properties do not pro-
vide information about the arrangement of the links, one
of the most important issues when characterizing irregular
topologies. Therefore, these properties cannot be used to
measure the communication cost for irregular topologies.
Additionally, the routing algorithm may also seriously af-
fect the performance of irregular topologies by determin-
ing the traffic distribution in the network. Consider, for ex-
ample, the up�/down� routing scheme used in Autonet net-
works [21]. In this scheme some minimal paths are forbid-
den for routing, and the routing algorithm tends to overload
links located near the root switch. As a result, the network
may saturate prematurely. Therefore, both the topology and
the routing algorithm must be considered when characteriz-
ing irregular networks.

In a previous paper, we proposed a new model of com-
munication cost between nodes,the table of equivalent dis-
tances [2]. This model takes into account only the topology
of the network and the routing algorithm, and is totally inde-
pendent of the traffic pattern. The strong correlation of the
model with network performance makes it a valid basis for
network characterization methods that do not depend on the
traffic pattern. Additionally, this model may be used as the
basis for an efficient mapping of processes to processors,
since it provides a metric based on internode distance.

We have defined a criterion based on the table of dis-
tances to measure the suitability of a given allocation of net-
work resources to the applications running on the machine.
This criterion is the resultant intracluster and intercluster
network bandwidth relationship for a given mapping. Ad-
ditionally, we have studied the use of this criterion together
with the application of heuristic search methods in order to
find the best scheduling technique based on the communica-
tion requirements. A wide variety of heuristics, such as Op-
portunistic Load Balancing (OLB) [1, 12], User-Directed
Assignment (UDA) [1, 12], Fast Greedy [1], Min-min or
Max-min [1, 12, 16] have been applied to task schedul-
ing. In particular, we have studied the application of three
of them: Genetic Simulated Annealing [7, 22],�� heuris-
tic [17, 20], and Tabu search [14]. The Genetic Simulated
Annealing heuristic is a combination of the Genetic Algo-
rithm search method [23, 25] and the Simulated Anneal-
ing method [20]. Genetic Algorithms works with “chro-
mosomes” (a chromosome would be in our case a possi-
ble mapping of processes to processors) and a target func-
tion to evaluate each chromosome. This method iteratively
produces mutations in the chromosomes and selects only
a portion of the best evaluated mutations. On other hand,
Simulated Annealing is an iterative technique that considers
only one possible solution (mapping) at a time. However,
this method uses a procedure that probabilistically allows
poorer solutions to be accepted in order to perform a more
exhaustive search. The�� heuristic is a tree search method
that prunes the tree according to a cost function, until a leaf
(mapping) is reached. Finally, the Tabu search is a heuris-
tic search method that keep tracks of areas of the solution
space already explored.

In this paper we present the application of the Tabu
search method. With this heuristic technique we obtained
the best results in the search of a good mapping. The pro-
posed algorithm provides a near-optimal mapping of pro-
cesses to processors for any given set of processes run-
ning on the machine and for any given network topology.
Evaluation results show that this method significantly im-
proves network performance by assigning the processes
with higher communication requirements to the network ar-
eas with higher bandwidth. Furthermore, this scheduling
technique is applicable to both regular and irregular topolo-
gies, providing a general basis for communication-aware
task scheduling strategies.



3. Model of Communication Cost

Our model of communication cost between nodes pro-
poses a simple metric, theequivalent distance between each
pair of nodes (in what follows we will refer to a switching
element as a node). This metric measures the cost of com-
municating two nodes without explicitly considering traf-
fic pattern [2]. The method used to compute the equivalent
distance between two nodes�� and�� is based on an anal-
ogy with electric circuits. First, only the links belonging to
shortest paths between�� and�� are considered. The re-
maining links are removed from the network. Note that we
only consider paths supplied by the routing algorithm used.
then, assuming that all the links in the network have the
same cost, each link is replaced with a unit resistor. Finally,
the equivalent distance between�� and�� is computed as
the equivalent resistance between them.

The application of this method produces atable �� of
� � � equivalent distances, where� is the number of
nodes in the network. In this table, the element� �� rep-
resents the equivalent distance between node� and node
�. The table of distances does not satisfy the triangular in-
equality, and thus it does not define a metric space. In other
words, we cannot find a metric space in which we can repre-
sent the nodes with the equivalent distances between them.
Therefore, we cannot use classical clustering methods based
on Euclidean metric distances. However, the table of dis-
tances provides a measurement of internode distance, and it
is highly correlated with network performance, as shown in
[2].

4. A Communication-Aware Scheduling Tech-
nique

Based on the table of distances, we first propose a crite-
rion for measuring the quality of each allocation of network
resources to the applications running on the machine. Sec-
ond, we propose a heuristic search method to establish the
optimal mapping of processes to processors for any given
set of applications running on the machine and for any given
network topology. From a general point of view, we can
consider that each application belongs to a different user.
Therefore, we can assume that the processes belonging to
the same application may intensively communicate between
them, but they will not communicate at all with processes
from other applications. Therefore, we can group the pro-
cesses running on the machine, forming a set of logical clus-
ters of processes, where each logical cluster is formed by
the processes belonging to each application. Additionally,
in order to quickly analyze the behavior of the proposed
scheduling technique we will also assume that there exists
only one process per processor and that all the processes
have the same communication requirements. With these
simplifying assumptions, the proposed algorithm intends to
provide a network partition adapted to any existing set of

logical clusters.

4.1. Quality Function

When all of the traffic generated by the set of logical
clusters is intracluster traffic (we are assuming that each
application belongs to a different user) then the processes
should be assigned to the processors in such a way that they
fully exploit the communication links existing in the net-
work. Therefore, it is necessary to define a metric of the
communication bandwidth achieved by each one of the pos-
sible mappings of processes to processors, in order to select
the best mapping.

Starting from the table of distances, we have defined two
distinct and complementary global quality functions, the
similarity and thedissimilarity functions. The first func-
tion measures the intracluster distances, and the second one
measures the intercluster distances. Since these distances
can be considered as the inverses of the intra and intercluster
bandwidth, respectively, these functions provide a relation-
ship between the intracluster and intercluster bandwidth. It
must be noticed that both functions must take into account
the mapping of processes to processors. Since we are as-
suming that all of the traffic generated by the set of logical
clusters is intracluster traffic and that there exists only one
process for each processor, the assignment of processes to
processors will determine the destinations for the messages
generated by each network node, and also the communica-
tion cost for a given topology. In this sense, we will denote
as acluster the subset of nodes (network switches) assigned
to each set of logical clusters ( for the sake of simplicity, we
have also assumed that on one hand all the network nodes
are equal and have the same number of processors attached
to them, and on the other hand all the logical clusters are
formed by a number of processes that results in an integer
multiple of network nodes when they are mapped to the pro-
cessors). A given mapping of processes to processors will
determine a network partition formed by the union of all the
clusters.

Let a network partition� be formed by� clusters
��	 ��	 � � � 	 �� , and let a cluster�� be formed by
� nodes
��	 ��	 � � � 	 ��� (
� � � , where� is the number of nodes in
the network). In general terms, nodes��	 ��	 � � � 	 ��� form
a cluster�� only if the processes of a given logical cluster
are assigned to this set of network nodes. That is, a node� �
will belong to a cluster�� if any of the processes assigned
to �� belongs to a certain logical cluster and the rest of
the nodes that form�� also execute processes belonging to
. Under these conditions, the cluster quality function for
cluster�� is defined as

���
�

�����

���

���

�����

� ����� (1)

where��� is the distance from node� to node� in the
table of distances. If a cluster�� contains
� nodes, then



���
is defined as the quadratic sum of all intracluster dis-

tances. It must be noticed that for these functions we are
considering the distances in the table of distances.

The similarity global function for the final partition is
defined as
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where� is the number of clusters in the final partition,
���

represents the cluster similarity function for each clus-
ter�� and the term

��

���


� �
� � ��

�
(3)

is the total number of intracluster distances in partition
� . �	 is computed as the sum of all the���

values divided
by the total number of intracluster distances existing in par-
tition � and normalized by the quadratic average value of
all of the distances between the network nodes. Thus, a
value of�	 greater than 1 means that the final mapping
shows a greater intracluster communication cost than when
mapping processes to processors randomly (without com-
puting any scheduling technique), while values for�	 close
to 0 mean that the obtained mapping shows a very small in-
tracluster communication cost, compared to the quadratic
average distance of network nodes.

For the dissimilarity global function we define the cluster
dissimilarity function���

for a cluster�� as

���
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�����

���

� ���� �� �� �� (4)

That is,���
is defined as the quadratic sum of all inter-

cluster distances from nodes in cluster�� to all the nodes in
the rest of the clusters. The dissimilarity global function is
defined as
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where� represents the number of clusters in the final
partition and���

represents the cluster dissimilarity func-
tion for each cluster��. �	 is computed as the sum of
all the ���

values divided by the total number of exist-
ing intercluster distances in partition� and normalized by
the quadratic average value of all of the distances between
the network nodes. Thus, a value of�	 close to 1 means
that the obtained mapping has an intercluster communica-
tion cost very close to the communication cost of consider-
ing each network node as a cluster. Higher values for�	

mean that the obtained mapping shows greater intercluster
distances (the clusters are better defined than when consid-
ering each network node as a cluster).
�	 and�	 provide a measurement of the intracluster

and intercluster communication costs, respectively. There-
fore, they can be considered as inversely related to the intr-
acluster and intercluster bandwidth, respectively. Thus, the
quotient of�	 divided by�	 provides the relationship be-
tween the intracluster and intercluster bandwidth. We will
denote this relationship as theclustering coefficient�
. The
scheduling technique should maximize this coefficient in
order to provide the best mapping of processes to proces-
sors, since the processes in the set of logical clusters are
assumed to have a 100% of intracluster communication and
no intercluster communication at all.

4.2. Scheduling Technique

We start from a given set of logical clusters that will
define a space of solutions�, consisting of all the possi-
ble mappings of processes to processors for the existing
network topology. This space is associated with a target
function � that assigns a cost to each particular solution
(mapping of processes to processors)� � �. Since the
mapping of processes to processors has been shown to be
a �� � �������� problem [10, 16], we have applied a
heuristic search method to find the best mapping for the ex-
isting set of logical clusters. The heuristic search method
must find a particular solution�� such that

� ���� � � �� � � � � �

We have used as a target function� for each mapping�
the global similarity function�	, as defined in Section 4.1.



Since this function represents the intracluster communica-
tion cost, when minimizing this target function we are also
maximizing the clustering coefficient�
, that is, the intra-
cluster/intercluster bandwidth relationship. In this way the
heuristic search leads to a mapping that will provide almost
the best network performance.

We have tried several of the heuristic search methods
proposed in [6], and we have obtained the best results for a
variant of the Tabu Search method [14]. This heuristic pro-
vided the same or better clustering coefficients than other
methods with higher computational cost. Given a certain
mapping of processes to processors�� (that will determine
a network partition with� clusters��	 ��	 � � � 	 �� ), our
proposal searches another mapping� ��� consisting of��
with the permutation between two nodes belonging to dif-
ferent network clusters that results in the greatest decrease
in the function� . Therefore,� ������ � � ����. However,
when the target function enters a local minimum, then there
will not exist any permutation that decreases the value of� .
In order to continue the search, the Tabu method establishes
that in this case the next iteration���� will consist of��
with the permutation that results in the smallest increase of
the target function� . Additionally, the inverse permutation
to the one that led from�� to ���� is forbidden for a given
number� of iterations (the name of the method is derived
from these “Tabu movements”). The search must end when
� reaches its minimum value. However, there is no way to
ensure that the actual minimum is the minimum value for
� .

In particular, we have started the Tabu search with a
random mapping. We have computed the Tabu search ei-
ther until the same local minimum has been reached three
times or until the method has searched for 20 iterations.
At this point, the value� ����� � considered as minimum
and its corresponding mapping���� are stored, and an-
other seed (random mapping)� �� is used, thus continuing
the search from another different starting point. After re-
peating this process 10 times, for small size networks (up
to 16 switches) the minimum obtained by this method was
the same value� ���� that the one obtained with an exhaus-
tive search. For larger size networks we could not perform
an exhaustive search, due to the huge computational power
it required. However, we were not able to find any lower
value for� with any other heuristic search method.

Figure 1 shows the value of� ���� for the Tabu search
performed in a 16-switch network. In this figure, the total
iteration number is shown in the X-axis. The value of� at
the ten different starting points of the search method form
the peak values of� in the figure. It can be seen that the
value for� rapidly decreases in the first few iterations after
a starting point. It is worth mentioning that the minimum
value for� is not reached from all the starting points. In
this example it is only reached from the third, fifth, and sixth
starting points. On other hand, from the seventh starting
point, 20 iterations are searched without reaching 3 times
the same local minimum.

Figure 1. Tabu search in a 16-switch network

5. Performance Evaluation

In this section we are going to study the improvement
in network performance that the proposed scheduling tech-
nique can provide, as well as the correlation between the
clustering coefficient and network performance. In order to
achieve these goals, we have evaluated the performance of
several network topologies with random mappings of pro-
cesses to processors and also with the mapping provided
by the scheduling technique. We have computed the clus-
tering coefficient for each one of the considered mappings,
in order to show that this quality function really provides
an “a priori” measurement of the network performance that
a given mapping can achieve. This performance study as-
sumes that all the communication between processors is in-
tracluster communication and all the processors transmit the
same amount of information.

We have evaluated the performance of several irregu-
lar networks by simulation. The evaluation methodology
used is based on the one proposed in [8]. The most im-
portant performance measures are latency and throughput.
The message latency lasts since the message is injected in
the network until the last flit is received at the destination
node. Throughput is the maximum amount of information
delivered per time unit (maximum traffic accepted by the
network). Traffic is the flit reception rate. Latency is mea-
sured in clock cycles. Traffic is measured in flits per switch
per cycle. Our simulator models the network at the flit level.

5.1. Network Model and Message Generation

The network is composed of a set of switches. The
network topology is irregular and has been generated ran-
domly. However, for the sake of simplicity we imposed
three restrictions. First, we assumed that there are exactly 4



workstations connected to each switch. Second, two neigh-
boring switches are connected by a single link. Finally, all
the switches in the network have the same size. We assumed
8-port switches. Therefore, each switch has 4 ports avail-
able to connect to other switches. From these 4 ports, three
of them are used in each switch when the topology is gen-
erated. The remaining port is left open. We have evaluated
networks with a size ranging from 16 switches (64 worksta-
tions) to 24 switches (96 workstations). For some network
sizes, several distinct topologies have been analyzed.

In order to show that the proposed scheduling technique
can increase network performance, we have evaluated each
network with several distinct mappings of processes to pro-
cessors. For the sake of simplicity, we have assumed a
fixed pool of� processes (where� is also the number of
workstations in the network) grouped into 4 clusters with
� � �

�
processes, where� is also multiple of four (since

we are assuming one process per processor). With this as-
sumption we ensure that each cluster of processes can be
mapped on an integer number of network switches. Each
process is assumed to send all of the generated messages
to processes in the same logical cluster of processes. For
each network, we have performed the Tabu search until it
has provided the best network partition for the 4 clusters of
�
�

processes, computing the corresponding mapping. Ad-
ditionally, we have computed several random mappings for
each considered network.

5.2. Simulation and Correlation Results

(5,6,8,15) (0,1,11,12) (3,9,10,14) (2,4,7,13)

Figure 2. 4-cluster partition obtained for a 16-
switch network

Figure 2 shows the obtained 4-cluster partition for a 16-
node (switch) network. Since for this network size the set
of logical clusters is formed by 4 clusters of 16 processes
each, the ideal network partition would be formed by clus-
ters of 4 nodes (switches) each. The scheduling technique
provides a network partition formed by exactly four clusters
of four nodes each. Additionally, we computed 9 different
randomly generated mappings.

Figure 3 shows network performance for the mapping
provided by the scheduling technique (�� label), com-
pared with the network performance obtained by several
randomly generated mappings (� � labels) (Although we run
network simulations for all of the generated mappings, we
have not included all of them in this figure for the sake of
clearness). For each one of the considered mappings, the
network was simulated from low traffic (simulation point
��) to saturation (simulation point��). The clustering co-
efficient obtained for each mapping is shown on the right
side of each plot label. As can be seen, the network through-

Figure 3. Simulation results for a 16-switch
network

put obtained with the mapping provided by the scheduling
technique is about a 85% higher than the network through-
put obtained with any of the randomly generated mappings.
These results show that the proposed scheduling technique
can improve network performance when the logical set of
clusters is well defined. On the other hand, the value of
the clustering coefficient�
 is clearly lower for randomly
generated mappings, showing that this function is directly
related to network performance.

Figure 4 shows the partition provided by the schedul-
ing technique for a 24-switch network. This network has
been especially designed with four interconnected rings of
6 nodes, in order to test if for well defined topologies the
scheduling technique was able to find the correct network
clusters. In this case, the scheduling technique was able to
identify the mentioned topology.

(1,2,3,4,5,6) (7,8,9,10,11,12) (18,19,20,21,22,23) (0,13,14,15,16,17)

Figure 4. 4-cluster partition obtained for a es-
pecially designed 24-node network

Figure 5 shows the network performance for the map-
pings performed on the 24-switch network. The schedul-
ing technique provided one mapping (labeled as�� ), and
we have also generated three randomly generated mappings
(�� labels). This figure clearly shows that the network
performance obtained with the mapping provided by the
scheduling technique is much higher than the performance
obtained with randomly generated mappings. In this case
the network throughput obtained with the mapping provided
by the scheduling technique is five times higher than the net-
work throughput obtained with any of the randomly gen-



Figure 5. Simulation results for the specially
designed 24-switch network.

erated mappings. It is worth mentioning that the cluster-
ing coefficient obtained for the mapping provided by the
scheduling technique is higher for this network topology
than the one for the 16-switch network topology. This
higher value shows that this 24-switch network contains
very well defined clusters.

Figure 6. Correlation of clustering coefficient
�
 with network performance.

Additionally, we have studied the correlation of the clus-
tering coefficient�
 with network performance. Since the
logical clusters are perfectly defined (all the generated traf-
fic is intracluster traffic), it is expected that a higher value of
�
 corresponds to better network performance (effectively,
Figures 3 and 5 show that the network performance is di-
rectly related to the value of�
). Figure 6 shows the corre-
lation between coefficient�
 and the network performance
obtained for all the mappings for the 16-node network (see

Figure 3), from low load (point S1) to deep saturation (point
S9) . The correlation coefficient is about 85% for the sim-
ulation points corresponding to low load (points S1 to S4).
For simulation points corresponding to network saturation
(simulation points S7 to S9) the correlation coefficient is
about 75 %, showing that this coefficient is highly corre-
lated with network performance even under deep saturation.
The correlation index obtained for the simulation points S5
and S6 is not significant, due to the very different network
saturation levels for different mappings corresponding to
these simulation points. For example, for the traffic level
at simulation point S6, the network is under deep satura-
tion with the random mappings, while it is still not saturated
with the mappings provided by the scheduling technique.

Although they are not shown here due to space limita-
tions, we have also studied this correlation index for other
network examples. The correlation index for any of the con-
sidered networks was higher than 70% for simulation points
at both low network load and network saturation. These re-
sults validate the clustering coefficient as an “a priori” mea-
sure of relative network performance.

6. Conclusions and Future Work

In this paper, we have proposed a scheduling technique
consisting of the application of a heuristic search method
using a search criterion based on the table of distances [2].
This scheduling technique intends to be a first step towards
scheduling strategies for heterogeneous systems that take
into account both the computational and the communica-
tion requirements of the applications running on the ma-
chine. The purpose is to evaluate the network performance
improvement that a communication-aware scheduling strat-
egy can achieve.

We have evaluated the network performance for the map-
ping of processes to processors provided by the proposed
scheduling technique, comparing it with the network per-
formance obtained with randomly generated mappings of
processes to processors. Network throughput is greatly im-
proved when using the mapping provided by the proposed
scheduling technique. When the network topology has bet-
ter defined clusters of processors, then the improvement in
network performance achieved with the proposed schedul-
ing technique is also higher. Thus, the proposed scheduling
technique may be used as a valid task scheduling strategy
when the network is the system bottleneck in a heteroge-
neous system.

We have also studied the correlation between the pro-
posed search criterion and network performance, showing
that when the set of logical clusters is formed by jobs with
only intracluster communication then this criterion is highly
correlated with network performance. In this case the cri-
terion really measures the effectiveness of communications,
and therefore it can be used as an “a priori” measure of rel-
ative network performance.



As for future work, we plan to study the aspects of the
design of a scheduling strategy that have not been studied
in this paper: the measurement of the communication re-
quirements of the applications running on the cluster, and
the integration of the proposed scheduling technique with
process scheduling. Also, we plan to study the use of the
proposed scheduling technique in a more realistic environ-
ment, eliminating the simplifying assumptions made in this
paper.
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