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Abstract

Pairs tradingis a quantitative trading strateggonsisting on identifing two stocks that
historically move togetheand, using the assumption that their prices difference has mean
reverting propertiesexploit the deviation from the meahy taking long; short position in the
chosen pair to profitThroughout the yeargiifferent approache$fiavebeen developedn order

to exploit this strategy Howeverthere is little literature whdookswhetherthe divergences in
the prices are generateloy poor company resultge. whether the deviatiofrom the mearare
product of bad(or good)fundamentalsand are justified, or if they generatea new equilibrium
point for the pair. In addition,since machine learning technigues are becoming more popular in
finance, his work aims to analyze the performance qgbairs trading strateg usingneural
network techniquesapplied toS&P 500 index componentselecting pairs of stocks from same
industryand picking up the effects of the fundamental ratios in the pdiefore takinga trade

decision

Keywords Pairs trading Trading strategy Cointegration Mean-reverting process Neural

network, Machine learningFundamental ratios
Resumen

La negociacion popares es una estrategia de negociacién cuantitativa que consiste en
identificar dos acciones que histéricamente se han movito forma #milar y, usando la
asuncioén de que la diferencia de sus precios tiene la propiedad de revertir a una media, explotar
las desviaciones de la media tomando posicion laagéaen el par seleccionado para generar
ganancias. A lo largo de los afos, diferemetodologias se han desarrollado para explotar esta
estrategia. Sin embargday poca literatura que analic® las divergencias en los precgm
generadagor resultadogdeficientesde la compafiia, es decir, si las desviaciones de la media
son producb de malos (0 buenoduindamentalesy estan justificadqso si han generadoun
nuevo punto de equilibriopara el par Ademas, desde que las técnicas de aprendizaje
automatico se han vueltanas populares en finanzas, este trabajo pretende analizar el
desemfio de una estrategia de negociacion por pawsando técnicas de redes neuronales
aplicadas das acciones que componeniatlice S&P 500, seleccionando pares de acciones que
pertenezcan #éamismaindustriay recogienddos efectos déosfundamentalegle las empresas

en el parantes de tomar decisiones de negociaciéon

Palabras claves: negociacion por paestrategiade negociacion cointegracionprocesos con

reversion a la media, redes neuronales, aprendizaje automatico, ratios funtidesen
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1 Introduction

Pairs trading is a quantitative trading strategy that expliisfficient financial marketdy
selecting a pair of assets that daown to historically move together and have some sort of
long-run relationship in order to take advantage opossible deviatiosafrom the meanin the
short run toprofit. When there is a divergencee have an overvalued stock and an undervalued
stock Therefore, an investor should take long positionthe undervaluedassetand short

positionin the overvaluedssetuntil the equilibrium is reached again

Even though this may sound as an intuitive approaleigughout the years, several methods
have been used to improvime two main aspect®f pairs trading: the pairs selection and the
trading strategy Recently, more research has become availaleapplying machine learning
techniques to time series predictions. However, there is little literatipeut neural network
techniques applied tgairs trading.Dunis et al. (2006a, 2006b, 201B)][9][10] are the main
authors in this areahut their applications are limited to specific spreads;tsias the gasoline
crack spreadr soybeanoil crush spreadAnother author in this field igan Der Have (2012p],

but his researchanalyzes the performance of neural netwoikk pairs trading applied to
Exchange Traded Funds (ETFhgrefore, one of oumain contributions will beapply neural
network techniquesto the stock market, usin@tandard and Poors 500 index components to

select pairs anghredicteach pairspread value

Moreover, in the standard approaches of pairs tradiegen though some literature propose

the use of APT models whose risk factors can take the form of Famar@mthRhree factor

model and usethe fundamentals to model the pair spread,ee works ddy” cdmpute any

empirical results for test the performance of eéd8 methodologes and also use the
fundamentals in a complete different way respect to what we wandd with them.Our main

objective with the fundamental ratios make ananalysis of thalivergences in the pairs spread

and if theyare justified according to the corporate results of the company, i.e., if a company
stock price is goingp (down) because the company improvégbt worse his benefits recently,

or his debts are decreasin@creasing, etc. which not necessarily impli@slongrun mean

reversion in the pair associated with the particular asset and it can be a bad traidé. 1 Qa ¢ K&
our second main contribution will be build a neural network base@dh Y LI fyhdaténtal

ratios to determine stock trend, allowing us to dat@ne whether the divergences in the pairs
ALINBFR INB 2daAGAFTFASR I OO0O2NRAY3 (2 (G4KS O2YLI yeé Q:

to profit. This waywill be proposed gairstrading strategyadding fundamental ratioastrade



criterion and showngempirical results a2 YSGKAyYy 3 (GKIFd ¢S RARYyQ

aboutpairs trading

Also, the strategy will be viable by considering trading costs, taking positions with stocks opening
prices when a trading signal is detected and allowirg rtleural networks to predict the pair
spread value and stocks trend to anticipate the market dynamic and use this as an advantage to

trade.



2 Literature review
In this sectionisintroduced the main researcbsover pairs tradingSection 2.lintroduces one
of the first pairs trading frameworks in the literature, known as the distance meginodosed

by Gatev et al(1999]18]. Section 2.2discusses the cointegration method introduced by

Vidyamurthy (200436] used as pair selection methad this thesisIn section 2.3we explain

the stochasticspread method whosemain authoris Elliott et al (2005]12] and section 2.4is
aboutthe stochasticresidualspreadmethod proposed by Do et al. (2008)as an extension of

the methodologyexposed irsectbn 2.3 Section 2 introduces the machine learning methods

applied to pairs tradingwhere the main author is Huck who has developed and published on
this pairs trading methodology in Huck (20@4) and Huck (201032], respectively Finally,
section 2.5.Wwill be about neural network approachagplied directly to pairs spreathe main
authors in this field areDunis et al. (2006 2006k 2015)11][9][10] and Van Der Have
(2017)35].

2.1 Distance Method

The distance method, introduced Iatev et al. (1999)8] is one of the most popular and still
one of the main methods used for pairs trading in practioeits simplicity andks transparency.
AsKrausg2015]26] sdad, this method introduced pairs trading the academic literature and

established pairs trading as a true capital market anomaly

Their strategy consists in compute a cumulative total return inglexor all stocks from the
CRSPdaily files remonving stocksthat have one or more days with no trade use only the
relatively liquid stocks to facilitate the pairs formatidrhen, select pairs by minimizing the sum

of squared deviations between two cumulative total returns (for now on, lets denote [@$

the cumulative return index) and trade when the spread between the chosen stocks diverges
more than two historical standard deviations from its meaAsDo et al. (20063] point out,

the main advantage of the distance method is that it is mdoed, which makeshe strategy

easy to implement. Being mod#&ke also means that the strategy is free fronmsspecification

and misestimation. Due to these advantages, the distance method is still most used pairs

trading strategy in practice

1 The CRSP (center for research in security prices) is a provider of historical stock market data designed
for research and educational use.



Pair selectionGatev et & (1999)18]found through interviews that this approach approximates
the way how traders chuse their pairs. First, they split up the sample alefine a formation
period and a trading period. In the formation period, the pairs famened, and the historical
mean and standard deviation of the spreads are calculated. During the trading period, the
trading strategy is executed for the different selected pairs to generate returns that are further
analyzed.Gatev et al. (1999)8] normalize the prices of all the stocks to the first day of the
formation period. A matching partner for each stock is found by nikiirg the sum of squared
distances between the two normalized price series, denoted and 0 for respectively stock
‘and "Qand usethe euclideansquared distance, leading to the average sum of squared

distances, YU, being given as
"WOrw —B Yy 0™V —B Y (@)

where“Yis ddined as the end of the formation perigtgs 0 0 j is defined as the spread

between the two assets at timeandw Y}, is the spread variance, that can be written as
W Y —B Y%  —B Vi 2

This way, the method iderites a matching partner, a certain stog¥or every stockQ

Trading strategyFollowing practice(Gatev et al. (1999)8] based his rules for opening and
closing positions based on a standard deviation metric. They open a position in a pair when
prices diverge by more than two historical standard deviationsestimated during the pairs
formation period.As soon as thepread converges back to its mean, the positionwind,and

profit is made. In case th&pread has not converged at the end of the trading periodfifgrand
losses are calculatezh the lastday of the intervalAs a resultthe authors get aeturn of 5.98%

over a sixmonth periodwith a portfolio of the five best pairpairs with the smallest historical
distance measure Including a conservativestimate of transaction costshis return dops to

3.99%.

However, this method has a fedrawbacks, as stated by Krauss (204%) FirstGatev et al.
(1999]18] identify a paired stock for every stock. Thgplies thatcould be that one of stocks
does not have propepaired stock in the asset universe, but is still paired with one, since the
distance methods set up for each stock to have a partn&herefore, it $ likely that using this
pair to trade with will result in a loss, becaudeststockand its partner are noa ‘true’ pair.
Secondlyminimizing(1) results in the variance of spread being minimized, which results in less

deviationsfrom themean and therefordewer potential prdits. Finally, the selection tfie pairs

7



cannot be statistically motivated. It is not tested whether there exists a nrea@rting, long-

run relationship between the chosen pairs. This leads to higher divergeskcavhich will result

in more unprditable trades with pairs of which the spread does cotverge back to the mean.
Do and F# (2010]7], using an extension of th&atev et al. (1999)8] data and the same
methodology, confirm that 32 percent of all identified pairs based on the distance metric
actually do not convergeAs Van Der Have (20139] denotes, hese drawbacks indicate that
selecting pairs using the distance method iather suboptimal selection metric, motivating the
choice for pair selection method based a statistical relationshif-herefore, in this study will

be proposed a pair selection method and subsequently more sophisticated trading strategies.

2.2 Cointegration approach

To solve the drawbacks of the distance approag¢hlyamurthy (200436] introduced the
cointegration methodhat it is used for pairs selection in practiaed we are going to use it for
our pairs trading shtegies This method consists omake the pairs selection based on a
statistical relationship betweetwo stocks, when the cointegrated instruments are expected to
be meanreverting andfollow the same longerm trend, which is an important statistical

characteristic for pairs.

The coiegration method applied bywidyamurthy (200436] is based on the cointegration
relationship outlined byEngle & Granger (1997}], which says that twdime series are
cointegrated of order Q whether can be linearly combined obtaining a unique time series
integrated of orderQ G where® Tu A variablew is integrated of order do» "OQ) if it
becomes stationary after differentiating@times and it has a number of unit roots equal®
Thus, a variabley is stationary when it is integrated of order @4 "Ort ) so that it does not

have a unit root.

Asthe authorsare interestedin meanreverting property they look for stationary pairs| S G Q&
define N to be the natural logarithm of the price seri@s of assetQTherefore,to test two
assets for cointegratignEngle & Granger (19g97}] provide a procedureconsisting of two
steps. Given thal andn are nonstationary, the parameters of theintegration relation need

to be estimated using Ordinary Least Squd@isS)as follows:

N | T N T i x 0 mh, ©)



where| is the constan{for simplicity, assume 1,1 isthe cointegration coefficient arfid

are the residualsWe can rewritg(3) as:
T Na T MNp (4)
Note thatj is thetime seriesspread’Y;; betweenthe two assets.

Thereafter, the computedesiduals needs to be tested for stationaritgo they apply thavell-
known AugmenteeDickeyFuller(ADFXest publishedby Dickey and Fuller (1979). Whether
ADF resulshows that the residualsof regression3) are stationary, it can be concluded that
0 KSNBQa \@assdagGhndiréld®igtegmted and can therefore be considessa pair.

Unfortunately, as stated by Van Der Have (203%)) Vidyamurthy (200486] does not provide

any empirical results of the cointegration method. However, subsequent research does, using
the trading rule proposed by Gatev et al. (1998]. For example, Dunis et al. (2013)] apply

the cointegration approach to high frequency data. They find that the cgiateon methodcan

give a good indication of the profitability of the pair in a high frequency setting.

Caldeira & Moura (2013)] use cointegration to select pairs on a Brazilian stock index, using as

trading rule a two stanard deviation threshold from the-gcore defined as:

o

”

where® is the longterm spread mean, ang is the longterm spread standard deviation. The

trading signals used are:

60 ®& n R ¢8t Tt

YQo & R 8in
The position is closed theszore approaches zero again. They find excess returns of more than
16% per year for the identified pair§his returnincludes transfer costs equal to 0.1% of
brokerage fees for each shangus0.05%from slippage for each stock afd2% of rental cost
for short positions.This shows that the cointegration approach can result in large profits.
Furthermore, Huck & Afawubo (20183] show that the cointegration approach can generate
high, stable and robust returns of up to 5% per month, while the distance method is unable to
provide significant returns over the same time period. This indicates that the cointegration
method is a bettempair selection method than the distance method. Additionally, this shows

that employing the cointegration method for pairs selection can serve as a foundation in order

to optimize the trading strategy



2.3TheSochastic Spread Method

The main author inhis approach is Elliot et al. (2008)], modeling the pairs spread in state
space at the price level. They describe the spread with a mearting Gaussian Markov Chain,
observed in Gaussian noise. Tlasgume that thespread is driven bg latent state variablan

follows ameanreverting process, defined by
0 ® & Ot , U (5)

where, T® T ONT andf isiid Gaussiaf Tip . Thisprocess reverts t6 - with
meanreversion strengtita We can also writg5) as

@ 0 6w 09 (6)
withd &t mm 6 p @t pandd , Wt Incontinuous timei is possible the state
procesdollowsthe weltknownOrnsteinrUhlenbeck process:

»w "' 0w Qo , Xw )

where Qv is a standardBrownian motiondefined on some probability spacand” @
describes the speed of mearversion The parametersaare estimated applying the Kalman

filter, and the observatiomprocessi.e., the observed spread defined by:

® o ©0I h @)

where]  are iid gaussiad Tip andindependent of th¢ in(5)andO Tt According to this

model, a trade position is taken &slows:

Y& ipE i QO MEE O ——
¢JO
0D€eN@i QoMes O ——
C
where, &MT,” @ p 6 Frando 1 The position is reversed at time T, which

denotes thefirst passage timeesult for the OrnsteifJhlenbeck processnd is given by:

Y ETETD ‘o ¢ = Jo ©)
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where

H-1Tp - ® o TW ® O (10)

Following Do et al. (200@), this approach has three kedvantages: First, thmodel is fully
tractable, meaning that its parameters can be estimatgglyingthe Kalman Filtem astate

space modellt is an optimal maximum likelihood estimator in terms of MMBIEimum Mean
Square Error)Second, the continuous time model can éeloited for forecasting purposes.
Critical questions about pairs trading such as the expected holding times and the expected
returns can be explicitly answered, provided the fact that the spread really follows this rigid
moded. Third,the approach is fudamentally based on meamversion, which is key to pairs

trading.

However,Do et al. (20063] also criticize the model dElliot et al. (200%)2] and propose an
extenson of this, consisting on working with returns (difference of log prices) instead of the
LINA OS&azx GGKIGQa 06SOlIdasS 2ytfe (KSy:zX G4KS YSIy

produce exactly the same returexcept wherthey trade at similar priceoints).

2.4 The Stochastic Residual Spread Method

As we say beforeDo et al. (20068] criticize the methodology proposed blliot et al.
(2005]12]. Do et al. (20063] state that the model restricts the loagin relationship, since the

two assetschosen mustprovide the same return such that any departure from it will be
expected tobe corrected in the future. To overcome this issDe, et al. (20063] suggest the
so-calledstochastic residual spread method, which uses the mispricing on return level instead
of price level, which means that the spread willdefined as the dference in returns instead

of difference in prices. Also, this gives the possibility to adjust the spread fferegicesin
exposure to risk factors

They establishedw as the state of mispricing or residual spread, with respect to &emi

equilibrium relationship, whose dynamic is governed by a Vasicek process

w "' w Qo , XY (11)
The observed mispricing; is

®w 0O w ] (12)

11
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Where"O'Y RY AY is the residual spread function, afd denotes someexogenousvector
potentially present in formulating the equilibriurifhese two equations constitute a state space
model of relative mispricing, defined with respect to some equilibrium relationshipvdzsn

two assetsAs set byDo et al. (20063], the state of mispricing is not fully observed, rather it is
observed up to some measurement naislderthe measurement of noise, the residual spread
function G must be estimatedThey address the APT (Arbitrage Pricing Theory) of
Ross(1976¢30], adapted to a pair oftocksto create a completelyractable model of mean
reverting relative pricing for two asset based on their returBsing the APbr a pair of stocks

A and Bat time Owritten as
Y Y 33 Q (13)
wherei s the raw return on the ith factor. Thus, the residual spread equation is:
O OYRYRY ©Q Y Y 3Q (14)
where the return’Y for asset@t time ois defined as:
Y 01 % h
3
and 3 is a vectorof exposure differentials to risk factois . This way, the meareverting

process is adjusted for theftiirences in exposure to risk factors.

Similar to the stochastic spread method, the approatbo et al.(2006)8] has not been used
on empirical data in theacademic literatureas well. Krauss (2012%] describes the return

restrictionDo et al. (20068] propose as diicult, since it is rather odd tbnd two assets with

identical returns. However, the idéato have a spread that is meagverting, which is the case
for two returns series antherefore, this method can be valuable for paiading.As described

by Cummins & Bucca (20142) one of the major limitations of the stochastiesidual spread

method is the fact that the Gaussian properties of the Ornstdilenbeck process is not in line
with the stylized facts dinancial data, such as tlassumption of linearity or constant volatility
the methods use. However, it can be argudtdht the analytic simplity of the Ornstein

Uhlenbeck processfisets this limitatia.

12



2.5 Machine learning approach

Huck (2009R21] and Huck (201022] based s framework on three steps: Forecasting,
outranking and trading. In the forecasting std® considere potential stocks, so——

combinations of pairs can be constructed.

Forecasting Huck (200921] propose the useof a decision matrix, created using multiple
spreads and forecasts of each series defined conditionally to all possible bivariate information
sets, to deal with this large volume of informatiowhere there is no restrictionabout the
forecasting methodin the decision matrixye just assume the use of a quantitative forecasting
model, which is based o&lman neural networkproposed in Elman (1990)] for simplicity

and efficiency reasonsand generates one week ahead return forecasts dach securityQ

conditional to the past returns of securiti&&nd Qwith "GQ pfs FE .

Asstated byHuck (200921], cElman neural networkllows the neurons to depend not only on
the input variables but also on their own lagged values. Elman networks, compared to
feedforward networks, are specific to data that have a tuir@ension. It is a way of capturing
memory in financial marketsTherefore darecurrent EIman type network, it is characterized by

a dynamic structure where the hidden layer output feeds back into the hidden layer with a time

delay.

Outranking Huck (209)21] uses a MultCriteria Decision Metho(MCDM) called ELECTRE |III.
This method raks a set of alternatives according to a setuoferia. In this particular case, the
¢ stocks represent the alternatives as well as the criteria. féréormancew of each stockQ

relative to criterion@an be calculated as follows

. - h . h
W R R gR (15)

being @, the past returns of assed until date 6 and d%ﬁ e the oneperiod ahead return

forecast ofcd conditionally towy and @y .

These performance values are collected inaaisymmetriceé we matrix, where he rows
correspond to thet alternatives and the columns to the criteria. In each cell, wénd the
anticipated spread of stockversus criterionQNext, the difference in performance between
two alternatives is then compared with three thresholds associated to each critépithre
indifference thresholdr{ ), the preference threshold)() and the veto threshold)() withr

n UL, andthat allowsanoutranking of the pairsvhich helps tadetect potentially undeftop

of the rankingand overvaluedbottom of the rankingstocks

13



Trading After the phases of forecasting and rankitieg top& stocks: N5 0 2 dzZ3 K 6 ¢ dzy RS NJ
aG201 a¢ thebpttod dBocksr NE a2t R aK2 NI andaadbaddalyt dzZSR &0 2
weighted portfolios i.e., d positions/pairs have the same weight ance: alosed out after one

week a new ranking is created an@w positions are then initiatecand so on.An empirical

application on the S&P 100 constituents from 1992 to 2Q@#6ng8 yearsforecasting period

(416 weeks)and selecting 5 pairs (top 5 andttwon 5 stockf the ranking has a rate of success

of 54%and more than 0.8 percent weekly excess returns.

However,it is important to notice thaHuck (200921] resultsdid not includeroundtrip costs,
so these findings should be handled with caviareover, trading actions are simplyidgered
based on the position in the final ranking shown by ELECTRE Il outranking method, and the
Elman neural network is used for forecasting purpose only, using historical stocks returns as

network inputs.

In ouranalysis iwill be consideed roundtrip costs in the trading strategy to show transparency
in the resuls, the pairs will be selected using supercointegratinathod introduced by
FiguerolaFerretti et al.(2017]17], neural network predictions will be useaktrading actions

triggerandstocks trendwill be predicted by a neural network using fundamental ratigaits.

AsKrauss (2015)6] states, he followingareother relevant machine learning approachemst

of them in an experimental setup and with limitagplications to only a few selected securities:
Thomaidiset al. (2006]34] propose an experimental statistical arbitrage system based on neural
network GARCHiodels. i and Cao (2008) and Huang et al. (204@)use genetic algorithms

for pairs mining Finally, Montana and Parrella (2008j] use an ensemblef support vector

regressions to develop a pairs trading strategy for the iShares S&P 500 ETF

2.5.1 Neural network approach

In the academic literaturethe most relevant authors ard®unis et al. (2006a, 2006b,
2015J11][9][10] and Van Der Have (2013%] applyingneural networlsdirectly to pairs trading

The first authes develop a trading framework applied to specific spreads, such as a gasoline
crack and corn/ethanol crush spread. They apply to gasoline crack spread three neural network
types to predict the spread, a multilayer perceptron (MLP), recurrent neural n&t(®XN) and

high order neural network (HONN). Using threshold, asymmetric threshold and correlation

trading filters, and evaluating all models by Calmar ratio, defined as follows

14
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wherei ‘Q 0 dsithé anmialized return of trading model and & @ ‘Q€@he maximum drawdown
of the trading model, they conclude than the best model in terms ofaftgample results is the
HONN with threshold filter. However, a drawback of this approach is the high numbradeét

leading to an extremely large effect of transaction costs.

On the other hand, they apply to corn/ethanol crush spread once again MLP and HONN, and
these methods are gauged against a genetic programming algorithm (Gf)find better

results with the GPA strategy (33.92% anrmaalireturns including transaction and leverage
costg using a leverage structure tcade with more leverage during low volatility periods and
avoid tracesduring times ohighvolatility. In seconglace, the HONN model was also profitable,

with 33.01% annualized returns including costs.

LGQa AYLERNIIFIyYyd G2 YSyidAizy (bBuhidiet & 1(2006a, 086b,56 2 NJ
2015)11][9][10] are computed as the average estimationtef networks, because the starting

point for each network is a set of random weights. As stated by the authors, this helps to
overcome the problem dbcal minima affecting the training procedure hErefore, the average

result of all ten neural network models was used as the forecast of the change in the spread for

each network type.

Moreover, Van Der Have (20133] developa framework applied to E$Histed on the NYSE
Arca. Heappliesfeedforward neural network (FNNjnd one recurrent neural network type
called LSTMLong shorterm memory) The motivation to use LSTM insteadstdndardRNNis
capture the longeerm behavior, since this is important for pairs tradimgthe mearnreverting
property, andthe EBP algorithm (Error Backpropagation) for RBBNIts in the anishing or
exploding gradient problemro solve this issuélochreiter & Schmidhuber (19979] propose
a special kind of RNN, named LSTM netwankse dynamic in the hidden layer of th&TM
change in order to overcome vanishing gradipriblem. TheRNN and.STMwill be explained
in depth laterin section4.2.1 and 4.2.2 respectively,and the LSTM networkvill be used to
predict the pairs spread in thisosk.

In his work\Van Der Have (201[BF] select pairs per sectdrased on their cointegration relation,

i.e., he applythe cointegration approach explained in secti®2. With cointegrated pairsthe

LJr
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Local minima points can be reached according to initial cost function value given by network training
starting weights.
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performance of the distance method, stochastic spread method, stocheedidual spread
method, feedforward neural networknd recurrent neural network arevaluatedin terms of
returns and economic measure$She author concludethat RNN outperform the traditional
methods and the FNM terms of return sharpe ratio and sorib ratio, and can consistently

generate awo yearstotal return of around 11%.

However, thisauthor doesn’t make assumptions on the amount dfading costs per trade,
instead, the authorcalculatesa breakevengiving an indication for investors whether it would
be profitable after transaction costs to use ttstrategy,according totheir personaltrading
costs. Even though the RNN has less trades ttienother strategies (exceptistance methogl
are 52 tradesand theinclusion of real transfer costnay cause an important drop in the return

shown by the author.
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3. Data
The chosen datased in this studwre all S&P500 index components listed uliy 2019 (505

stocks in totdl andget 21 years historicalaily openingand closing prices fronDatastream,
since January 1998 tday 2019.Socks from companies with no complete historical datall
be droppedfor the followingreasons: reduce the sample, robustness in the econometstst
results and to have the santataamountfor the neural network trainingvalidationandtest.

As a result324stocksremain in the sample

The observed data period spanning frdndanuary 1998 13 May 2019has beersegregated
into in~sample and ot-of-sample data as used during the modelling procéssle ).

Tablel Prices dta segregation for the full sample period.

Period Trading days Beginning End
Total dataset 5370 02 January 1998 13 May 2019
Training dataset (ksample) 3267 02 January 1998 31 December 2010
Validationdataset (insample) 502 01 January 2011 31 December 2012
Testset (outof-sample) 1601 01 January 2013 13May 2019

In the functionality of neural networks, thebove insample period was segregated once more
into two subperiods to compensate for the training amdlidationof each network to avoid
ooverfittingé with the dataset.Also, we let the training dataset include the subprime crisis
period to consideredn the cointegration tests and to enable the network to learn in stress
scenariosThis way, it ipretended that the neural networknight be able toproduce accurate

forecass during periods with high volatility.

Moreover, we also get fromDatastream theS&P 500 index components historical market
capitalization, price to book value, enterprise valu€E®I TDANd net debt to enterprise value
since January 2001 telay 2019 Start date isJanuary 2001 because is tb&dest date with
historicalfundamental data availabl@ Datastream These fundamental ratios are used because
they have a daily frequentyso the sample data is greater and allow usuge more data to

train the networkthan the fundamental ratios witlower frequency

3 A list of the dropped stocks can be founchizpendix 1.
4Notice that daily frequency is given by one element in fundamental ratios formula, the stock price. Ratios
formulas can be found ifable 5.
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This datas also segregated like the historical of@erd close prices tbe used aseural network

training, validation and test datasefBable 2shows the data segregation for fundamental ratios

historical data.

Table2 Fundamental ratios data segregation for the full sample period.

Period Trading days Beginning End
Total dataset 4614 02 January001 13 May 2019
Training dataset (isample) 2511 02 January001 31 December 2010
Validationdataset (insample) 502 01 January 2011 31 December 2012
Testset (outof-sample) 1601 01 January 2013 13 May 2019
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4. Methodology

In this sectionit will be described the pairs selection methodolotye LSTMhetwork used for
pairsspreadforecastandthe MLP network used fatocks signal (or trend) predictionSor both
networks is explained theetwork configuration)ike number of layers, number of neurons per
layer, activation functions, cost functionsed to compute andminimize the erors and
optimizers used for theetworktraining. Finally, the proposddading strategyused in thiswork

is describedfrom trade criterato open a position until criteaito close positions and the trading

costs.

4.1 Pairs selection: Supercointegvatmethod

Using the training dataset, it is calculated the supercointegrated pairs basd€igoerola
Ferretti et al (2017)17]to the pairs selection and consisting in a tatep procedure.This twoe
step selection procedure combines Johansen (1291)method and Engle and Granger
(1987]14] method and its applied only to samindustry stocks, i.e.,it is only looled
cointegration relationships among sammedustry stocks, because financially can be more
reliable a longrun relationship between companies wilimilar productive actitiesthan the

ones withdifferent activities

Johansen testFirst,it is tested the existence of cointegration among possible pairsnioyistry
by conducting theJohansen (199[194] cointegrationtest at the 1% significance level. This
methodology in based on the vector autoregressive (VAR) of drdepresented as follows:

w ‘6 W o o E 6 6 T (16)
Wherew is a vector containing k nestationary varidles'Op , w is a vector of deterministic
variables an{l is a vector of innovationdts representation as Vector Error Correction Model
(VECM) is

30 ¢ BA B 3BO 63y T (17)

Where

E B & Oh 3 B o&h Q pfBh p (18)

VAR model is estimated by maximum likelihood and then there are two contrast to test the

existence of cointegration: trace test and maximum eigenvalue test.

Within the trace test, the null hypothesis is:
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OdY®OEER «a
OQYWEE 4
That means’O dyariables in vectocy has a maximum af cointegration relationship, against

the alternative hypothesis’O dthe variables in vectow has more thand cointegration

relationships.
Within the maximurreigenvalue test, the null hypothesis is:
OdY®OEER «
OQYWEER & p
After analyzinghe data, it is calculatedhe model considering intercept in theointegraton
relations and trends in the datdecause we are working with financial series #rely usually

havetrend. Johansen methodology is appliedd are seleced the pairs that at least approve

one of the two contrast tests explained above. If the pair shows cointegration with both tests,

GKS LI AN Aa dadNRy3t ez o280 yUIISENI A1ySR ¢ZF oKRAS Si SEF( &
O2AYyGSANI SRéd ¢KS (SaGa I NBvasNdBrtlidNdideg@ted 2 | e

pairs by Johansen approach.

EngleGrangertest In a second steq is refined our selection of pairs by running the OLS
regressionn equation(3) and ace identified the residuals in the OLS regression, thedkat

unit root is conducted, applying the AugmentBitkey Fuller Test
F | f off T o E 1 3 0 (19)

where| is a constant, is the trend coefficient] is the number of lagged differenterms and

0 is a mean zero innovation process.
With the model above, we can make the testing for the null hypothesiqiaftaoot:
0od p

0qd p

If the test rejects the null hypothesis, there is no unit root and the stocks are cointegrated, which
implies the existence of a lofrgn stochastic common trend between the variables and his first

differences reverts throughduhe time.

Therefore, we apply thé€engleGranger methodology to the previous selected paivgth

Johansen testestricted to a confidence levalf 99%, with 8t p We finda total of 21
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superointegrated pairs(3 weakly cointegratedand 18 strongly cointegrateyl which are

displayed irappendix 2

It is important to mention that supercointegration based on the tatep analysis explained
before did not implies strongest cointegration between the aiadditionalstatistic properties
respect topairs which passne cointegration testhut FiguerolaFerretti et al (2017)17] shows
that pairs trading profitability is monotonically associated with the significance lefel
cointegrationand it called supercointegrated pairshe oneswhich do not reject standard

cointegrationtests at the 1% significance level.

4.2 Pairspread predictionLSTMetwork

Once the supercointegrated pairs aselected, will be appliedeural networktechniquesto
predict the pair spreadfor each selected pa@nd their results will be usetb trade following
the tradingcriteria explained late in this work The network type used for #sepredictions is
the LSTMmethod, that is a type of recurrent neural netwodnable to capture longun

dependencies in the data, somethingeful for pairs trading.

The recurrent networks able to remember important things about the inputs they received,

which enables them to produqerecisepredictive results in sequential datay R G KIF 1 Qa ¢ K@
type of network is widehapplied toinformationwith sequential strature, liketime series and

financial data, as can lmbservedwith the RNNapplications made bRunis et al. (2006a, 2006b,
2015J11][9][10] and Van Der Have (2013%] to pairs tradingHowever it will be explained the

reason to use LSTM instead of standBiN belowbut first will be explainethow it works each

network.

4.2.1 Recurrent Neural Network (RNN)

Recurrent neural networls atype ofneural network wheréiidden layeoutputsfrom previous
period are feed as input to the currenteriod. This characteristic allows the information to
persist over timé Yy R th& riafd difference wittfeedforward neural networks (FNNjhe RNN
save0 p hidden layer(sputputs ina state unit(s)andit is usedas nav input for the hidden

layer(s) in order to train itself at timeAn example of RNN with single hidden layer can be found

in figure 1
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Where a FNN only uses the information at the current time to pratietalue at the nextime,

a RNN has the advantage that its recurrent properties atlosvnetwork to also look at and
remember the information from the pagSundermeyer et al., 2012B]). This works, as it was
explained beforeby taking hidden layer output from previous period and use it as input data to

the current period.

Given that we are going faredicttime series with meadeverting properties, beingble © use
longterm dependencies should be usefihis is the main reason to use recurrent networks

instead of feedforward neural networks in this work.

Input Layer Hidden Layer
—, Output Layer
T

Weights(W) - -

Weights(V)

Weights(U) Copy (delayed)

Previous State RNN

Figurel Graphical illustration of a recurrent neural networlRNNwith one hidden layerwhose inputs
are the data from input layer and the previous hidden layer data saved in previous state
SourceDunis et al. (2006].

The input used in the input layer are lags of the time seriethefpair spread lags from each
stock returns, one year mean and standard deviatibhe output produced is the focast of

the spread at time t + IThe RNMutput can be written as follows:
® 0w O O (20)

Where O is theoutput layeractivation functionw is the weights vector between the hidden

and output layergo is the bias vector ané is the hidden layer output definegs

® Ow ® 0w 0 W (21)
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Where "O is the hidden layer activation functiony is the weights &ctor applied to the
previous hidden layer values in state neuton ,® is the weights vectdoetween input layer
and hidden layerp is the input layer values and is the bias vector applied in the hidden layer.
Note that the activation functions in the hidden and output layer can be different and depends

of the problem whictwe are working.

However,the information persistenceonly allows shosterm memoryand it is difficult learn
longterm dependencief the standard RNN approael stated by Bengio et al. (1994) Also,
as mentioned in sectiof.5.], this method has as disadvantagee vanishing1) or exploding
(2) gradientproblemwhen the EBP(error backpropagatiopalgorithm isexecuted Hochreiter
& Schmidhuber (1997)9] explained thatin case 1)earning to bridge longime lags takes a
prohibitive amount of time or does not work at ;aflase 2naylead to oscillating wights.Both

cases makes difficult the neural network training.

4.2.2Long Shofferm Memory (LSTM)

To solve gradient problems from standard RNNghreiter & Schmidhuber (19979] proposed
the LSTM methodology, wth main difference respect to standard RiNheincorporation of
an additional unit called cell statgsed to store and process the information from all previous
periods instead of just the previous hidden layer dathis way, the LSTM networkdesigned

to avoid the longterm dependency problem

The cell state unitshave linear interactions with the inputs and previous hidden layers
transformationsthrough scecalledgates The gategan be seen as the memooy the network
andare usedo optimally let information throughi.e.,allowingthe network todecidewhether

or not to store or delete information based on the importance it assigm the information.
Hgure2aillustrates a hidden layer in a regular RNN, whereas fighiltustrates a hidden layer
in LSTM network.

As can be observed igure2b, the LSTM network consists of three gates, the forget gatefinpu
gate and output gate. The forget gate, illustrated in figBre&letermines the information to be
removed from previous cell state , applying the sigmoid function to new input dataand

previous hidden layef)d . The ggmoid function is given by:
M ,0 I © I b

Q 5 5 (22)
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Wherew andw represents the weights vector in forget gate of previous hidden |&yer

and the input® respectively, andb is the bias vectorQoutput is between 0 and 1 for each

number in the cell stat& , where a value close to 0 represents a speafement to be

NBY2OBSR 06SOlFdzaS Al AayQld AYLERNIFYyGS gKAES | ydz

element to be kept in the next cell state.

hy i by il
e ~ o N ¢
bt y  ro—o i >

: %
L1 5’[@ X
"lr
"r 1 }
J /
fra Iy
(a) Hidden layeof a regular RNN (b) Hidden layer of a LSTM

Figure 2 Hidden layer comparison between a regular RNN (a) and LSTMT{. yellow rectangle
represens nonlinear functions where the new inpad and output from the previous hidden layép

are processed through. The red circles containing either a mokipdin or addition sign represent the
corresponding linear operation. Furthermore, the variabledenotes the cell state at timé

Source: Van Der Have (20[BB)]

Figure3 LSTM forget gateThe yellowrectanglecontainingd represents the sigmoid functionritten in
equation @2) applied to input datas @and previous hidden Iayel< , returning as outpul<
Sourcehttps://colah.github.io/posts/201508-Understanding STMs/

The second gate is the input gate, which makes two operations with previous hiddeiQayer
and input dataw. First, a sigmoid function is applied to decide the values to be updated,

resulting in outputQ given by:

Q , o 3Q ®w W w
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Q

Q @I p O ¥ (23)

Where®w andw represents the weightsector in input gate of previous hidden lay€x
and the inputc respectively, andb is the bias vectorQoutput is between 0 and 1 for each
number in the cell stat® , where a value close to 0 represents a specific element to not be

updated, while a number close to 1 represents a specific element to be updated in the cell state.

At same timea hyperbolic tangent function is used to create a vector of possible new v@lues

and is given by:

8 - - (24)

Wherew andw represents the weights vectarf previous hidden layef2 and the input
o respectively, andd is the bias vectord output is between-1 and 1 these values are
multiplied by"Qand givesa set ofcandidate valuescaled by how much we decided to update
each state valueNext, this result is added tine forget gate value to obtain the new cell state

value:
0 "Qd K0)e)) (25)

To summarizefigure 4a shows the nonlinear operations appliedbtand™Q , while figure 4b
shows the linear operation between the nonlinear output and the state celldnit to finally

getthe new cell state value given b34) in input gate

c
( _ -
t—1 Ufi\ \"br b
3 JI.J' it .
(1} _.! T )
hey
A
(&) Nortlinearfunctions (b) Linear operations

Figure4 LSTM input gateFigure(a) indicates the nodinear functions applied to input dateo and
previous hidden layefQ . The yellow rectangle containing represents the igmoid functionas in
equation @3) andgenerates as outpuf) The yellow rectangle containiig@epresents thenyperbolic
tangent functionwritten in equation R4), resulingin output 6 . Figure (b)shows the linear operations
between theforget and input gates, resulting in new cell stétegiven byequation @5).
Sourcehttps://colah.qgithub.io/posts/201508-Understanding STMs/
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Finally the output gateis computed based oa sigmoid layer which decides the part of the cell

state we are going to outpygiven by

¢, o JQ W W W

¢ (26)

Wherew andw represent the weights vector of previous hidden laj@r and the input
o respectively, andb is the bias vectoin the output gate Next, this result imultiplied bythe
cell statevalue given bgquation 5) passing though a hyperbolic tangent functioifhe output

gateis illustrated in figure 5 and the final outpaf the hidden layefQ is:
Q ¢ DAISGE
Q € 00— (27)

Given the fact thaé is between 0 and 1, an@ A 16E is between-1 and 1, the hidden layer
output range is plp . Forthis work, this is useful given thatur LSTMoutput will be apair

spreadreturn prediction

iy )

'-.

ey
Ty [

Figure5 LSTM Output gateThe yellav rectangle containing represents the sigmoid function applied to
previous hidden layé2 and input datab as in equationZ6). The red circle containingnh represents
the hyperbolic tangent function applied tell state valugd computed in equationZ5), and theother
red circle containing multiplicatiosignalindicates thdinear operation expressed in equatioh7).
Sourcehttps://colah.qgithub.io/posts/201508-Understanding STMs/

The general form fothe spread model predicted by tHeSTM neural network with hidden

layers is the following:
Yin % 3Jb B _ "O0 OwhQ O O>— QO (28)
ford pHB AYandwherad  phoazethe parameters B h_ represent the weights vector

between hidden and output nodes, and 8 i) represent the weight vector between the
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input and hidden nodesOJ are the activation functions in the hidden unit, in this case sigmoid

function applied in output gate.

The L$M network will be used by the reasons explained before and its advantages respect to
the traditional RNN model, which are the leteym memory given the pairs spread longn
meanreverting property and the gradient descent problems solved by LSTM netegpkct to
standard RNN.

4.2.3LSTM network architecture

In this section will be explained the proposed neural network architecture structure and the

parameters used to make the network training and spread predictions.

Network layers and neuron$he proposed networkhas3 layersthe input layercontaining ¥
neurons one hidden layewith 17 neuronsand the output layemwith 1 neuronbecause the
output is the spread prediction for negay. The number of neurons in input and hidden layer

is equal to the number of explanatory variablagable 3.

Activation functionsThe hidden layer is the LSTM layer explained in sectidr2, containing

the three gates and same activation functions mentioned before, that is sigmoid function in
forgot gate, for input gate both sigmoid and hypelic tangent functions, and for output gate a
sigmoid function applied to input and previous hidden layer data and hyperbolic tangent
function applied to cell state value®utputlayer has a linear activation function because using
an activation functia like sigmoid generates valubstween 0 and land the real spread can
take values out of that range (similar case if use hyperbolic tangent function with range between
-1 and ).

Table3 LSTM network explanatory variables

Number Variable Lags (Days)
1 Pair spread cumulative retusn 15
2 Stock@umulative returns 1-5
3 StockKumulative returns 1-5
4 1-year spread mean (250 days mean) 1
5 1-year spread standard deviation (288ys volatility) 1

> Network training and prediction total time executiavas 8.5 hours. Computer Intel core 13 with windows
10 pro, processor intel Pentium CPU N3540 2.16 GHz, solid D.D. 256 GB and RAM 4GB.
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Cost function and optimizethe function to be minimized by the network is the mean squared

error (MSEyefinedas follows
DYO-B o (29)

wherew is the network predictione is the spread true value anilis the sample size8267 in
this case, sed¢raining dataset intable 1). Adam optimizer is used for the training, using the
default parameters provided in the original paper published by Kingm&ar{@015p5]. Cther

parametersvalues can be found irable 4

Table4 LSTM architecture parameter

Parameter name | Parameter Value Description
Batch size 20 Number of samples per gradient update
Number of times that feedforwardg backpropagation
Epochs 20 _ _ o
procedure is executed duringetwork training
Learning rate 1% Learning rate used for weights adjustment
Consisingin randomly setting a fraction rate of input uni
Dropout rate 20% to 0 at each update during training time, which hel

prevent overfitting.

Finally, is important to mention that followirigunis et al. (2006a, 2006b, 2018)][9][10] it will

be estimated ten networks per pair because the starting point for each network is a set of
random weights, affecting the training procedure and making sensitive the outputs respect
the starting point. Therefore, the average results of all ten neural networks was used as the

spread prediction in this work.

Lookingfor biggest accuracy in network forecast, especially in the last years affeample
dataset, is proposed a ongear roling window for the predictions, allowing the network to
retrain itself and adjustheir weights usinghe new information. This way, after netwotiaining

with in-sample data, next year spread is predicted by the network and then, when this year ends,
isused the new available information to retrain the network and fit the weights. This process is

repeated for all years in oudf-sampledataset.

4.3 Stocks signal predictisnsingMLP multiclassification network

I FGSNI LI ANE ALINBFR LINBRAOGAZ2YAS AG0Qa LINRLRASR

pairs stocks components. This problem main objective is getting each stock trend direction
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predictions using as inputs the fundamental ratios per stock anthitrg a neural network
enable to predict whether a specific stock have bullish, bearish or no trend signal, and finally use
the outputs as an additional factor to trade with pairs trading strategies. Thereiffiovell be
proposed an MLP classification netrk to make signal predictions per each stock in the
supercointegrated pairs. It is used a MLP network because is one of the most common network
types used for classification problems in previous literature, like Nanopoulos @0atL)30],

who use a MLP to classify time series based on statistical data, or Pham et al[31]991d

proves that MLP network performs better than standard learning vector quantization (LVQ)

neural network when are applied tmntrol chart pattern recognition.

4.3.1Multilayer perceptro{MLP)

The MLP is a supervised learning algorithm that learns by training on a dataset, enable to learn
a nontlinear function approximator for classification or regression. As mentioned before, in this
work will be appliedor classificatiorpurpose TheMLPbast structure consistsof three layers:

an input layer (with explanatory variables), hidden layer and output layer (the model
estimation), where the input and hidden layer includes a bias node (similar to the intercept in

standard regressionkigure 6showvs anexample of a single hidden layer MLP network.

Bias

Features

*)

Output

Figure6 One hidden layer MLRetwork. The red circles in the left represents the p neurons in the
input layer. Black circles in the middle represents e p neurons in the hidden layer and red circle in
the right is the output layer neuron.

Sourcehttps://scikit-learn.org/stable/modules/neural _networks supervised.html

The information process made by the network starts with the input nodes containing the
explanatory variable values (or featuje$hesevalues are transmitted to hidden layer nodes a

the weighted sum of its inputs and there is applied a tioear activation function before
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passing the information to output layewhen the information is again transmitted as the
weighted sum oprevioushidden layer output ands appliedanother activationfunction. The
final output of the network is used to compute a cost (or loss) function to be minimized by well
known errorbackpropagation methodalso calledyeneralized delta rule whose main idea is
after compare both network and desired quits, implement a gradient descent method for

finding the weights that minimize the cost function valtransmittingbackwards the error$

Notice that the training process can be divided in two steps: first, the algorithm has a
feedforward advance, anthen it is adjusted in a backward way. During feedforward face, the
inputs pass througltthe networks until it arrives the output layer. Once the netwanktput
values areobtained,the backward test starts comparingpese outputswith target values in
order to compute the error and adjust the weighsinceoutput layeruntil it arrivesthe input

layer.

The math behind th&iLPnetwork example shown in Figuris the following:

1. The hidden layereceiveshe input valuesveighted sumapplesan activationfunction

and gesas outputw defined as follows:
® Q0 W @ (30)

where 0 is the hidden layer weights vector applied teuron Qv phci8 AQ, &
represent the inputaluesvector, & is the bias vectoreceived from input layerand"Q 2

represents theactivationfunction.

2. Output layer receivehidden layer outputs, computea weighted sum with thenand
applesan activationfunction (not necesarily the same used in hidden layar)get the

network outputax
w QO QO D ® (31)

where 0 represent theoutput layer weights vectord @ o B hid is a vector
containing all hidden layer outputé is the bias vector receigdrom hidden layer, and

"Q Dis theactivationfunction.

6 For more details about the error backpropagation method, see Rumelhart et al. (2986)
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3. The cost function is calculated using the network outpbgsd target outputs. L& call
the cost functionO O, which represents theoverall network error from all’'Q p
neurons from hidden layei hepartial derivative of the errors is calculateding chain

rule:
— — 00— (32)

where0 is the weight from layed™ "% (hiddenor output layer).Notice that in—,

the network output depends directly of output layexeights0 , but also depends of
hidden layer weight® in 6. Therefore we can rewriteequation @2) for hidden layer

weightsas follows:
— —03-0— (33)

4. Finally the weights update isomputedusingthe followingformula:
0o 0 | O— (34)
where( is theold weights vectorof layeraneuron’@  mthe learning rateand 0
is the new weighg vector

5. The process is repeateatcordingo epoch parameter value.

4.3.2 MLP network architecture

In this section will be explained the proposktLPneural network architecture structure and

the parameters used to make the network training astdcks signal prediction$

Network layers and neuron$he proposed MLP network has 4 layers, the input legetaining
20 neurons, two hidden layers with 20 neurons per layer and the output layer with 3 neurons.
The number of neurons in input and hidden layes equal to the number of explanatory

variables irtable 5.

" Network training and prediction time execution was 9 hours.
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Table5 MLP network explanatoryariables

Number Variable Ratio formula Lags (Days

1 Price to book value U_h 1-5
0w

2 Market capitalization 0f 1-5

3 Enterprise value to EBITD. & 1-5

006 O"YO!

4 Net debt toenterprise value u%—ﬁ'Qw ¢ 1-5

W

Where |gds the price of stockin time ¢, | fisthe assetcarryingvalueon the balance sheet
given by theollowing formula:

YRI®RaQON 6 Q4 0w QMQQA0H ®Q0 w

0w
004 OE & &dE@I Qi

4 ~is thetotal number of outstanding shargEVrepresent thecompanyvalue (how muchwvorth

the company) and its value is givey the addition of market cap andet debt. || k4 =
(earnings before interest, tax, depreciation and amortizatiinpa measure of a company's
operating performanceand Net debt indicates the overall debt situation of a compahy
netting the value ofhe liabilities and debts of a company along with its cash and other similar

liquid assets

These fundamental ratios were selected because they have daily frequency, givindatete

train the networkthan ratios with lower frequency. Also, some of 8Beeratioshave beenused

in previous works about value investing. For exampiarket capitalization and price to book

value are used ithe wellknown three and five factor models proposed by Fama and French

(1993, 201480][31]. Moreover,enterprise value t&BITDAs a good measure to compute the

return a company makes respett 1 KS O2 YLJ y & Qa a®héipS MldNgindine O f dzS
whether a company is undervalued or overvalded shares ofthe same sectqrsomething

helpful forthe trend predictionnve want to dowith the MLP networland to compare two shares

of the same indust®/ Finally, net debt to enterprise value give usnaasureto determine

whether a company isncreasing orreducing his debtand its ability to afford its future

obligations Leverage measures are usually a good choice for value investigPiotrosk

8 Pinto et al. (201928] state EV/EBITDA is clearly a widelgdumetric in current valuation practice.
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(2006]29] states thatcompanies withgrowing debtshowsa bad signal abouits financial risk

andstocks with lowleveragelevelare recommended.

The number of neurons in output layer corresponds with the 3 possible classes per stock: bullish,
no trend or bearish. The network outpate probabilities of each class atite signal is given by
the neuron with highest probability, converting this valteeone and making thether classes

zera Summarizing, the signadse described as follows:

60 aAE S 0 1 6 phrt

0 €01 QBEO6 61 6 tiph

6 QOIQWNG6 0 N 6 thtp
It is important to mention that network outputs are loagn (oneyear) trend predictions,
because supercointegration relationship implies lang meanreversion property. Bullish
trend happens during training ped when spread i® ¢ v grows more than two standard
deviations respect to spread @ bearish trend occurs when spreaddn ¢ v drop more than
two standard deviations respect to the spreaddmand network output must be nérend in

other caseslt was selectedhs target the oneyear trend because it was used opear mean

and oneyear standard deviation to compute the thresholds.

Activation functionsFor both hidden layerare usedsigmoidactivation functiosbecause is one

of the most widely used in practicéOutput layer use the usual choice for mulilass
classification problems, thsoftmax function The main reason to use this functionthet the
probability of a class is not independent from the otletass probabilities,e., one stock cannot
be bullish and bearish at same tin®bftmax function Tdp computes conditional probabilities
while sigmoidfunction™ T1ip computes unconditional probabilities, so is used the first one
since we only want to puict a single label per sampli®r networks that wants to predict more

than a single label, sigmoid works befte®oftmax function igjiven by the following formula:

Y¢ QO & b ——— (35)

Where (s the "(0class 0 is the total number of classesdi is theweightedsum of previous

hidden layer output

Cost function and optimizethe function to be minimized by the network is tbategorical cross

entropy function defined as follows:
660 B 0od1Qi (36)
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where™Qi s the softmax functioim (35) andois thetargetvector. Given that in our problem,
target output labels are ondot, only the positive clags keeps its term in the loss.e., here

is only one element of thearget vectorowhich is not zer@ 0 . Sq rewriting 36):
660 11Qi (37)

Adam optimizer is used for the trainingsing the default parametersrovided in the original
paper published bKingma and Ba (2012F]. Other parameterssalues can be found itable
6.

Table6 MLPnetworkarchitecture parametey

Parameter name | Parameter Value Description
Batch size 1 Number of samples per gradient update
Number of times thatfeedforward ¢ backpropagation
Epochs 20 ) ) o
procedure is executed during network training
Learning rate 1% Learning rate used for weights adjustment
Consists in randomly setting a fraction rate of input ur|
Dropout rate 20% to 0 at each update duringraining time, which helps

prevent overfitting.

Like the LSTM network, MLP uses a-gear rolling window to retrain itselind fit the weights

to new information(seesection 4.2.}

44 Trading strateggriteria

The trading strategy consists inimgthe supercointegrated pairs to trade during the enit
sample period defined igection 3 To take the trading decisions, will be followed the previous
literature criteria, which usually compute threshold limits for the spread and when the spread
reaches the limit, an operation is executed. Also, will be propose a new alternative to trade
based on the fundamental signal of the stocks in the pair, predictgingthe MLP neural
network and different ways to combine the trading signals and close position criteria to
determine which one gives the best results andptove whether adding fundamental ratios

improves the strategy returns.

Is important to mentiorthat all criteria of tradinginvolving thresholdsvill be applied toboth

real pair spread value and LSTM network spread predictions. The purpose of use LSTM
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predictions isto test whether trading with neural network predictions improves results from

real spread valuewhich iQasuallyused inpairs trading

4 4.1 Threshold

In this work, will be used the two most widely threshold limits used in previous literatuwat
pairs tradingthe fixed volatility threshold used by Gatev et(@999)18] and others likeDo et
al. (2009]6], andthe conditional volatility thresholdsed byFiguerolaFerretti et al. (2017L7].

4A4.1.1 Fixed volatility threshold
This threshold consists on compute a constant volatility and define the upper and lower bounds
as two unconditional stattarddeviationsfrom the mean. As will be used around 6.5 years in the

out of sample period to trade, this fixed threshold will be a little different from previous

sample period as long as the one used in this woikea rolling window is used to f&ain the
neural networks as explained @ection 42.3, the unconditional volatility will be updated with
the rolling windowgetting at the begining of each year an unconditional volatility equal to last
year spread cumulative retusnvolatility, and using the result as the following year constant

volatility to compute the thresholds. The fixed thresholds can be defined asvill

Yh N @G UE o Q" o)

aEoQmR O a'Q o)
Where* representa 1-yearspreadmean and, is the unconditionastandard deviatiorfrom
previous yearThe reason to use a dynamic meanis explainedater in this work.Hgure 7
shows for the supercointegrated paiti . . , Be&t Buy & FL.N Koot Locked ¢he fixed

unconditional volatility where at the end of each year, is recalculated and uselésvingyear

constantvolatility.
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Pair: BBY.N - FL.N

—— Spread value
—— Upper threshold
—— Lower threshold
—— Spread mean
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Figure7 Fixed threshold for pair BBY.N & FL.The blue e represents the last year spread mean, the
red line represents the spread cumulative returns and black lines repregpptr and lower thresholds.
Noticethat the thresholds moveparallel to the mearand his level change whemew year begins.

44.1.2 Conditional volatility threshold
As FiguerolaFerretti et al (2017]17] do, it will be used a dynamithreshold based on
conditional volatility computed as the standard deviation usingeéar rollingwindow, and the

upper and lower bounds will be defined as two standard deviation from the mean:

YRR QwE OEFNSE a Q! ¢

D £€QINWME OEFMEE & Q° ¢
Where* and, represent year mean and standard deviation respectivéligure &hows for
0KS &adzLISND2 A Y (i SBebtiBiy& RL.NBbok Ntkee. . (dydmic conditional
volatility. This way, as stated by Roa (2018we capture the timevarying nature of spread
time seriesNotice that difference between fixed and dynamic threshold is the volatility update

frequency. With fixed method, volatility update occurs at the eficéach year, while dynamic

threshold volatility has daily update.
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Pair: BBY.N - FL.N

2.0
—— Spread value
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Figure8 Dynamicthreshold for pair BBY.N & FL:N'he blue line represents the last year spread mean,
the red line represents the spread cumulative returns and black lines represents upper andmaeric
thresholds. Notice thatfter high volatility periods, the distance between the bands increasekia
moments of low volatility the bands get closer to spread mean.

4.4.2 Trade criteria

It will be proposed three alternatives to trade, using fixed and conditional volatility thresholds
explained insection 4.4.] using stocks trend prediction with the MLP network explained in

section 4.3.2and combining both threshold and trend predictions methods.

4.4.2.1Trading with thresholds signals

First trade criterdn is the widely used threshold trade method. Traditional methods propose
trading when the spread reaches one of the two standard deviation thresholds from zero and
closing position when spread meaaverts.This method works well with short period of cot-
sample data, sually 1 or 2 years in previous literatutéowever, in this work we are working
with 6.5 years of oubf-sample data to tradegeneraing that in most cases the cumulative
spread returns takegreat values given by trends during this period, which imgléeses when

the spreadgetsover the threshold and never returns insitiee thresholds Figure 9showsan
example applied tsupercointegrated pai@t / [ (TkekClorox Compah§ PG.NThe Procter &

Gamblge where the spreadoverpas one threshold and stays out of volatility limits.
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Pair: CLX.N - PG.N

—— Spread value
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—— Lower dynamic threshold
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Figure9 Dynamic threshold assuming zewmean for pair CLX.I& PG.N Blue line representsero-mean

label, black lines represents the upper and lower conditional volatility thresholds and red line is the
cumulative spread returns during ocof-sample period Notice that after a bullish trend in 2015, the
spread value breaks upper threshold atidn® come back insidéhe thresholds

Therefore, alynamicmean is used to compute the spread confidence bands in each moment of

time . This way, it is avoided the problem because the mean value reflects the trend followed

by the spreadkigure 7andFigure &hows examples of fixed and conditional volatility thresholds

moving around a dymaic meanWill be used a 1 year mean for this purpose.
Hence, tradewill be triggered in the following scenarios:

1. Traditional method: When spread value reaches lower (upiheeshold a long (short)
position in the spread is taken.
2. Alternative method: Wien spread value is below (above) the lower (upper) threshold

and breaks this threshold from down (up) to up (down).

With the alternative methodwe want to reduce bad trades avoidittiem when the spread
reachesthe lower (upper)bandby first time since can be in a bearighullish)trend that still
does not endsWhen the spread breaks the lower (upper) threshold from bottom up (top to
bottom), is inits long-run meanreverting processhe main assumption in most of pairs trading
approaches, including this one given the supercointegration relationghipire 10shows an
example of both scenarios to open a position using thresholds for supercointegrated pair, ® b
(Best Buy & FL.NKoot Locked ¢ @
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Pair: BBY.N - FL.N
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Figure10 Graphical ilustration of threshold trade criteria: Black square containing number 1 indicate
short position in the spread when its value reaches by first time the upper thresBiddk square
containing number 2 indicate short position in the spread whgeralue is breaking upper threshold from
top to bottom.

4.4.2.2 Trading witMLP networlpredictions
As mentioned in sectiod.32, the MLP network give us an output vector with three elements
in each time period tindicating whether the stock is bullidgarish or has no trendlsing these

outputs,tradeswill be triggeredn the following cases:

1. Whenat least one of the pair stocks components gives a bullish or bearish signal and
the other one shows different trade signal (i.e. will not be trades when both stocks
shows same trading signal)

2. When both stockshow opposite signalgi.e. one stock shows long position and the

other one short position).

4.4.2.3 Trad combininghresholdsand fundamentasignals

This is an extension dfe tradingcriteriaexplained ind.4.2.1and4.4.2.2 A trade is executed in

the following scenarios:

1. When spread valuevercome the thresholghe signal prediction from MLP network of
both stocks shows different trading signal and at least one of them shows same signal
with both MLP and the spread position to take. This means that whether the threshold

method indicates long position in the s@, i.e., long position in stockand short
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position in stockQthe MLP signal predictiomust belong positionfor stock @r short
position forstockQ

Notice that this is an extension of traditional method describesgkiction 4.4.2.7/adding
the MLP predictions ttrade decision

2. When spread value is below (above) the lower (upper) threshold and breaks this
threshold from down (up) to up (dowrthe signal prediction from MLP network bbth
stocksshows different trading signal and at least one of them shows same signal with
both MLP and the spread position to takEhis means thatvhether the threshold
method indicates long position in the spread., long position in stocKand short
position in stockQthe MLP signal prediction of sto&&hows long position ahe signal
of stockGhows short position.

Notice that this is an extension of alternative method describegkiriion 4.4.2./adding

the MLP predictions to trade decision.

Finally, is important to mentiorthat the number of stocks tarade depends ofboth
cointegrationand investment amount parametgrwhere the investment amount per stock is

10,000 USD? Rewriting the definition of the spread @guation @):
Yo7 ns T Qi
The long position in the spread consists inibgy) unit of assetQand selhg0 units of asset
j, where0 depends of (the cointegration parameter computed with the OLS made in the
supercointegration analysis described in sectiohwith in-sample data and assumed constant

over all auit of sample period)Short position in the spread consssin seling 0 unit of assetQ

and buyng( units of assetQ

0 and0 are definedas follows:

0 Qe o—— h 0 Q¢ 6—7
0 Uy 00

where®represent the investment amoumer stock() O and00 arethe opening price
of stock'@ndGn 0 p respectivelyand! the cointegration parameter as explained befohe

theory, each pair trade is beta neutrahoweverd and(0 only can take integer valugso this

9This parameter is arbitrary, the strategy can be tested with different investment amount limits according
to investor risk appetite and wealth.
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makes than the position beta will not legual to zeran most casesAlso, all tradesre executed
using stocks opening pricaext day from the trading signahis way will beised realistic prices
to trade becausaall signals are triggered or computed using closing pasdsputs, so we need

this data beford@nvesting

Notice that0 increasewhetherf  p, inthese caseshe initial investment in assetran be
greater than theinvested in assefAlso is important to mention that cannot be opened more

than one position at same time for a specific pair.

4 4.3 Close positionriteria

When a position is openelaly some of theeriteria explained in sectiod.4.2, thereare three

alternativesto close positiondescribel as follows:

1. Mean reversion criteriana position is closed when the spread value reaches the
dynamic mean value (take profititerion) or whether thespread overcome again
the threshold during two consecutive periods (stop losgerion). Figure 11shows
examples when a position is closed taking profit or stop loss.This method is
applied only for strategies that includes thresholehethod in section 4.4.2.1to
trade, except for traditional method from referents, which it does not include stop

loss, only meadmeversion criterion.

2. MLPsignalcriterion a postion is closed whether both stocks signal predictiane
different respectto the taken position in them when the trade was opendthis
method is applied only to strategies that includes MLP sigraldictions insection

4.4.22 to trade.
3. Mean reversion and MLP signal combinat@position is closed when 1 or 2 occurs.

Applied only totrades opened based on combined method explainedention

4.4.2.3
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Pair: BBY.N - FL.N

2.0 4
—— Spread value
—— Upper Dynamic threshold TP
—— Lower Dynamic threshold
—— Spread mean
P Opered short
151 position
£
E]
=1
5
7 Opered long
2 101 position
I
(=%
o
2
S
o
E
£ 05+
S
]
0.0 1 SL
T T T T T T T
2013 2014 2015 2016 2017 2018 2019

Dates

Figure11 Graphical ilustration of mean reversioncriterion: Black square containingP (take profit)
indicates ashort position in the spreadlosedwhen its value reachdsis mean Black square containing
SL (stop losshdicates dongposition in the spreadlosedwhenits valueovercomethe lower threshold
during two consecutive periods

Summarizingiable 7showsall possible combination between trade criteria and close position
criteria. Rememberthat traditional and alternative methodsse both fixed and conditional
thresholdsand are applied tdoth real spread and LSTNMegdliction values.

Table7 Strategies resume

_ Threshold MLP Combined threshold and
Description Methodology . . -
signal signal MLP signals
Traditional method X X
Alternative Method X X
Alternative Method with stop X X*
Trade trigger loss
scenarios
MLP at least one stock signal X X
MLP both stocks signal X
Mean reversion X X
Close criteria MLP close criterion X X
Mean reversion and MLP clos X

criterion
* Only applied to meaieversion closeriterion strategy
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4.5 Tradingcostsand returns

One ofthe main objectivesof this studyis to show transparency in the strategy resudad

whether strategy is profitableafter discountreal markettrading costsfrom operation returns

Therefore the roundtrip costs applied in this work are commissions applied by real brokerage
fimslikeawSy G né¢ G2 f2y3 LRairAdAzya | yRdencd he I NP dzLJE
total roundtrip cost pertradeiscontgi S & F2fft2¢6a oftSiQa | aadzyS |

I Open position costs:
0étN@dnQel A@ JY' YO v 1 A0
Y& irpéd n Qe A@ JYYQE CYTYQ)
"YE ONPGEE | OD € ENQE N QEVR I Péd n Qe (38)
1 Close position costs:
0¢€eN@daéilQA@UYYDP® L O
Y& ipEDaé IO @ JY Yt YY)
"YE OXTROE | 00 £ tNQ@MAE IB IiMéEDati Q (39)
Where()0 representstock @penprice the day when the trade is opendil) isthe stock’Q
open price the day when the position is closgdis the number of stockfr long positionand

0 is the number ofstocks for short positionAlso, a short position implies the payment of

borrowing interests to the real owner of the stqgaqual t02.5% (annual rate).
e 0 Qi @i eT— 2 A0 (40)

WherelTQ & wépresent the number of dayslapsed until the position is closed add is the
opening price of stockhen thepositionis opered. Finally the total trading costsis given by
the sum of(38), (39) and(40).

"YE OGN QI "D E OENPGBRE | O'VE OWXOEGD EQ OYE 17QE 0 QI ‘1) i
On the other hand, return per trade is defined as follows:
i — (42

whereda andi representshe longand shortposition investmengin pairtrade € respectively
both computed as number of stocks multiplied by stock prben trade was openedbv is the

net trade income given by
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w U UF O (43)
with 0 ; andV j the net long and short positions income respectiyelydd the total trading
costs provided by equationi{) for trade €. Notice that itwasnot assumea zero (or close to
zeroin thiscase given byncludingbeta) net investmentprovided bycompensation between
long and short positiorin theory, when short position is taken the investor receive moibey
in practice the brokerequires amargin account as guarantee, this implies that investost
leave cash ithe bank until trade is closkIt was assumed that the cash required by the broker

is the shortpositioninvestmenti and its addition with long position investmeat represent

the total investmentamount in tradet.
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5. Results

This section discusses the resuigained applying the methodology discussedlirapter 4
5.1 Pair selection

As discussed in sectidnl, the pairs are selected based on th&ipeicointegration relatioship.
S&P 500 index h&d5companies fron63 different industrieshowever only 13 industries ka

supercointegrated pairdNumber of @irs perindustrycan be found iriable 8.

Table8 Breakdown of the numbeaf selected pairs per industry

# of possible # Supercointegrated

INDUSTRY NAME # stocks : :
pairs pairs

Aerospace & Defense 12 66 1
Banks 19 171 2
Capital Markets 21 210 2
Chemicals 15 105 2
Electric Utilities 14 91 2
Equity Real Estat@vestment Trusts (REITs 31 465 2
Food Products 13 78 1
Health Care Equipment & Supplies 19 171 1
Household Products 5 10 1
Life Sciences Tools & Services 7 21 2
Machinery 15 105 1
Pharmaceuticals 10 45 1
Specialty Retail 15 105 3
TOTAL 21

Where# stocksepresent the number of stoglperindustry, # of possibl@airs are the maximum
number of possiblecombinations of pairghat can be constructeger industry and the #
supercointegrated pairsolumnrepresents the pairghat pass the supeadintegration analysis

describedn sectiond.1, i.e., pairs wha@approved both Johannsen and Englanger test.

However, before running the MLP neural network are droppagercointegratedairs with
stocks without complete fundamental ratios historical dat&inally, 15 pairfrom 12 different

industriesare used tacomputetradingresults

10 Supercointegrated pairs dropped: DUK.N & XEL.OQ, AMG.N & RIENNG FARWVI.N, STI.N &
ZION.OQ, MTD.N & TMO.N and TMO.N & WAT.N.
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5.2 Stratey performane

Using the 15 supercointegrated pairs, is computed each strategyrns following the
methodology explained isection 4 Thetables in this sectioreports the total number of trades,
the total returns before trading cosishe average annual returns before codiise average
trading cost per traddin USD)the total returns after costaand the average annual returns

including costdor the different strategiesgproposed

5.2.1 Threshold signals

Following the threshold criterion, the strategy returressumeusing the real spread valuge

displayed irtable 9, and the results using the LSTM predictions are shoviatie 10.

Table9 Threshold strategy results using real spread vatlugsg the entire oubf-sample period.

Gross Gross Average Net total Net
TRADING CRITERIA Trades  total average cost average
returns
returns returns (USD) returns
Traditional (Fixed) 97 55.22%  8.62% 146.46  -19.71%  -3.08%
Alternative (Fixed) 97 39.93% 6.23% 132.86 -28.14% -4.39%
Alternative with stop loss (Fixed) 283 70.00% 10.93% 76.74 -45.02% -7.03%
Traditional (Dynamic) 106 -10.82% -1.69% 147.97 -93.63% -14.62%
Alternative (Dynamic) 105 -22.55% -3.52% 140.86 -100.67% -15.72%

Alternative with stop loss (Dynamic, 322 33.11% 5.17% 82.24 -106.63%  -16.65%
* For trading strateggxecution|t was supposed thahvestor has theecessarynitial investment amounto execute
each tradelf the strategyinitial investment valuevere accumulative the net total return must be100%.It was used
the real cumulative trade returns for comparative purpose, and it is used for all strafegmesiow on.

Table 9 shows a better performance using fixed threshold bamespectto the dynamic
(conditional volatilityXhresholdwith the real pairs spread values to compute the dynamic mean
and standard deviationEven though there are positive annual retummghout trading costs,
none of the strategies gives positive returns aftests Notice that the stop loss, thathould
reduce the losses generate unexpectedly worst returns than the alternative methods without

stop loss.

Tablel0Threshold strategy results usih§TMoredictionsduring the entire oubf-sample period

Gross Gross Average Net total Net
TRADING CRITERIA Trades total average cost average
returns returns (USD) retms returns
Traditional (Fixed) 81 -25.09%  -3.92%  190.25  -106.82% -16.68%
Alternative (Fixed) 79 -50.67% -7.91% 158.79 -116.97% -18.27%
Alternative with stop loss (Fixed) 171 -17.04% -2.66% 87.96 -96.39%  -15.05%
Traditional (Dynamic) 83 -18.85% -2.94% 183.56 -99.83% -15.59%
Alternative (Dynamic) 83 -65.12%  -10.17% 170.72 -140.27%  -21.90%

Alternative with stop loss (Dynamic, 187 -15.23% -2.38% 102.38 -116.69%  -18.22%
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Tablel0 showsthe results using LSTM predictions instead of real spread value. The gsults
worst in all caseand none of the strategiemdicatespositive returns neither before trading
costs The stop loss applied to the network predictions works better than agpb real spread
The results until nowexhibit better performanceusing real spread with fixed threshold,
something unexpected given théthere are works irprevious literaturestatingthat dynamic
thresholdworks better. Also,the traditional method (tade when spread reaels by first time

the threshold)outperforms the alternative method proposed when trades are triggered by

threshold signals.

5.2.2Threshold and fundamental signals

Followingboth thresholds and stocks trend predictions given Iblye MLP networko trade and

the three close position criteriahe strategy returns are summarized below:
i Closing with mean reversion criterion

Tablell Thresholcand fundamental signdtadesusing real spread values during thetire outof-sample period
and closing position when spread reach&smean

Gross Gross Net

TRADING CRITERIA Trades  total average Average  Net total average

returns returns cost (USD) returns returns

Traditional (Fixed) 26 71.92%  11.23% 130.08  53.55%  8.36%
Alternative (Fixed) 19 14.59% 2.28% 119.00 2.22% 0.35%
Alternative with stop loss (Fixed) 34 26.29% 4.11% 75.95 12.27% 1.92%
Traditional (Dynamic) 28 40.77% 6.37% 134.99 20.39% 3.18%
Alternative (Dynamic) 22 12.08% 1.89% 134.35 -3.85% -0.60%
Alternative with stop loss (Dynamic, 41 18.77% 2.93% 81.51 1.01% 0.16%

Table 1 illustrates the results with real spregdwhere traditional method beas again the
alternative proposaand fixed threshold continue being the besioice These resultshowthat

combining the standard pairs trading criterion to trade using the spread \aaidestocks trend
predictions based on fundamental rati@®proves the pairs trading returnd.he number of

trades was significantly reducesghowing a bettertrade trigger with the ¥ dzy R YSy (I f Q&

inclusion.
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Tablel2 Threshold and fundamental signal trades using LB8fdictionsduring the entire oubf-sample period
and closing position whethe predictionreachedts mean.

Gross Gross Average Net total Net
TRADING CRITERIA Trades total average cost average
returns returns (USD) retums returns
Traditional (Fixed) 35 105.93%  16.54%  166.38  74.06%  11.56%
Alternative (Fixed) 22 3.28% 0.51% 156.26 -15.46% -2.41%
Alternative with stop loss(Fixed) 33 -11.22% -1.75% 91.01 -27.25% -4.26%
Traditional (Dynamic) 29 131.04% 20.46% 153.50 106.43%  16.62%
Alternative (Dynamic) 20 61.87% 9.66% 138.64 47.26% 7.38%
Alternative with stop loss (Dynamic) 33 56.79% 8.87% 88.39 41.39% 6.46%

LSTM predictions combined withLP signal predictiorsutperformstandard threshold method
too andgot better results than using real spreadth dynamic thresholdThs method shows
positive annual returns after including trading costespeciallyfor traditional method with
dynamic bandgo determine the reason of this high returns we look at the traeescuted and
find that one particular trade generaté®3.23%of returnswhich implies that this single trade
represent the most part of all strateggturns (equal to 106.43% during the entire enftsample
period).Removing this trade from results, we gototal return 0f28.20%and an annuahverage
return of4.40% after trading cosltraditional fixed methodilsohada trade withextremely high
return (78.23%), which igreaterthan the strategy net total return, i.e., this strategpave
positive returnghanks tothat trade.For the alternative methods with dynamic thresholdsven
thoughthe trade with high returnsepresent the 29.77% of total returnghich i/ Qi (1,22 KA IK
thisimplies that more than the half of total returns gpeovided by thefor both strategies, giving

lessrobustness to results

Summarizing, afteremovingthe single trade witthigh returnsmore reliable and robust results
are obtained and still LSTM network with MLP signals impraledesults from real spread
using dynamic thresholds, but tHeghest annual returns until now are obtained with real
spread using traditionahethod with fixedthreshold, with an average annual returns of 8.36%.
Details about the tradesxecutedo getthis returncan be found imppendix 3Also, the76.92%

of the tradeswith this method generaté benefits, making more robust the results.

i Closing withMLP signal

Table B indicates real spread strategies results resume. The results with this closing criterion
for real spread argvorsethan closing with mean reversion except with alternative method with

fixed threshold.
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Tablel3Threshold and fundaental signal trades using real spread values during the entirebsample period and
closing position wheboth stocks signal predictions are different respgecthe taken position when the trade was
opened

TRADING CRITERI; Trades Gross total  Gross average Average cost  Net total Net average

returns returns (USD) returns returns
Traditional (Fixed) 36 26.92% 4.20% 99.13 7.78% 1.22%
Alternative (Fixed) 18 38.64% 6.03% 119.44 27.26% 4.26%
Traditional (Dynamic) 33 5.16% 0.81% 101.33 -12.65% -1.98%
Alternative (Dynamic) 25 -1.00% -0.16% 106.88 -15.12% -2.36%

Table % indicates LSTM predictions strategies results. With this closing criterion, it is observed

an important improvement for all strategies respégtmeanreversion closing criterion.

Tablel4 Threshold and fundamental signal tradesngLSTM predictionguring the entire oubf-sample period and
closing position when both stocks signal predictions are different respect the taken position when the trade was
opened.

Gross
TRADING CRITERI/ Trades Gross total average Average cost  Net total Net average

returns (USD) returns returns

returns
Traditional (Fixed) 51 182.19% 28.45% 94.12 156.20% 24.39%
Alternative (Fixed) 23 77.59% 12.12% 107.13 64.32% 10.04%
Traditional (Dynamic) 32 184.06% 28.74% 98.50 166.88% 26.06%
Alternative (Dynamic) 20 100.38% 15.67% 106.44 88.99% 13.90%

However, these high returns are affected by one single trade wnflates total returns.
Removing that trade from trational fixed 6ingle trade return 434.51%), traditional dynamic
(single trade return £34.51%) and alternative dynang&ingle trade return €5.73%, the total
returns over the entire oubf-sample period dropped to 21.69%2.37% and 23.26%, giving an

annual average return of 3.39%, 5.05% and 3.63% respectively.

Fa the alternative fixednethod, it wasnot remove that trade because his retunvas33.31%,
which is a high butommonreturn. However, is important to mention that twivadesrepresent
almost 60% of the total return of this strate@gqual to64.32% during all outof-sample period
The trades made to get this return can be foundaimpendix 4 Even though this method
generates greateannualreturns thanthe traditional with fixed threshold for the spread, the
proportion of trades with benefits is 52.17%wer than the 76.92% from the method with

8.36%annualreturns.
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U Closing with both meaneversion andVLP signal criteria

Tablel5Threshold and fundamental signal trades using real spread values during the ernirfesanple period and
closing position when both stocks signal predictions are different respée taken position when the trade was
openedor when the spread redeshismean

TRADING CRITERI; Trades Gross total  Gross average Average cost Net total Net average

returns returns (USD) returns returns
Traditional (Fixed) 37 6.86% 1.07% 84.20 -9.93% -1.55%
Alternative (Fixed) 19 15.94% 2.49% 89.17 6.88% 1.07%
Traditional (Dynamic) 33 -20.07% -3.13% 87.15 -35.45% -5.54%
Alternative (Dynamic) 25 -26.94% -4.21% 88.05 -38.67% -6.04%

Table Bindicatesreal spread strategies returnghere the annual returns are worist all cases
thanthe closing based on MLP signal ofilizis is a more conservative strategy since the trades
can be closed whethe spread reaches his mean eviéthe MLP signalstill indicatestrend on

one stock (oboth). Therefore, it was expected that this strategy shows lower returns respect

to the previous one.

Tablel6 Threshold and fundamental signal trades udii®y M predictiongduring the entire oubf-sample period and
closing positin when both stocks signal predictions are different respette taken position when the trade was
opened or when thpredictionreaches his mean.

TRADING CRITERI/ Trades Gross total Gross average Average cost  Net total Net average

returns returns (USD) returns returns
Traditional (Fixed) 53 97.75% 15.26% 82.33 74.10% 11.57%
Alternative (Fixed) 24 33.46% 5.23% 80.88 23.05% 3.60%
Traditional (Dynamic) 33 100.53% 15.70% 85.62 85.16% 13.30%
Alternative (Dynamic) 21 38.45% 6.00% 85.97 28.85% 4.51%

Table B indicates returns using LSTM predictions, wheee got lower returnghan previous
closing method using MLP signRemoving one trade with 78.23% return from results of
traditional method with dynamic treshold, the annual return drops to 1% and is negative for

traditional method with fixed threshold.

Summarizingfor real spreadhis method is the worst of algiving positive results only in one
case and being this annual retuvery low. ForLSTM predictionsgven though only one case
shows negative returns (after removing high return tradép results are lower than previous
close criteria However,with the three closing criteriaisplayedin this section it has been
improved the thresholdnethod results fromsection 5.2.]1 showing that adding fundamental

ratiosto pairs tradingmprovesthe strategy performance.
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5.2.3MLP network predictions criterion

Appling the trade criterion explained igection 44.2.2, the strategy performance is the

following:

Tablel7 MLPtrades using MLP signals during the entire-ofisample period andlosing positions when both stocks
have different signals respetct the position taken in them when the trade was opened

Gross total Gross Average Net total Net
TRADING CRITERIA  Trades average 9 average
returns cost (USD)  returns
returns returns
MLP at last one stock signal 188 297.65% 46.48% 96.41 201.27% 31.43%
MLP both stocks signal 8 24.90% 3.89% 133.91 19.31% 3.01%

The results itable 17 illustrate strategy returns using only the MLP network predictions to open
and close positionsOpening trades when both stocks shows opposite signals got positive
returns, neverthelesshe number of trades is wlow for a strategyapplied to more than 6

e S| pedod

Trading when at least one stotlas trendshowsimpressivereturns. Details about thdrades

can be found irappendix SHowever, there is one trade with 134%return which generates

an overratein total returns over the entire oubf-sample period. Removing this tradtal
returns of the strategy drops from 201.27% to 66.76% and the annual retops t010.42%.
Nevertheless,His return is greater than all strategies tested until now anddleyatenumber

of tradesgives robustnest® the results

Also,is important to mention that the number of trades with positive returns are 81, which
impliesthat 43.09% othe trades gives benefitEven though the proportion of positive trades

are lowe than the traditional method with fixed threshold applied to real spréa6.92%, the
profits from good trades compensates the losses from bad trades. In fact, there are a lot of
trades with very small loses, this chappenbecause when the market movesainst our

position, the network prediction corrects its signal and close the position.

Summarizing, thenost profitable strategyvas the MLP signal prediction, showing consistent
results duringout-of-sample period with a high number of trades and an average annual return
of 10.42% removing the trade witkixtreme high return(31.43%including the tradg Top 5

strategies with highest net average returns are showiairle 18
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Table18 Ranking of strategies with highest net average returns

Net Net
Trade criterion Close criterion Trade trigger Spread value Trades  total average

returns returns

MLP signal MLP signal MLP at least one stodkgnal N/A 188 201.27% 31.43%

Combined method MLP signal  Traditional (Dynamic threshold LSTM prediction 32 166.88% 26.06%

Combined method MLP signal Traditional (Fixed threshold) LSTM prediction 51 156.20% 24.39%

Combined method Mean reversion Traditional (Dynamic threshold LSTM prediction 29 106.43% 16.62%
Combined method MLP signal  Traditional (Dynamic threshold LSTM prediction 20 88.99%  13.90%

Also, traditional method outperforms the alternative method proposed in this work, showing
better returns when the trade is executed when spread reaches by first time a threshold.
Moreover, the returns using threshold approach wegative and were improwkwhenit was
included MLP network predictionsto trade trigger, indicating positivgrossreturns in most
casesTable 19llustrates the top 5 strategies with lowest net average returns, notice #tiat

the strategies in the ranking use threshold trade criterion.

Tablel9 Ranking of strategies with lowest net average returns

o o ) Net total Net average
Trade criterion  Close ctierion Trade trigger Spread value  Trades
returns returns
Thresholds  Mean reversion Alternative (Dynamic)  LSTM prediction 83 -140.27% -21.90%
Thresholds  Mean reversion Alternative (Fixed) LSTM prediction 79 -116.97% -18.27%
Thresholds  Mean reversion Alternative with stop loss LSTM prediction 187 -116.69% -18.22%
Thresholds  Mean reversion Traditional (Fixed) LSTM prediction 81 -106.82% -16.68%
Thresholds  Mean reversion Alternative with stop loss Real Spread 322 -106.63% -16.65%

* Alternative method with dynamic threshold

Finally even though the stop loss criterion generates less average roundtrip taustgenerates
a higher number of tradeand that trades returnsdoesn’t compensate thbenefits obtained

without this close position criterion.

Furthermore,with all strategies was notice that long positions in the stocks outperforms the
short positions performancegiving long positions always positive total returasd short
positions negative total returns after cosiBhis happens because during enftsample period,

the United States market was in bullish treridoweverjf market conditions were different, i.e.,
market trend was bearistshort positions shoulgberform better than long tradesit can be

concludedthat pairs tradingallowsus to compensatg@art of market risk
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6. Conclusiopand recommendations

The main objectives of this wovkere applyingneural network techniques tpairstrading using
stocks and prove whether O 2 Y LJI fyhdafhéntal ratioscan improve pairs trading strategies
performance.lt was proposed a LSTM neural network for spread predictioch MLP neural
network for multi-classifiation purpose, giving trend signals anding the outputs as trade
trigger in the strategylt wascompared the trading strategies proposeadainst the standard
strategy used in previous pairs trading literatuvehere the authors trade trigger was voldiili
thresholds testing in this work two of the most common approaches, the fixed and conditional

volatility thresholdwith both real spread value and LSTM spread predictions.

As result, it was found that standattireshold strategiess S NJpyofitable after roundtrip
costs however, the inclusion of MLP network trend predictions improths performance of
the strategy, giving positive returms most cases and reducing the number of trades executed
respect to the standard threshold strategshowingthat the inclusion of trend signaisiproves
tradestriggercriterion. Thereforejt can be concluded thadding fundamental ratiogenerates

a more profitabletrading strategy than the tratbnal threshold method based only in the

spread valugo trade.

Moreover,the combination of threshold and fundamental signal critestatedin section 5.2.2
shows better results for the MLP signalclose position criterionapplied to LSTM spread
predictions and using the traditional method with dynamic threshold to traolataining an
annual average return of 286% and 24.39% for same method wfiththreshold However, the
results aranflated by ondrade with extremehigh return,distorting the strategy performance
Removing the trade witthigh returnfrom all strategies, the most profitable strategytise
alternative method with fix threshold applied to LSTM predictions and MLP sigsalcriterion
with 10.04% of manual average return, followed by the traditional method with fix threshold
applied to real spread value and closing when spread nmewerts with 8.36% of annual

average return

Finally, the proposal dfade using MLP signals outperforms the other stragegshowing more
robustness given by the number of trades and the return after roundtrip cdsis strategy
that trades when at least one stock shows trend sigriedd a net average annual return of
31.43%executing 188 trades to get this results the previous strategies, was removed a single
trade whoinflates results to seewhether the strategy gives consistent results without this

extraordinary trade and the average annual return drops@42% Eventhough the returns
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had an importanteduction afterremovingthat trade,shows better returns rggect to the other

strategiesand is a new way to trade with pairs trading.

Comparing results against previous literature about neural network techniquesdpplpairs
trading, it was found that it was improved thl.07% annualeturn obtained by Van der Have
(2017)35] which did not includedrading costs. Furtherthe strategy stated bybunis et al.
(2015)[10] generates26.46% of total annual return after roundtrip costgplying GPA (genetic
programmng algorithm) to correthanol crush spregdshowing that the strategy proposed

this work beats tht methodologyin return terms However, the leverage trading structure used

by Dunis et al. (2015)0] improves resultfrom 26.46%to 33.92% total annual return after
roundtrip costsand gives greater results respectttos work strategyThedifferenceA (n@aybe
explained by the way iwascomputed theroundtrip costsPunis et al. (2015)0]RA Ry Qi & LISOA F
explicitly how they compute trading costs, ke investigationis built on earlierwork carried

out by Dunis et al. (2008)] who investigate soybeaail crush spread and where maactions
costsare calculated from an average of fiblgask spreadsaken from different times of the
trading days, and commission fea® not consideredAlso,trading strategy proposed Hyunis

et al. (2015)10] consists on buy and sell one contraxftcorn and ethanohccording to the
position to take in the paitere it is important to see how strategy returns are calted, given

that if they are assuming short position gives money and they are taking as initial investment
amount the difference between long and short position, return would be inflated based on that
wrong assumption and it would not be comparable witistivork results, where it was assumed
short position guaranteeas the initial investment required to go ahead with the tratle any
case |t would be interesting the addition of a simil@verage structure to the strategy proposed

in this work infuture researches.

Also,it is recommendedor future researchesse a rolling window to compute the cointegration
relationshipbecause thesupercointegration relation obtained with 4sample data does not
implies supercointegration during all cof-sampk period.In addition can be interestingse a
BECC model testimate a dynamic beta to test the stratedyoreover,would be interestingo
prove other threshold methodswith the trading criteriaproposed in this workfor example a
model able to includethe possibleasymmetricperformanceof spreadseriesto compute the
thresholds EGARCHr GJRmodek can beuseful for this purposk Also, it can be usefihe
addition of the Wilcoxon test to determine whether the strategies returns are significantly
different from zero at differentonfidence levels tsee whether a trading strategy gives profits

just by outlier trades returns. Additionally, it is highly mommended the addition of risk
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measures to the strateggndit would be interesting use performanaaeasures (sharpe ratio,

Jensen alpha, Treynor ratio, sortino ratio, etc.) to determine which strategy works better.

Furthermore it isrecommendedtreatea prograntor optimal selection of network architecture,
testing different number of layers, neuropshangindearning parameters, etc. to finthe best
architectureto train both network modelsOur network architectures are one of many possible
andthere is no guarantee that we have selected the best otfesse means that results could

be improved with other network parameters
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8. Appendix

A.1 Dropped stocks

Table20 Dropped stocks tickets

TICKETS
PRGO.N| PFG.0Q| PLD.N SRE.N | NKTR.OQ| ETFC.0Q GOOG.OQ
FOX.0Q| KEYS.N| MSCLN | REGN.OQ ANTM.N | VRSK.OQ BKNG.OQ
LINN | TTWO.0Q LYB.N HCA.N | GOOGL.OQ AMT.N STZ.N
AIZ.N RMD.N IQV.N | AVGO.0Q| GM.N PYPL.OQ ABBV.N
MCO.N | CMG.N | VRTX.0Q NWSA.OQ  CCIN SYF.N MA.N
MOS.N | CHTR.OQ| BLK.N | CME.OQ| CXO.N | LKQ.0Q | DISCK.Oq
BWAN | PWR.N | ABMD.OQ FANG.OQ| AN MAR.OQ| OMC.N
VTR.N PM.N HIL.N FDX.N GS.N | MNST.0Q CRM.N
IVZN | UALOQ | ZBH.N PKI.N MET.N EW.N UAN
STX.0Q| KHC.0Q| GILD.0Q| TWTR.N| WYNN.OQ| LLL.N TAP.N
VRSN.OQ LW.N JWN.N | ANSS.0Q| INFO.OQ | FRC.N V.N
LB.N OXY.N | TMK.N | ULTA.OQ| NLSN.N | APH.N | JNPR.N
FB.OQ | FBHS.N| AWK.N KO.N CFG.N ZTS.N | FINT.0Q
EXPE.OJ BR.N PKG.N | WLTW.OQ] DWDP.N | DFS.N FIS.N
CE.N TEL.N FLT.N | ANET.N| HFCN | APTV.N| DALN
COTY.N| KMIN IT.N WCG.N EIX.N MPC.N HBI.N
ARE.N | DVN.N | ALLEN | GPN.N | VIAB.OQ | DISCA.O]d DOW.N
UAAN | MXIM.OQ| FTV.N RSG.N | NWS.OQ| ICE.N | NTRS.OQ
RHT.N | AALOQ | PRU.N XEC.N UPS.N | SWKS.0Q ACN.N
ISRG.0Q MKC.N CF.N HLT.N | TRIP.OQ| EXR.N | XYLN
TPR.N | SBAC.OQ ILMN.OQ| NFLX.0Q| EQIX.0Q | IPGP.OQ| HAS.0Q
ADS.N | AMP.N WU.N RF.N EBAY.OQ| WRK.N | NRG.N
CBRE.N| GRMN.OQ SJM.N PXD.N | BIB.OQ | FOXA.0OQ DLR.N
SEE.N | NDAQ.OQ| HPE.N DG.N CTSH.OQ| AKAM.OQ| PSX.N
CPRIN| FFIV.OQ| AAP.N TDG.N NCLH.N | TSCO.0Q FLIR.OQ
MDLZ.0Q NVDA.OQ| ALGN.OQ| CNC.N | CBOE.Z | FTIN
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A.2 Supercointegrated pairs

Stockl Companyname
XRAY.OQ Dentsply Sirona
DUK.N Duke Energy Corporation
EXC.N Exelon Corporation
AMG.N Affiliated Managers Group
BEN.N Franklin Resources

FRT.N Federal Realty Investment Trus!

HCP.N HCP
APD.N Air Products and Chemicals
IFF.N International Flavors & Fragrance
LLY.N Eli Lilly and Company
CPB.N Campbell Soup
GD.N General Dynamics
BBY.N Best Buy
FL.N FootLocker
ORLY.OC O'Reilly Automotive
MTB.N M&T Bank
STILN SunTrust Banks
ITW.N lllinois Tool Works
CLX.N The Clorox Company
MTD.N Mettler-Toledo International
TMO.N Thermo Fisher Scientific

Table21 Supercointegrated pairs list

Stock2 Comparty name
SYK.N Stryker

XEL.OQ Xcel Energy
PPL.N PPL Corporation

RJF.N ' Raymond James Financi
RJF.N  Raymond James Financi

IRM.N Iron Mountain
O.N Realty Income
ECL.N Ecolab

PPG.N PPG Industries
PFE.N Pfizer

TSN.N Tyson Foods

UTX.N United Technologies
FL.N Foot Locker

LOW.N Lowe's Companies
TJIX.N The TJX Companies

WFC.N = Wells Fargo & Company
ZION.OQ Zions Bancorporation
SNA.N Snapon Incorporated
PG.N The Procter &amble
TMO.N = Thermo Fisher Scientific
WAT.N Waters Corporation

Health Care Equipment &upplies

Equity Real Estate Investment Trus
Equity Real Estate Investment Trus

Life Sciences Tools & Services

LifeSciences Tools & Services
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Industry

Electric Utilities
Electric Utilities
Capital Markets
Capital Markets

Chemicals
Chemicals
Pharmaceuticals
Food Products
Aerospace & Defense
Specialty Retail
Specialty Retail
Specialty Retail
Banks
Banks
Machinery

Household Products

Beta
1.1626
0.7779
0.8576
0.7338
0.9824
0.7150
0.9745
0.8629
0.9342
0.8232
0.7702
0.9815
0.7879
1.1017
0.5625
0.7520
0.9627
0.9743
0.9951
0.8576
1.0782

Tracetest
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved

Eigentest
Rejected
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Approved
Rejected
Approved
Approved
Approved
Approved
Approved
Approved
Rejected
Approved
Approved
Approved

Englegrangerp-value
0.0088
0.0091
0.0004
0.0001
0.0089
0.0007
0.0004
0.0067
0.0003
0.0020
0.0071
0.0022
0.0011
0.0012
0.0034
0.0053
0.0030
0.0018
0.0005
0.0001
0.0002



A.3 Trades details 1

Table22 Trades foreal spreadralues applyingraditional method with fixed threshold and fundamental signals, closing positionsweiimreversion criterion

Pair

BEN.N-RJF.N
BEN.N-RJF.N
BEN.N-RJF.N
ITW.N- SNA.N
HCP.NO.N
ORLY.OQTJX.N
GD.N-UTX.N
LLY.N PFE.N
IFF.N-PPG.N
EXC.NPPL.N
CLX.NPG.N
MTB.N-WFC.N
MTB.N- WFC.N
FL.N-LOW.N
ITW.N- SNA.N
IFF.N-PPG.N
CPB.N TSN.N
ORLY.OQTJX.N
APD.N-ECL.N
BEN.N-RJF.N
HCP.NO.N
CLX.NPG.N

Position

Long
Short
Short
Short
Long
Short
Short
Short
Long
Long
Short
Long
Short
Long
Short
Short
Short
Long
Short
Long
Long
Short

Open date

25/1/2013
13/5/2013
21/10/2013
27/1/2014
11/2/2014
25/4/2014
5/5/2014
4/12/2014
2/1/2015
23/9/2015
30/10/2015
11/1/2016
20/5/2016
16/6/2016
28/7/2016
31/10/2016
2/12/2016
12/7/2017
5/1/2018
6/2/2018
27/2/2018
1/3/2018

Close date

3/4/2013
21/6/2013
12/11/2013
7/2/2014
31/7/2014
9/2/2016
12/3/2015
13/2/2015
13/2/2015
8/3/2016
8/3/2016
30/3/2016
8/9/2017
22/8/2016
13/1/2017
5/1/2017
17/2/2017
30/11/2017
9/4/2018
26/10/2018
2/7/2018
31/10/2018

# Long
stocks

247
230
223
94
285
190
84
261
97
328
129
88
154
182
62
99
135
57
63
269
447
123

Long
open
price
40.55

42.59
43.84
100.30
34.69
29.10
116.10
31.55
101.42
28.75
77.08
110.18
48.59
54.17
155.75
93.35
56.86
174.97
135.90
34.67
22.46
78.35

Long
close
price
45.87

42.86
46.11
106.19
38.03
33.77
120.41
34.74
115.34
33.90
82.92
111.35
49.58
68.66
177.93
96.50
64.71
236.59
140.63
29.00
25.81
88.69

# Short
stocks

233
206
204
123
240
68
90
142
80
274
81
148
86
143
86
74
176
163
59
105
193
76

61

Short
open
price
43.76

49.41
49.07
79.41
40.98
14751
110.52
70.98
115.58
31.11
122.72
50.11
116.57
76.86
115.47
134.89
57.39
34.39
168.00
87.51
50.68
129.08

Short
close
price
45.17

42.40
47.32
78.78
43.26
231.90
132.72
70.69
116.85
35.67
123.35
48.45
142.36
78.15
122.61
116.94
58.41
37.16
161.23
73.76
53.75
146.00

Return
without
costs

4.87%
7.54%
4.35%
3.29%
2.04%
-31.18%
-8.30%
4.77%
6.54%
2.45%
3.53%
2.04%
-11.80%
11.76%
3.89%
8.53%
4.95%
19.65%
3.78%
-0.45%
4.57%
-0.07%

Trade
costs

94.14
79.52
71.39
66.02
140.75
369.85
206.65
93.14
80.15
128.24
120.28
87.43
285.22
98.37
141.13
90.77
95.97
103.23
102.77
175.17
120.65
175.59

Long
return

12.79%
0.33%
4.87%
5.55%
9.29%

15.49%
3.40%
9.75%

13.40%

17.58%
7.26%
0.75%
1.64%

26.41%

13.91%
3.05%

13.42%

34.86%
3.13%

-16.69%
14.59%
12.87%

Short
return

-3.83%
13.69%
3.14%
0.42%
-6.68%
-60.60%
-21.86%
-0.22%
-1.62%
-15.79%
-1.41%
2.54%
-24.67%
-2.27%
-7.29%
12.70%
-2.43%
-9.27%
3.30%
14.13%
-6.96%
-14.58%

Return
including
costs

4.40%
7.14%
3.99%
2.94%
1.33%
-33.56%
-9.35%
4.26%
6.12%
1.74%
2.93%
1.53%
-13.43%
11.29%
3.17%
8.06%
4.41%
18.99%
3.22%
-1.39%
3.96%
-0.98%

Income
(USD)

890.12
1,425.72
790.24
565.13
261.66
-5,222.02
-1,842.61
780.63
1,168.49
311.52
582.05
261.21
-2,350.70
2,354.34
619.99
1,549.38
784.26
2,957.60
594.65
-257.84
784.29
-189.69



Pair

GD.N-UTX.N
GD.N-UTX.N
BEN.N-RJF.N
BBY.N FL.N

Position

Short
Long
Short

Long

Open date

19/4/2018
2/8/2018
20/11/2018
2/1/2019

# Long

Close date stocks

30/4/2018 78
13/5/2019 50

31/1/2019 125
1/5/2019 193

Long

open

price
124.71

193.39
76.74
52.17

Leiy # Short
close
. stocks

price
122.53 44
170.00 72
80.17 312
74.41 149

62

Short
open
price

225.55

133.98
31.96
52.42

Short

close

price
203.79

134.03
28.79
57.23

Return
without
costs

4.01%
-6.07%
7.25%
20.00%

Trade
costs

64.76
188.18
92.13
110.51

Long
return

-2.06%
-12.40%
4.16%
42.27%

Short
return

9.30%

-1.68%

9.30%
-10.12%

Return
including
costs

3.68%
-7.05%
6.78%
19.38%

Income
(USD)

722.64
-1,361.28
1,325.66
3,465.12



A4 Trades details 2

Table23 Trades for LSTM predictions applying traditional method with fixed threshold and fundamental signals, closing positiearwgkiersion criterion

Pair

ITW.N- SNA.N
BBY.N-FL.N
BEN.N-RJF.N
BBY.NFL.N
HCP.NO.N
ORLY.OQTJX.N
LLY.N PFE.N
IFF.N-PPG.N
EXC.NPPL.N
GD.N-UTX.N
IFF.N- PPG.N
MTB.N-WFC.N
ITW.N- SNA.N
IFF.N- PPG.N
LLY.N PFE.N
ORLY.OQTJX.N
APD.N-ECL.N
CLX.NPG.N
GD.N-UTX.N
HCP.NO.N
ITW.N- SNA.N
ITW.N- SNA.N
BEN.N-RJF.N

Position

Long
Long
Short
Short
Long
Short
Short
Long
Long
Short
Short
Short
Short
Short
Long
Long
Short
Short
Short
Long
Short
Long
Short

Open date

4/4/2013
9/4/2013
3/6/2013
7/1/2014
14/1/2014
26/8/2014
29/12/2014
13/1/2015
12/10/2015
23/10/2015
1/3/2016
28/6/2016
24/10/2016
14/11/2016
9/12/2016
8/1/2018
22/1/2018
9/2/2018
12/2/2018
3/5/2018
18/6/2018
24/10/2018
7/12/2018

Close date

6/5/2013
16/10/2013
14/11/2013

3/9/2014

22/4/2014

5/9/2014

2/1/2015

19/2/2015

4/1/2016
21/12/2015

2/3/2016

3/1/2017
12/12/2016
17/11/2016

3/1/2017

13/5/2019

23/4/2018

30/7/2018

2/8/2018

17/8/2018
23/10/2018
14/11/2018

13/5/2019

# Long
stocks

163
402
221
190
283
189
261
97
323
99
95
166
61
96
149
38
61
121
75
424
61
80
131

open
price

61.26
24.94
44.26
41.34
34.80
29.52
31.46
102.00
30.94
100.46
97.55
45.84
159.07
96.40
67.22
260.95
139.79
80.69
123.67
23.44
159.49
125.99
77.12

close
price

65.59
39.96
46.92
57.66
37.16
30.29
31.35
118.27
27.46
93.02
99.22
55.67
176.45
96.77
74.00
360.66
148.22
80.08
133.98
27.07
148.04
133.91
85.35

# Short
stocks

119
236
204
257
252
63
142
82
259
69
96
90
89
84
266
148
59
78
48
191

65
306

63

open
price

80.87
33.35
47.13
38.14
38.37
156.69
69.92
114.17
33.03
148.25
104.32
110.38
113.50
118.48
31.12
38.59
167.64
128.57
214.70
50.72
146.89
149.11
32.48

close
price

87.37
33.09
48.80
30.55
42.09
156.85
69.74
117.24
33.93
138.28
105.81
157.99
127.02
121.19
32.69
53.58
166.03
132.02
193.39
58.16
124.15
161.54
33.42

Gross
return

-0.35%
34.10%
1.27%
28.61%
-1.38%
0.88%
-0.02%
6.89%
-7.32%
-0.24%
0.08%
-15.12%
-0.72%
-1.00%
3.24%
10.05%
3.31%
-1.73%
9.17%
0.60%
4.22%
-0.88%
3.94%

Trade
costs

75.54
140.83
136.94
172.21
105.15
64.73
62.04
78.24
93.40
88.03
60.69
148.46
84.67
62.04
70.07
197.37
102.68
140.37
144.07
111.32
119.99
71.15
134.08

Long
return

6.76%
59.87%
5.70%
39.08%
6.46%
2.07%
-0.72%
15.63%
-11.55%
-1.71%
1.39%
21.05%
10.61%
0.06%
9.77%
37.85%
5.68%
-1.06%
8.01%
15.16%
-7.49%
5.98%
10.36%

Short
return

-8.50%
-0.51%
-4.66%
18.47%
-10.46%
-0.45%
-0.07%
-3.18%
-3.47%
6.16%
-1.73%
-44.33%
-12.44%
-2.61%
-5.51%
-41.70%
0.23%
-3.78%
8.82%
-15.49%
14.57%
-8.75%
-3.92%

Net
return

-0.73%
33.31%
0.57%
27.64%
-1.92%
0.46%
-0.36%
6.48%
-7.82%
-0.68%
-0.23%
-15.97%
-1.15%
-1.32%
2.86%
8.78%
2.75%
-2.44%
8.44%
0.03%
3.60%
-1.24%
3.28%

Income
(USD)

-143.25
5,961.00
109.75
4,879.47
-375.32
70.72
-65.19
1,248.21
-1,450.54
-136.66
-45.08
-2,801.58
-227.77
-254.16
522.53
1,372.35
506.54
-483.28
1,652.06
6.76
705.14
-245.50
656.41



A5 Trades details 3

Table24 Trades using MLP network predictions and at least one stastkend

o . - # Long Long Long # Short Short Short Return Trade Long Short . Retu_rn Income
N Pair Position = Open date = Close date open close open close without including
stocks . - stocks . - costs return return (USD)
price price price price costs costs

1 BEN.N RJF.N Long 3/1/2013 4/2/2013 256 39.56 42.40 248 40.00 44.90 -2.43% 75.74 6.88% @ -12.70% -2.81% -563.14

2 APD.N ECL.N Short 3/1/2013 16/7/2013 118 74.27 90.83 126 79.47 88.35 4.45% 152.29  21.94% -12.38% 3.64% 683.51

3 BBY.NFL.N Long 3/1/2013 16/10/2013 840 11.60 39.96 239 31.75 33.09 135.65% 198.26 243.95% -5.97% 13451%  23,309.17
4 XRAY.OQSYK.N  Short 3/1/2013 2/1/2015 209 55.90 94.70 249 40.50 52.22 23.85% | 424.64 69.01% -32.68% 21.90% 4,766.28
) CPB.NTSN.N Short 14/2/2013 4/3/2013 327 23.86 23.10 261 39.00 42.01 -5.75% 67.67 -3.57% -8.09% -6.13% -1,101.80
6
7
8
9

ITW.N- SNA.N Long 22/2/2013 6/5/2013 159 61.88 65.59 123 78.09 87.37 -2.84% 93.54 5.68% @ -12.54% -3.32% -645.09
HCP.NO.N Long 5/3/2013 18/3/2013 224 45.26 44.14 213 46.37 44.50 0.74% 66.30 -2.77% 3.67% 0.41% 81.19
IFF.N-PPG.N Short 15/3/2013 4/4/2013 131 70.99 66.51 132 75.44 74.35 -2.30% 68.87 -6.63% 1.05% -2.66% -511.87
ORLY.OQTJX.N  Long 28/3/2013 4/4/2013 97 102.58  103.32 240 23.39 23.53 0.24% 61.57 0.42% -1.18% -0.16% -24.59
10 HCP.NO.N Long 3/4/2013 2/5/2013 217 45.97 48.00 213 45.75 50.68 -3.09% 74.64 4.11%  -11.23% -3.47% -684.20
11 IFF.N-PPG.N Short 24/4/2013 = 21/6/2013 129 72.50 75.83 130 77.26 77.16 2.28% 88.21 4.27% -0.45% 1.83% 354.36
12 ORLY.OQTJX.N  Long 10/5/2013 5/6/2013 91 109.94  109.49 222 25.39 25.19 0.03% 66.57 -0.71% 0.16% -0.40% -62.01
13 BEN.N RJF.N Short 13/5/2013  21/5/2013 230 42.59 45.04 206 49.41 50.49 1.71% 64.72 5.44% -2.52% 1.38% 276.42
14 BEN.N RJF.N Short 23/5/2013 = 14/11/2013 217 43.68 46.92 198 48.77 48.80 3.65% 140.97 7.10% -1.20% 2.91% 556.68
15 ORLY.OQTJX.N  Short 14/6/2013 2/1/2014 224 25.55 31.82 90 111.18  128.42 -0.94% 155.26  24.02% -16.76% -1.92% -302.38
16 IFF.N-PPG.N Long 24/6/2013 = 27/6/2014 129 75.46 102.84 123 73.83 100.81 1.14% 223.51 35.93% -38.61% -0.05% -9.41
17 HCP.NO.N Short 6/8/2013 10/1/2014 225 42.54 37.80 256 38.97 34.46 0.46% 134.49 -11.46% 10.54% -0.23% -45.04
18  APD.NECL.N Short 20/8/2013 5/9/2013 94 91.16 93.42 107 93.67 95.99 -0.19% 67.55 2.13% -2.85% -0.56% -103.41
19  ITW.N-SNA.N Long 25/9/2013 = 30/9/2013 131 77.90 76.04 97 100.39 98.64 -0.37% 62.31 -2.68% 1.41% -0.68% -136.22
20 CLX.NPG.N Short = 13/11/2013 14/11/2013 120 82.50 83.50 111 90.63 92.07 -0.20% 60.72 0.91% -1.89% -0.50% -100.56
21 EXC.NPPL.N Long 14/11/2013  2/1/2014 360 28.07 27.47 308 28.29 27.94 -0.57% 79.25 -2.44% 0.68% -0.99% -186.66
22 ITW.N-SNA.N Long 15/11/2013  6/12/2013 125 79.72 79.82 91 106.98 = 105.04 0.96% 69.34 -0.18% 1.41% 0.61% 119.70
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N°

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

Pair

CLX.NPG.N
ITW.N- SNA.N
ITW.N- SNA.N
APD.N ECL.N
LLY.N PFE.N
BBY.N FL.N
FL.N-LOW.N
ORLY.OQTJX.N
EXC.NPPL.N
ITW.N- SNA.N
MTB.N-WFC.N
HCP.NO.N
APD.N ECL.N
ORLY.OQTJX.N
CLX.NPG.N
APD.N ECL.N
EXC.NPPL.N
CPB.NTSN.N
ORLY.OQTJX.N
GD.N-UTX.N
CPB.NTSN.N
CPB.NTSN.N
HCP.N O.N

Position

Short
Long
Long
Long
Long
Short
Long
Long
Short
Short
Short
Long
Long
Long
Short
Long
Short
Short
Short
Short
Short
Short
Long

Open date

15/11/2013
10/12/2013
23/12/2013
2/1/2014
2/1/2014
2/1/2014
2/1/2014
3/1/2014
3/1/2014
3/1/2014
9/1/2014
13/1/2014
16/1/2014
3/2/2014
5/2/2014
19/2/2014
26/2/2014
11/3/2014
8/4/2014
5/5/2014
19/5/2014
30/5/2014
16/6/2014

Close date

2/1/2014
11/12/2013
2/1/2014
14/1/2014
16/1/2014
3/9/2014
3/9/2014
13/1/2014
12/2/2014
4/1/2016
23/9/2014
22/4/2014
30/1/2014
5/2/2014
11/2/2014
29/12/2014
27/2/2014
9/5/2014
5/9/2014
23/7/2014
29/5/2014
11/6/2014
17/7/2014

# Long
stocks
119
124
121
96
195
190
241
7
306
89
165
290
98
76
131

290
191
183
84

189
182
265

Long
open
price

84.17
79.77
82.38
103.14
51.00
41.36
41.36
128.66
27.82
108.73
46.00
35.28
102.75
133.39
75.83
109.28
29.67
40.30
29.82
116.10
40.66
42.75
37.69

Long
close
price

81.32
79.93
83.97
100.69
53.88
57.66
57.66
132.92
28.77
168.79
52.89
37.16
98.44
133.01
78.00
137.49
29.82
39.13
30.29
110.74
42.26
36.05
38.06

# Short
stocks
108
91
91
82
269
256
223
176
364
119
86
257
82
197
115
83
329
227
69
90
222
223
222

65

Short
open
price

92.73
105.85
107.46
103.58

30.46

38.89

49.55

31.64

26.90

83.21
116.38

38.53
103.65

28.61

84.41
103.03

30.44

43.85
143.03
110.52

42.39

45.33

43.85

Short
close
price

92.75
105.51
109.28
103.31

31.16

30.55

52.70

31.73

29.07

90.98
126.51

42.09
100.73

28.00

86.23
106.77

30.33

45.22
156.85
120.08

44.67

45.60

45.14

Return

without

costs
-1.70%
0.26%
0.14%
-1.16%
2.06%
29.37%
15.35%
2.01%
-2.72%
22.58%
1.51%
-1.83%
-0.98%
0.58%
0.38%
12.28%
0.43%
-3.03%
-5.67%
-6.65%
-1.19%
-7.15%
-0.95%

Trade
costs
81.29
60.66
64.26
64.65
66.37
175.99
192.99
62.64
78.11
408.68
181.34
107.63
65.34
61.14
62.99
191.15
60.69
88.63
130.30
97.47
64.51
65.54
74.80

Long
return
-3.69%
-0.10%
1.63%
-2.68%
5.34%
39.01%
39.05%
3.00%
3.08%
54.85%
14.58%
5.03%
-4.49%
-0.58%
2.56%
25.48%
0.15%
-3.29%
1.01%
-4.92%
3.54%
-16.06%
0.69%

Short
return
-0.53%
0.00%
-2.04%
-0.15%
-2.73%
20.00%
-7.78%
-0.88%
-8.56%
-13.09%
-10.22%
-10.01%
2.40%
1.59%
-2.49%
-5.47%
0.05%
-3.71%
-10.68%
-9.33%
-5.75%
-0.95%
-3.40%

Return
including
costs

-2.11%
-0.05%
-0.19%
-1.51%
1.69%
28.38%
14.43%
1.61%
-3.14%
20.49%
0.48%
-2.36%
-1.34%
0.19%
0.06%
11.26%
0.10%
-3.53%
-6.52%
-7.15%
-1.57%
-71.52%
-1.33%

Income
(USD)
-422.60
-9.88
-37.49
-277.71
306.93
5,056.38
3,032.86
248.66
-575.56
4,012.03
84.33
-476.06
-248.11
30.15
11.98
2,094.28
18.55
-623.09
-998.79
-1,408.11
-268.27
-1,345.15
-262.27



N°

46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68

Pair

CPB.NTSN.N
IFF.N-PPG.N
CPB.NTSN.N
HCP.NO.N
ORLY.OQTJX.N
HCP.NO.N
BBY.N FL.N
FL.N-LOW.N
MTB.N-WFC.N
CPB.NTSN.N
CPB.NTSN.N
GD.N-UTX.N
IFF.N- PPG.N
IFF.N-PPG.N
IFF.N-PPG.N
ORLY.OQTJX.N
CPB.NTSN.N
LLY.NPFE.N
ORLY.OQTJX.N
CPB.NTSN.N
LLY.NPFE.N
GD.N-UTX.N
FL.N-LOW.N

Position

Long
Short
Long
Long
Short
Long
Short
Long
Short
Long
Long
Short
Long
Long
Short
Short
Short
Short
Short
Long
Short
Short
Short

Open date

20/6/2014
2/7/2014
3/7/2014
8/8/2014
8/9/2014

18/9/2014

19/9/2014

19/9/2014

24/9/2014

29/9/2014

1/10/2014

13/10/2014
27/10/2014
3/11/2014
12/11/2014
14/11/2014
20/11/2014
3/12/2014
11/12/2014
16/12/2014
19/12/2014
26/12/2014
2/1/2015

Close date

23/6/2014
6/10/2014
8/7/2014
14/8/2014
6/11/2014
14/10/2014
24/9/2014
24/9/2014
5/11/2014
30/9/2014
31/10/2014
24/10/2014
28/10/2014
6/11/2014
2/1/2015
1/12/2014
24/11/2014
17/12/2014
17/12/2014
2/1/2015
2/1/2015
2/1/2015
4/1/2016

# Long
stocks

217
88
216
269
185
268
137
174
142
235
233
98
103
101
90
175
180
261
172
228
261
83
160

Long
open
price

46.61
104.29
45.87
37.14
30.35
36.88
57.58
57.58
52.22
42.41
42.51
100.09
96.15
99.51
102.62
31.00
43.00
31.50
32.32
43.07
31.93
117.52
68.99

Long
close
price

46.40
96.51
45.72
38.06
31.90
38.63
56.32
56.32
53.43
42.74
44.36
103.16
95.61
97.70
115.58
32.80
42.17
30.72
32.76
44.10
31.35
115.14
74.72

# Short
stocks
214
95

225
145
52
187
140

176

66

Short
open
price

36.07
104.91
39.05
43.54
157.91
42.57
34.32
54.42
125.24
37.53
39.99
122.06
96.71
102.03
99.66
181.75
44.75
70.30
191.02
40.98
72.19
141.93
56.43

Short
close
price

36.22
95.25
39.08
44.53
176.59
42.71
32.78
53.13
121.68
38.93
39.96
130.27
97.75
102.50
101.42
182.72
44.97
69.56
190.31
40.11
69.74
138.53
64.46

Return
without
costs

-0.44%
1.22%
-0.22%
0.13%
-5.73%
2.24%
1.56%
0.21%
2.62%
-1.17%
2.46%
-1.88%
-0.81%
-1.15%
5.16%
1.69%
-1.12%
-0.52%
0.73%
2.27%
1.04%
0.21%
-2.37%

Trade
costs
60.80

105.05
61.09
63.03
89.30
72.39
62.08
62.31
80.33
60.59
72.37
66.33
60.63
62.07
83.81
66.85
61.38
66.98
62.72
65.86
65.54
62.72

235.91

Long

return
-0.75%
-7.78%
-0.63%
2.17%
4.56%
4.43%
-2.57%
-2.49%
1.91%
0.48%
4.04%
2.76%
-0.86%
-2.12%
12.29%
5.24%
-2.32%
-2.84%
0.84%
2.09%
-2.18%
-2.33%
7.99%

Short
return
-0.81%
8.45%
-0.47%
-2.61%
-12.43%
-0.76%
4.17%
2.08%
2.33%
-4.13%
-0.46%
-7.09%
-1.41%
-0.80%
-2.30%
-0.90%
-0.80%
0.69%
0.04%
1.66%
3.04%
2.07%
-16.26%

Return
including
costs

-0.78%
0.67%
-0.56%
-0.19%
-6.30%
1.87%
1.22%
-0.09%
2.15%
-1.51%
2.05%
-2.21%
-1.13%
-1.47%
4.72%
1.26%
-1.46%
-0.89%
0.33%
1.90%
0.68%
-0.11%
-3.49%

Income
(USD)
-138.47
128.45
-99.58
-37.45
-980.31
364.41
219.49
-18.39
372.73
-265.84
364.59
-438.69
-215.05
-290.00
906.14
193.93
-260.28
-163.26
50.74
331.67
126.08
-22.26
-732.39



N°

69
70
71
72
73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90
91

Pair

ORLY.OQTJX.N
IFF.N-PPG.N
LLY.NPFE.N
GD.N-UTX.N
CPB.NTSN.N
BBY.N FL.N
IFF.N-PPG.N
IFF.N-PPG.N
GD.N-UTX.N
GD.N-UTX.N
IFF.N-PPG.N
EXC.NPPL.N
IFF.N- PPG.N
LLY.NPFE.N
CLX.NPG.N
CLX.NPG.N
LLY.N PFE.N
GD.N-UTX.N
CLX.NPG.N
IFF.N-PPG.N
BBY.N FL.N
CLX.NPG.N
BBY.N FL.N

Position

Long
Long
Long
Long
Long
Short
Long
Long
Short
Short
Long
Long
Long
Short
Long
Long
Short
Short
Short
Long
Short
Short
Short

Open date

2/1/2015
5/1/2015
5/1/2015
5/1/2015
7/1/2015
2/4/2015
10/6/2015
30/6/2015
10/7/2015
22/7/2015
27/7/2015
29/7/2015
17/8/2015
4/9/2015
9/9/2015
11/9/2015
29/9/2015
23/10/2015
30/10/2015
9/11/2015
24/11/2015
25/11/2015
7/12/2015

Close date

4/1/2016
19/2/2015
23/2/2015

6/5/2015

8/1/2015

12/11/2015

19/6/2015
16/7/2015
13/7/2015
24/8/2015
29/7/2015

4/1/2016
5/11/2015
11/9/2015
10/9/2015
17/9/2015
6/10/2015

21/12/2015
12/11/2015
12/11/2015
4/12/2015
30/11/2015
15/12/2015

# Long
stocks

51
98
143
72

324
88
254
90
91
259
99
129
86
120
131
120

Long
open
price

192.86
100.45
69.73
137.65
43.69
62.93
110.27
110.22
110.38
102.23
110.51
31.49
113.95
31.46
112.00
108.96
30.73
100.46
77.08
113.40
64.66
76.43
66.10

Long
close
price

248.45
118.27
71.77
138.66
44.97
62.05
113.48
113.05
111.19
88.17
113.65
27.46
116.21
32.50
109.37
113.71
33.34
93.02
75.72
114.70
65.12
75.65
66.46

# Short
stocks
163
80
262
85
197
269
81
79
69
67
88
275
90
121
141
146
119
69
81
91
332
80
322

67

Short
open
price

34.31
113.46
31.32
114.55
39.60
36.80
115.22
115.69
145.75
146.28
102.69
31.15
104.21
80.64
70.44
68.00
80.15
148.25
122.72
102.71
29.86
124.99
30.58

Short
close
price

34.86
117.24
34.08
116.02
40.02
33.79
117.16
116.62
147.23
133.00
107.08
33.93
103.72
80.65
68.10
70.00
86.39
138.28
122.96
100.61
31.05
125.51
29.82

Return
without
costs

17.80%
7.63%
-2.37%
-0.27%
1.19%
3.94%
0.68%
0.94%
-0.15%
-2.22%
-0.57%
-11.03%
1.25%
1.48%
0.47%
0.71%
-0.38%
-0.24%
-0.98%
1.59%
-1.91%
-0.72%
1.62%

Trade
costs
160.52
81.66
78.94
116.02
61.12
165.77
64.79
66.98
60.69
75.44
61.41
124.26
97.00
62.67
60.80
63.24
63.27
88.03
66.13
61.92
64.75
61.39
64.05

Long
return
28.48%
17.41%
2.62%
0.43%
2.63%
-1.78%
2.61%
2.26%
0.43%
-14.07%
2.53%
-13.09%
1.68%
2.93%
-2.65%
4.05%
8.12%
-71.71%
-2.07%
0.84%
0.32%
-1.32%
0.17%

Short
return
-3.87%
-3.88%
-9.40%
-2.17%
-1.45%
6.81%
-2.06%
-1.21%
-1.32%
8.61%
-4.62%
-10.02%
-0.24%
-0.35%
3.01%
-3.27%
-8.13%
6.16%
-0.56%
1.70%
-4.31%
-0.73%
2.14%

Return
including
costs

16.76%
7.20%
-2.81%
-0.86%
0.84%
3.00%
0.35%
0.59%
-0.46%
-2.61%
-0.89%
-11.69%
0.75%
1.13%
0.16%
0.39%
-0.74%
-0.68%
-1.31%
1.26%
-2.28%
-1.03%
1.26%

Income
(USD)
2,584.92
1,361.90
-510.34
-168.25
150.54
533.65
66.56
111.42
-90.72
-507.32
-168.27
-2,194.48
145.98
200.28
32.44
77.01
-129.84
-136.66
-261.01
240.98
-402.59
-205.17
223.76



N°

92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114

Pair

CLX.NPG.N
CLX.NPG.N
GD.N-UTX.N
MTB.N-WFC.N
HCP.NO.N
CPB.NTSN.N
CLX.NPG.N
ITW.N- SNA.N
GD.N-UTX.N
IFF.N-PPG.N
IFF.N-PPG.N
CLX.NPG.N
MTB.N-WFC.N
CLX.NPG.N
MTB.N- WFC.N
BBY.N FL.N
FL.N-LOW.N
ITW.N- SNA.N
CLX.NPG.N
ITW.N- SNA.N
CLX.NPG.N
IFF.N-PPG.N
IFF.N- PPG.N

Position

Short
Short
Short
Long
Short
Short
Short
Long
Long
Short
Short
Short
Long
Long
Short
Short
Long
Short
Short
Short
Short
Short
Short

Open date

7/12/2015
22/12/2015
22/12/2015

4/1/2016
4/1/2016
4/1/2016

11/1/2016

19/1/2016

22/1/2016

26/2/2016

1/3/2016
28/4/2016
28/4/2016

2/5/2016

5/5/2016

16/6/2016

16/6/2016

30/6/2016

12/7/2016

28/7/2016

3/8/2016

7/9/2016

31/10/2016

Close date

18/12/2015
31/12/2015
4/1/2016
2/3/2016
3/1/2017
3/1/2017
29/1/2016
28/1/2016
29/1/2016
29/2/2016
2/3/2016
29/4/2016
4/5/2016
9/6/2016
3/1/2017
11/7/2016
11/7/2016
1/7/2016
1/8/2016
12/12/2016
11/8/2016
8/9/2016
1/11/2016

#Long
stocks

130
126
105
82
187
143
129
123
80
97
95
124

99

Long
open
price

77.81
79.21
94.31
118.79
51.33
52.44
76.17
81.97
125.10
97.83
97.55
79.50
119.14
125.25
48.97
54.17
54.17
154.83
85.49
155.75
86.26
107.24
93.35

Long
close
price

79.60
79.52
94.45
105.38
57.71
62.48
79.98
86.78
129.15
98.01
99.22
79.75
115.31
130.06
55.67
57.27
57.27
158.03
85.42
176.45
86.80
106.54
93.25

# Short
stocks
79
77
72
137
283
188
79
61
115
94
96
79
147
124
86
346
143
98
72
86
76
71
74

68

Short
open
price

128.70
127.93
139.07
53.05
34.23
51.88
126.67
158.00
86.95
105.50
104.32
124.21
50.47
80.06
114.33
29.18
76.86
102.24
136.73
115.47
131.87
139.11
134.89

Short
close
price

130.25
127.91
135.62
48.77
29.90
60.60
126.87
158.73
87.00
104.15
105.81
124.36
49.00
82.57
157.99
30.97
82.68
104.31
130.68
127.02
134.32
139.26
130.90

Return
without
costs

0.54%
0.20%
1.32%
-3.02%
12.54%
-1.18%
2.40%
2.77%
1.59%
0.74%
0.08%
0.10%
-0.59%
0.37%
-15.76%
-0.99%
-1.29%
-0.01%
2.16%
1.48%
-0.63%
-0.37%
1.48%

Trade
costs
66.96
64.08
64.80
79.91
228.39
228.35
69.39
65.76
63.93
60.68
60.69
60.67
62.03
79.00
172.47
71.06
72.68
60.69
69.44
126.03
64.12
60.68
60.68

Long
return
2.00%
0.09%
-0.15%

-11.60%
12.10%
18.75%
4.69%
5.56%
2.93%
-0.13%
1.39%
0.01%
-3.52%
3.53%
13.28%
5.34%
5.41%
1.76%
-0.38%
12.97%
0.32%
-0.97%
-0.43%

Short
return
-1.56%
-0.33%
2.13%
7.38%
10.61%
-18.84%
-0.55%
-0.82%
-0.39%
0.97%
-1.73%
-0.43%
2.48%
-3.62%
-39.64%
-6.54%
-7.95%
-2.33%
4.02%
-10.96%
-2.20%
-0.42%
2.65%

Return
including
costs

0.21%
-0.12%
1.00%
-3.49%
11.36%
-2.50%
2.05%
2.44%
1.27%
0.43%
-0.23%
-0.21%
-0.95%
-0.03%
-16.75%
-1.38%
-1.63%
-0.31%
1.81%
0.84%
-0.95%
-0.69%
1.17%

Income
(USD)
43.29
-23.48
198.30
-593.17
2,189.98
-431.99
406.30
481.34
254.32
83.68
-45.08
-41.52
-163.83
-5.44
-2,902.13
-247.10
-340.74
-61.95
358.04
164.07
-188.76
-132.23
224.68



N°

115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137

Pair

LLY.NPFE.N
IFF.N-PPG.N
XRAY.OQSYK.N
IFF.N-PPG.N
BEN.N RJF.N
LLY.NPFE.N
IFF.N-PPG.N
BEN.N RJF.N
XRAY.OQSYK.N
BEN.N RJF.N
IFF.N-PPG.N
ORLY.OQTJX.N
ITW.N- SNA.N
APD.N ECL.N
BBY.NFL.N
MTB.N-WFC.N
ORLY.OQTJX.N
ITW.N- SNA.N
FL.N-LOW.N
FL.N-LOW.N
FL.N-LOW.N
BBY.NFL.N
APD.N ECL.N

Position

Long
Short
Short
Short
Short
Long
Short
Short
Short
Short
Short
Long
Long
Short
Long
Long
Long
Long
Short
Short
Short
Long
Short

Open date

3/11/2016
8/11/2016
9/11/2016
18/11/2016
18/11/2016
25/11/2016
1/12/2016
2/12/2016
19/12/2016
21/12/2016
21/12/2016
3/1/2017
3/1/2017
3/1/2017
3/1/2017
4/1/2017
24/1/2017
2/2/2017
3/4/2017
17/4/2017
26/4/2017
8/5/2017
12/5/2017

Close date

14/11/2016
17/11/2016
10/11/2016
23/11/2016
1/12/2016
3/1/2017
6/12/2016
19/12/2016
13/5/2019
23/12/2016
3/1/2017
4/1/2017
30/1/2017
21/2/2017
28/4/2017
2/1/2018
2/3/2017
14/2/2017
10/4/2017
18/4/2017
30/5/2017
9/5/2017
15/8/2017

# Long
stocks
136
99
97
96
137
154
94
135
97
136
97
35
81
73
230
63
37
78
134
134
129
195
68

Long
open
price

72.81
93.83
118.55
96.23
72.84
68.51
96.42
73.32
118.77
73.11
95.39
280.00
123.73
118.12
43.10
156.90
265.56
126.60
83.11
81.06
84.61
51.79
126.63

Long
close
price

78.00
96.77
116.88
96.59
72.77
74.00
95.98
71.26
184.49
71.46
95.43
280.82
128.23
122.75
52.42
172.48
270.90
129.30
82.08
81.80
80.77
51.89
131.16

# Short
stocks
265
76
163

282
264
82
275
165
271
84
148
56
69
111
135
149
53
132
137
130
103
68

69

Short
open
price

30.63
122.00
60.48
119.14
35.86
31.68
121.07
36.34
60.24
37.12
118.12
37.81
171.42
144.44
71.59
56.20
37.38
172.03
74.80
72.07
77.08
76.87
143.86

Short
close
price

32.83
121.19
61.95
119.99
36.33
32.69
121.04
36.40
54.23
37.10
118.45
37.91
181.04
141.01
76.77
61.04
39.12
172.00
72.44
72.47
60.00
76.77
146.50

Return
without
costs

0.68%
1.90%
-1.88%
-0.18%
-0.71%
3.06%
-0.20%
-1.47%
34.33%
-1.10%
-0.12%
0.09%
-0.89%
3.09%
8.78%
1.88%
-0.40%
1.12%
0.83%
0.21%
8.24%
0.17%
0.70%

Trade
costs
64.80
64.45
64.93
62.01
65.54
77.24
62.04
67.53
483.28
61.38
64.76
60.38
72.45
82.53
106.63
191.21
69.95
65.12
66.58
63.41
77.79
60.87
103.55

Long
return
6.82%
2.81%
-1.71%
0.05%
-0.40%
7.70%
-0.79%
-3.11%
54.95%
-2.56%
-0.28%
-0.01%
3.33%
3.57%
21.29%
9.61%
1.71%
1.83%
-1.54%
0.61%
-4.83%
-0.11%
3.23%

Short
return
-7.60%
0.29%
-2.74%
-1.04%
-1.66%
-3.72%
-0.30%
-0.53%
5.56%
-0.26%
-0.63%
-0.81%
-6.05%
1.85%
-8.16%
-10.72%
-5.37%
-0.37%
2.82%
-0.87%
21.70%
-0.26%
-2.59%

Return
including
costs

0.32%
1.55%
-2.18%
-0.51%
-1.03%
2.65%
-0.53%
-1.81%
32.07%
-1.40%
-0.46%
-0.30%
-1.26%
2.65%
8.19%
0.78%
-0.86%
0.77%
0.51%
-0.09%
7.87%
-0.17%
0.14%

Income
(USD)
58.04

288.17

-466.53
-97.15

-207.48

501.58

-100.94

-360.81

6,883.21

-280.79
-88.60
-46.48

-246.67

492.13

1,461.99
136.93

-131.63
147.07
106.92
-19.05

1,647.25
-31.07
24.97



N°

138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160

Pair

BBY.NFL.N
FL.N-LOW.N
ORLY.OQTJX.N
ITW.N- SNA.N
APD.N ECL.N
APD.N ECL.N
APD.N ECL.N
APD.N ECL.N
APD.N ECL.N
CLX.NPG.N
BEN.N RJF.N
APD.N ECL.N
GD.N-UTX.N
EXC.NPPL.N
ORLY.OQTJX.N
LLY.NPFE.N
CLX.NPG.N
CLX.NPG.N
BEN.N RJF.N
HCP.NO.N
APD.N ECL.N
APD.N ECL.N
ITW.N- SNA.N

Position

Long
Short
Long
Long
Short
Short
Short
Short
Short
Long
Short
Short
Short
Long
Long
Short
Long
Short
Long
Long
Long
Short
Long

Open date

18/5/2017
8/6/2017
12/7/2017
11/8/2017
16/8/2017
21/8/2017
7/9/2017
28/9/2017
12/10/2017
2/1/2018
2/1/2018
2/1/2018
2/1/2018
2/1/2018
2/1/2018
8/1/2018
23/1/2018
6/2/2018
7/2/2018
16/2/2018
24/4/2018
3/5/2018
16/5/2018

Close date

26/5/2017
14/1/2019
14/7/2017
15/9/2017
17/8/2017
22/8/2017
13/9/2017
29/9/2017
6/11/2017
17/1/2018
6/2/2018
23/4/2018
2/8/2018
10/8/2018
13/5/2019
31/7/2018
26/1/2018
30/7/2018
16/5/2018
17/8/2018
2/5/2018
13/5/2019
11/6/2018

# Long
stocks

194
139
57
71
65
66
64
66
64
67
109
63
76
253
41
223
69
118
288
459
60
59
69

Long
open
price

50.85
78.00
174.97
138.23
131.43
130.16
131.10
128.95
132.43
148.79
89.61
134.20
127.90
39.54
241.34
36.78
143.66
80.50
36.31
22.38
166.56
143.87
145.97

Long
close
price

60.43
96.36
185.97
144.97
131.51
130.63
129.73
129.27
131.20
142.96
87.51
148.22
133.98
43.47
360.66
38.25
145.00
80.08
33.52
27.07
162.61
178.77
148.03

# Short
stocks
110
181
163
63
68
68
69
66
65
107
248
60
49
277
146
116
109
76
112
201
58
61
65

70

Short
open
price

71.27
55.29
34.39
152.49
146.91
145.74
144.50
151.45
152.57
91.80
40.28
164.88
203.54
31.08
38.35
86.69
89.55
125.62
90.78
49.33
149.40
161.39
149.74

Short
close
price

59.57
56.46
35.11
146.72
147.88
145.84
149.01
151.50
159.48
90.45
34.67
166.03
193.39
29.00
53.58
98.25
87.99
132.02
95.00
58.16
145.58
203.80
157.08

Return
without
costs

17.77%
11.22%
3.27%
4.34%
-0.33%
0.13%
-2.17%
0.10%
-2.87%
-1.24%
5.88%
4.44%
4.87%
8.44%
17.22%
-5.55%
1.33%
-2.81%
-6.19%
1.87%
-0.08%
-2.88%
-1.69%

Trade
costs
65.81
341.90
61.67
76.23
60.68
60.68
62.73
60.68
71.55
66.73
76.42
111.50
160.69
151.72
197.94
157.12
62.01
138.47
108.04
149.62
63.56
234.12
71.76

Long
return
18.51%
23.20%
5.98%
4.57%
-0.29%
0.01%
-1.40%
-0.10%
-1.28%
-4.22%
-2.65%
10.09%
4.44%
9.62%
49.06%
3.63%
0.63%
-0.84%
-7.98%
20.62%
-2.67%
23.89%
1.11%

Short
return
15.99%
-5.17%
-2.66%
3.31%
-0.97%
-0.38%
-3.45%
-0.34%
-4.95%
1.10%
13.45%
-1.52%
3.68%
5.30%
-42.60%
-14.60%
1.41%
-6.23%
-5.41%
-19.07%
2.17%
-28.34%
-5.33%

Return
including
costs

17.39%
9.58%
2.87%
3.94%
-0.66%
-0.20%
-2.51%
-0.23%
-3.26%
-1.58%
5.49%
3.83%
4.06%
7.62%
15.94%
-6.41%
1.02%
-3.54%
-6.71%
1.13%
-0.42%
-4.16%
-2.05%

Income
(USD)
3,079.71
1,998.37
447.16
765.82
-121.44
-36.46
-461.60
-42.86
-599.42
-312.89
1,084.53
702.76
798.74
1,418.73
2,469.87
-1,170.27
200.49
-674.43
-1,384.90
228.26
-79.00
-762.03
-406.72






