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The seminal tool that the chemist uses to systematize
elemental relationships is the periodic table. It serves as a
framework, as an outline of organization, for the vast and
widely diversified information of chemistry. In the discus-
sion of the fundamental basis of periodic laws, however, it is
often not easy to distinguish between cause and effect. A case
in point is the traditional statement that the driving force of
chemical reactions among elements is rooted in the propen-
sity of the elements to attain the noble gas configuration. This
scheme has emerged from the specific pattern found for the
changes of the oxidation numbers across the periodic table
in the context of the fact that the noble gases are the only
elements that are stable as monatomic species under ambi-
ent conditions. The other atoms gain or lose electrons (ionic
compounds) or share electrons (covalent compounds) to make
a filled or empty outer layer. The noble gas configuration is
said to impart a desirable level of stability into a system. Once
noble-gas-configured ions are formed, the oppositely charged
ions attract each other in an ionic bond.

It should be emphasized, however, that the formation
of the noble-gas-configured ions is always—the only excep-
tion being the halogens—an energetically demanding pro-
cess. The formation of any cation in the gas phase is
endothermic, requiring ionization energy. For anions, at most
only one electron can be added to a free atom in the gas phase
(1). Doubly charged anions such as O2− and S2−, though
noble-gas-configured ions, are more bookkeeping quantities
than chemical entities, not amenable to direct observation.
For example, the first and second electron affinities (2, 3) of
the oxygen atom are +141 and about �745 kJ mol�1, respec-
tively, and so a free oxide ion O2− would lose an electron to
produce the monoanion O−. Other multiply charged mona-
tomic anions would behave similarly (Table 1).

It is worthwhile to note that in spite of the greater elec-
tronegativity of oxygen, it is much more difficult to form O2−

than S2− or Se2−. This results from the stronger interelectronic
repulsions owing to the small size of the oxide ion. Similar
remarks apply to N3− compared to P3− and As3−. In other
words, O and N have a small charge capacity.

Even the most favorable electron transfer between two
neutral elements to obtain the noble-gas-configured ions,
given by the reaction between cesium and chlorine, is an en-
dothermic process:

(3)

(2)

(1)
   Cs�(g)  +  e�Cs(g)   

Cs(g)  +  Cl(g)   

   Cl�(g)Cl(g)  +  e�   

   Cs�(g)  +  Cl�(g)

∆H °  =  +27.1 kJ mol�1

∆H °  =  −354.8 kJ mol�1

∆H °  =  +381.9 kJ mol�1

In eqs 1 and 2, the ionization potential, IP, of cesium and
the electron affinity, EA, of chlorine, which are both inter-
nal energy changes at absolute zero, have been transformed
to enthalpies at 298 K. This is done by noting that each mole
of ideal gas increases the enthalpy by (5�2)RT, which con-
tains (3�2)RT as the thermal energy of one mole of an ideal
monatomic gas and the remaining RT is the volume work
associated with the formation of one mole of gas,

H z RTIP
5

2IP= +∆ (4a)

H z RTEA
5

2EA= − −∆ (4b)

where z is the change in the oxidation state. By convention
the atom, ion, and electron are all taken to be ideal gases in
their standard states. Although the standard state of the elec-
tron is arbitrary (4), this assumption does not change the fi-
nal analysis since the electrons produced in one step are
consumed in the other. Notwithstanding this, the same stan-
dard state must be used throughout.

At this point a brief comment on the sign convention
for electron affinity is in order. A detailed account of this
confusing topic has been given recently (5). Accordingly I
use the original, and still appropriate, convention that a posi-
tive electron affinity corresponds to a positive electron de-
tachment energy or equivalently the energy of ionization of
the negative ion. This convention is appealing for at least two
reasons. First, it is in keeping with the term’s other uses such
as proton affinity, which is positive if the addition of a pro-
ton to the target species is exothermic, and the binding af-
finity. Second, the treatment of electron affinity and
ionization energies remains under the umbrella of one treat-
ment with EA featuring the “zeroth ionization energy” (6).
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However, in order to make the bookkeeping in Born–Haber
cycles somewhat easier, one may use the alternative quantity
∆HEA according to eq 4b.

The stabilization of ions is not performed without the
action of Coulombic forces of attraction between the oppo-
sitely charged species, which more than offsets the
unfavorableness of noble-gas-configured-ion formation. The
formation of a gaseous ion pair is highly exothermic,

   CsCl(g)Cs�(g)  +  Cl�(g)   ∆H °  =  −475.1 kJ mol�1   (5)

and more exothermic if the crystalline salt is formed,

   CsCl(s)   Cs�(g)  +  Cl�(g)   ∆H °  =  −667.8 kJ mol�1    (6)

Formation of Ion Pairs

The ion-pair-formation enthalpy of eq 5 is the negative
of the sum (BDE + ∆HIP + ∆HEA), where BDE is the gas-

phase bond dissociation enthalpy of the molecule into neu-
tral atoms (Figure 1). The value of 475 kJ mol�1 is very close
to 478 kJ mol�1 calculated from Coulomb’s law (R0 is in Å)

Ecou =
1389zz z

R
1 2

0
 kJ mol 1−

(7)

with R0 = 2.906 Å, the experimental internuclear distance in
the Cs+Cl− ion pair. The simple point-charge model works
well because of sizeable cancellations of polarizability and re-
pulsive effects. This is shown in more detail for the whole
series of the alkali halide gas-phase molecules based on the
truncated Rittner model or simply the T-Rittner model (7).
According to this model the total binding energy of the mol-
ecule is
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Figure 1. Thermodynamic cycle for determination of the ion pair
formation enthalpy ∆HG°. Note that IP(M) – EA(X) is identical to
∆HIP + ∆HEA, see eqs 4a and 4b.

M(g)  +  X(g)

M�(g)  +  X�(g)

IP(M)  −  EA(X)

BDE

∆HG
°

MX(g)

where the first term on the right-hand side of the equation
represents the Coulomb electrostatic interaction energy, the
second term arises from the mutual polarization of ions, the
third term represents the van der Waals dipole–dipole en-
ergy, and the last term is the overlap repulsive energy of the
closed electron shells, mainly a consequence of the Pauli ex-
clusion principle.

The Coulomb energy is calculated from eq 7. The
assessment of the polarization energy needs the electronic
polarizabilities of the constituent ions. The sum of the po-
larizabilities, ∑α, as derived by comparing the experimental
dipole moment with that calculated from the bond distance
if the ions were spherical is used (8)

µµ
α

= −eR
e

R
0

0
2
Σ

(9)

When α is in Å3 and the dipole moment in Debye, we have
(for a diatomic molecule)

µ= −( )R R0
2

0 0 2082 exp.αΣ (10)

With ∑α given, the polarization energy, the second term in
eq 8, is

α
=E

R0

694 5Σ
pol

.
44

 kJ mol 1−− (11)

It may be noted that there is no unique method by which
the sum of the polarizabilities can be separated into α1 and

α2. Furthermore, the free ion polarizabilities may not be used,
since the extent of polarization varies with the environment.
The damping is typically greater in the diatomic molecules
than in the crystal, since in the latter the overlap effect is
spherically symmetric, whereas in the diatomic molecules the
effect is directed along the internuclear axis (9). However,
some irregularities are encountered for the heavier alkali met-
als. Table 2 compares the sums of polarizabilities obtained
(a) by adding the free ion values, (b) from eq 10 for diatomics,
and (c) from the crystal (10) as derived from the refractive
index, whose square is the optical dielectric constant, accord-
ing to
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where V is the volume per ion pair. The other two contribu-
tions in eq 8, namely the van der Waals energy and the re-
pulsive energy, are taken from the literature (11). Table 3
summarizes the various contributions to the MX binding en-
ergies.

The agreement between theory and experiment is satis-
factory though not perfect (Table 3). Unfortunately the val-
ues of neither the repulsive energy nor the van der Waals
energy are particularly reliable. For the former, the distance
dependence of the repulsive potential is not well established
(12), and for the latter, several divergent formulas for esti-
mating the coefficient C6 have been suggested (11). Notwith-
standing this, the theory and experiment discrepancies may
further be reduced by allowing for contributions from
quadrupolar polarizabilities, β,

694 5
quad =E

. ΣΣβ
R0

6
 kJ mol 1−− (13)

which may well be as important as the van der Waals inter-
action (13). However, although rough estimates of free state
quadrupole polarizabilities are available (14) it is still un-
known to which extent they are diminished in a molecular
environment.

Notwithstanding these challenges, the purpose of the
present analysis is to show that polarizability plus van der
Waals forces largely compensate the repulsive forces. This is
ultimately the reason why the binding energy in the alkali
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halide gas molecules can be reasonably well described in
simple Coulombic terms. Note, however, that this is least
adequate for the fluorides for which the repulsive contribu-
tions are exceptionally high (Table 3). This effect is reflected
by the bond lengths (Table 4) in that the fluorides deterio-
rate the approximate additivity of ionic radii in the alkali ha-
lide molecules, whereas there is a fairly constant difference
in radii between iodide and bromide as well as bromide and
chloride. The difference between fluoride and chloride var-
ies notably in going from lithium to cesium.

We are now in a position to make some statements about
the most stable oxidation states in an ionic compound MX.
For this purpose we chose arbitrarily two pairs of isoelectronic
ions, namely KCl and MgO. According to Figure 1, the ion
pair is stable if the difference of IP(M) − EA(X) and the Cou-
lomb energy is negative. The electron affinity of Cl2− may
well be higher than �700 and that of O3− higher than �1000
kJ mol�1 (see Table 1). It should be mentioned that the omis-
sion of the electron affinities, because they are much lower
than the ionization potentials, does not change the substance
of the conclusions. Further, it may be loosely assumed, in
the spirit of Bragg’s radii (15), that the bond length, 2.67 Å
for KCl(g) and 1.75 Å for MgO(g), is invariant with the
charge type; that is, the decrease in radius of the cation on
increase in positive charge is counterbalanced by a similar
increase of the anionic radius on increase in negative charge.

The values in Table 5 clearly show that the release of
energy is greatest for the combination of the noble-gas-con-
figured ions. This is the result of two phenomena: (a) the
atomic shell structure and (b) increase in ionization energy
(and hence electronegativity) in the periodic table from left-
to-right. Although the second ionization energy for a metal
is always larger than the first, and the third larger than the

second, the increase is moderate except when the noble gas
configuration is broken. When this happens the ionization
energy rises markedly because the electron is being removed
from the next-inner shell.

The result that the ion-pair-formation energy is largely
dominated by the Coulomb forces allows the ionic states of
endothermic “exotic” gas-phase molecules such as BO to be
assessed. For this entity both the BDE (808.8 ± 20.9 kJ mol�1)
and the bond length (1.204 Å) are known (16). Since maxi-
mum ionic charges are sought, the composition might be en-
visaged as B2+O2−. In the framework of the approximate
relationship shown in Table 6, it is seen that BDE calculated
for B2+O2− is much closer to the experimental value than that
of B+O−. The same analysis is also successful in describing
the gas-phase molecule AlO.

Ionic Lattice Formation

When the gaseous ion pair solidifies into the crystalline
salt,

   MX(s)MX(g)   ∆H °  =  216 ± 18 kJ mol�1  (14)

there is further energy release that, remarkably, is fairly in-
variant with the alkali halide salt. This is seen in Table 2 where
the differences in enthalpy, ∆Hdiff, are calculated with the lat-
tice enthalpies ∆HL° derived from a Born–Fajans–Haber cycle
(17). Again, the fluorides are discrepant. For these, the strong
repulsive forces in the ion pair are particularly mitigated
through bond lengthening in the ionic lattice. After all, the
relative constancy of the quantity ∆Hdiff is obviously inti-
mately mirrored by a fairly constant increase in the inter-
nuclear distance by 0.51 ± 0.05 Å in going from the gas-phase
molecules to the lattice (Table 2).

To get a better understanding, a consideration of theo-
retical calculations of the lattice energy, which is the lattice
enthalpy at T = 0, is pertinent. At first it may be mentioned
that the extra stabilization in a ionic lattice is due to the
greatly increased number of interacting particles relative to a
simple ion pair. This is the reason why the highest possible
coordination number is adopted. This many-body problem
was first treated by summing the pairwise Coulomb interac-
tions in terms of a crystal-structure-specific factor termed the
geometric Madelung constant. Later on Kapustinskii recog-
nized that the quotient of the Madelung constant and the
sum of the ions in the formula unit is fairly invariant with
crystal structure. The repulsive forces were treated in a simi-
lar manner. When further van der Waals forces are included
by the term C�R0

6 and the zero-point energy by D, a gener-
alized equation for the lattice energy is (18, 19)
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Here n is the number and z is the charge of each ion in the
formula. For instance, ∑nz2 is 2 for NaCl, 6 for Na2O, and
30 for Al2O3. The parameter A represents the Coulomb
forces. Since Kapustinskii chose the rock salt structure as the
representative, A = 1214 kJ mol�1 Å given by the product of
1389.3 (from eq 7) and 1.7476 (the Madelung constant for
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the rock salt structure) and 0.5 (in order to compensate for
the introduced factor n). Further the softness parameter B is
0.345 Å, which is a representative value for the alkali metal
NaCl-type structures.

It may be mentioned that polarization energies (featured
by the second term in eq 8) are absent in a highly symmetric
lattice because of mutual cancellations. Consequently non-
Coulombic forces are much less important in a cubic lattice
compared to the diatomic state. The component terms in the
lattice energies as taken from the work by Cubicciotti (20)
are listed in Table 7 with the zero-point energies recalculated
from recent values of the Debye temperature (21).

On inspecting Tables 3 and 7 one finds the reason for
the near constancy of the differences (∆HL° − ∆HG°): At first,
for both the ion pair and the lattice, the Coulomb term has
the largest contribution. Now in going from the ion pair to
the lattice, the increase in the factor A (the Madelung con-
stant, which is unity for the ion pair) is compensated by a
relatively constant increase in the internuclear distance re-
ducing the repulsive forces. Whereas in the ion pair the re-
pulsion term is calculated to be on average 23.6% of the
attractive term, in the lattice it is just 12.0%.

In a recent paper, Carter (18) has treated the constants
A, B, C, and D in eq 15 as adjustable parameters and fitted
this equation to the Born–Haber cycle lattice energies of the
group I and II (except for beryllium) halides, oxides, and sul-
fides, which resulted in
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Although the physical significance of the individual param-
eters may not be taken too seriously, this equation appears
to be at present the most expedient formula for estimating
lattice energies from just internuclear distance (or the cat-
ion–anion radius sum). Pertinent values for the alkali halides
are included in Table 7.

Covalent Bonding

It is remarkable that even many senior students do not
have a clear understanding of the origin of covalent bond-
ing. Analogously to ionic bonding, the picture often presented
conveys the idea that electron sharing across a bond is due
to the striving for the noble gas configuration. In fact, the
octet rule in the framework of the Lewis symbol emphasizes
this configuration as a stable state. The traditional interpre-
tation in electrostatic terms claims that the bond forms be-
cause an electron between two nuclei can attract both nuclei,
leading to a decrease in the energy. However, it has been re-
peatedly argued that this point of view is based on a falla-
cious application of the virial theorem (22, 23). Rather, the
stabilization of a molecule is mainly due to the delocaliza-
tion of the electronic motion over two or more atoms joined
by chemical bonds. Strictly, though, covalent bonding should
be considered as a superposition phenomenon, with chemis-
try featuring the “quantum science” (24); put crudely, it is a
kinetic effect. This was first suggested by Hellmann in 1933
(25). Since the bond region is larger in size compared to the

atomic orbital, the electron is free to move in a larger space.
This lowers the kinetic energy of the electron as a consequence
of the uncertainty principle. Thus the increase of density in
the bonding region is an effect due to the bond rather than
the cause of the bond (26). But despite the justified criticism
of the electrostatic picture of covalent bonding there are even
recent papers adhering to it (27, 28).

It may be worthwhile to examine the energies necessary
for charge transfer in the typically covalent molecules
dihydrogen and the dihalogens using the above scheme. With
the experimental bond lengths of the gas-phase molecules
(0.74, 1.41, 1.99, 2.28, 2.67 Å, in the order quoted below)
the following values are obtained and shown in Table 8. The
positive values of ∆ reveal that at the bond lengths consid-
ered the Coulomb forces do not overcome the energy needed
for charge transfer. The interatomic distances depend prima-
rily on the sizes of the constituent atoms and secondarily on
the forces acting on them. In fact, the cation–anion distance
in an ion pair differs just by a few tenths of an angstrom
from the sum of the corresponding atomic radii: an example,
the bond length in NaCl(g) is 2.36 Å versus the sum of the
atomic radii of 2.53 Å. (For a recent compilation of atomic
radii see ref 29.) Because of it the ionization potential (in
other words, electronegativity) is the critical factor for deter-
mining the nature of bonding. Thus, NaCl(g) is ionic and
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seiplahtneecittaldna .K892ta

b .seigreneelopurdauq–elopiddnaelopid–elopidhtobgnidulcnI
c serutarepmeteybeDtnecermorfdetaluclaceR .)12(
d∆HL° = ∑E ( = U0) − TR .
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Cl2 is covalent because of the different ionization potentials
of sodium (496 kJ mol�1) and chlorine (1251 kJ mol�1). On
average, there is a factor of three increase in the ionization
potential across a period.

An exception to the rule is hydrogen. According to the
negative value of ∆ (Table 8) the two hydrogen atoms should
charge to each other. The particular situation of this element
is rooted in the fact that upon addition of an electron to form
the hydride anion the number of electrons is doubled. This
leads to strong screening of the nucleus with concomitant
tremendous increase in the radius (1.48−1.73 Å, depending
on the counter-atom; ref 18, 30) on the basis of the rela-
tionship R = (n2�Zeff)a0, where n is the value of the valence
level, Zeff is the effective nuclear charge on the valence level
electron, and the term a0 is a constant that represents the
selection of units for the radius. Because of the closely asso-
ciated high polarizability, the hydride radius is variable but
is always more than twice as large as the bond length of the
H2 molecule. In this context, a deeper description of the sta-
bility of the ionic bond in terms of quantum restrictions for
orbitals is relevant. Actually without quantized energy levels
cations and anions could not coexist as neighbors; that is,
the ions would discharge each other (31). This would be the
case when a proton and a hydride ion are brought closely
together. Incidentally, if the pressure is increased further, say
to 200 GPa, a conversion of molecular to metallic hydrogen
would take place (32).

Absolute and Relative Stabilities

Clearly, in the free state the great majority of noble-gas-
configured ions are thermodynamically unstable entities. Re-
gardless, the stability of an individual electron configuration
is often analyzed in relative terms by looking for trends in
the framework of the periodic table. Along these lines it has
long been recognized that atoms with completely filled shells
or subshells possess extra stability (or more strictly lesser in-
stability) in comparison to their open-shell neighbors. This
is evidenced by various physical properties such as ionization
energies, electron affinities, atomic polarizabilities, hardness,
and electronegativities (33), with many of these parameters
being interrelated. A less known example is the approximate
relation between polarizability and ionization potential (1).

The physical basis of the relative stabilities of half-filled
subshells is interelectron repulsions, which may be further
dissected into Coulomb and exchange (parallel spin avoid-
ance) contributions (34). It is interesting to note that this
feature is reflected even by some bulk physical properties,

which show a sharp discontinuity in the middle of a period.
For instance, the melting point and the electrical resistivity
of the 3d metals show a sharp minimum and maximum, re-
spectively, for manganese, which has, in the gas phase, the
s2d5 electron configuration. Similarly, europium (f 7s2) and
ytterbium (f14s2) have anomalously low melting points in the
series of the lanthanide metals. Furthermore, the remarkable
stability of the Eu2+ and Yb2+ cations may also be the result
of the half-filled and filled f shells (35).

Conclusion

Although the bonding behavior of the main-group ele-
ments can typically be considered as the result of gaining,
losing, or sharing valence electrons to achieve the same con-
figuration as the nearest noble gas, the driving force of nei-
ther ionic nor covalent bonding derives from it.

In introducing the driving forces for forming chemical
compounds, I would like to start with superordinate matters
by sketching the basic forces of nature that play central roles
making the Universe what it is. In this way the features of
chemistry are more fully appreciated. It is currently held that
four fundamental forces within all atoms dictate interactions
between individual particles and the large-scale behavior of
all matter throughout the Universe. These are, in increasing
order of strength, (a) gravity, (b) the weak nuclear force, (c)
electromagnetism, and (d) the strong nuclear force. Apart
from omnipresent gravity the other three forces are easy to
derive from the atomic structure.

The whole of chemistry is the manifestation of varieties
of just one force—the electromagnetic. This force acting be-
tween charges holds atoms and molecules together. Covalent
bonding goes back to the binding energy between negatively
charged electrons and the positively charged nucleus of an
atom. The superposition of electron waves brings about a de-
localization of the electronic motion over two or more at-
oms with lowered kinetic energy of the electron as a
consequence of the uncertainty principle. Ionic bonding oc-
curs since the attraction between a cation and an anion re-
leases more energy than that needed for electron transfer to
produce the ions. The combination of both interaction
mechanisms would result in polar covalent bonding. There
are also other effects of the electromagnetic force such as the
emission and absorption of light and other forms of electro-
magnetic radiation.

The striving for bonding, covalent or ionic, is subject to
certain limitations. In case of covalent bonding it is the num-
ber of orbitals, that is one-electron wave functions, and the
Pauli principle imposing the important quantum restriction
that no more than one electron of given spin may occupy a
given orbital. In case of ionic bonding there is a notable fine
tuning between the numerical value of the constant in
Coulomb’s law and the variation of the ionization energy with
the energy level according to the formula E = 1312 (Zeff

2�neff
2)

kJ mol�1. As a result, only the electrons of the outermost shell,
termed valence shell, are directly associated to the chemical
behavior of the atoms. It is the sum of all of these features
that make the noble gas configuration the preferred configu-
ration for the arrangement of electrons in all atoms within a
chemical compound. The preference of this arrangement,
however, may not be mistaken as the driving force for chemi-

HcinoIfoseigrenE.8elbaT 2 Xdna 2

dpCcinoI PI − AE E uoc ∆

H+H− 9321 4781 � 436

F+F− 3531 489 863

lC + lC − 309 996 402

rB + rB − 518 906 602

I+I− 317 125 291

N ETO : lomJkniseulavllA �1.
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cal interactions. Rather, the noble gas configuration should
be considered the outcome of the game by which chemical
elements combine with each other. The rules of the game
are the various factors identified in this paper.
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