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Abstract—This letter presents a framework of composite kernel machines for enhanced classification of hyperspectral images. This novel method exploits the properties of Mercer’s kernels to construct a family of composite kernels that easily combine spatial and spectral information. This framework of composite kernels demonstrates: 1) enhanced classification accuracy compared to traditional approaches that take into account the spectral information only; 2) flexibility to balance between the spatial and spectral information in the classifier; and 3) computational efficiency. In addition, the proposed family of kernel classifiers opens a wide field for future developments in which spatial and spectral information can be easily integrated.

Index Terms—Composite kernels, contextual, hyperspectral, image classification, kernel, spectral, support vector machine (SVM), texture.

I. INTRODUCTION

The information contained in hyperspectral data allows the characterization, identification, and classification of landcovers with improved accuracy and robustness [1]. In the remote sensing literature, many supervised and unsupervised methods have been developed for multispectral and hyperspectral image classification (e.g., maximum-likelihood classifiers, neural networks, neurofuzzy models, etc.) [2]–[4]. However, an important problem in the context of hyperspectral data is the high number of spatial bands and relatively low number of labeled training samples, which poses the well-known Hughes phenomenon [5]. This problem is usually reduced by introducing a feature selection/extraction step before training the hyperspectral classifier with the basic objective of reducing the high input dimensionality. However, including such a step is time-consuming, scenario-dependent, and sometimes requires a priori knowledge.

In recent years, kernel methods [6], such as support vector machines (SVMs) or kernel Fisher discriminant analysis, have demonstrated excellent performance in hyperspectral data classification in terms of accuracy and robustness [7]–[12]. The properties of kernel methods make them well-suited to tackle the problem of hyperspectral image classification since they can handle large input spaces efficiently, work with a relatively low number of labeled training samples and deal with noisy samples in a robust way [9], [12], [13].

The good classification performance demonstrated by kernel methods using the spectral signature as input features could be further increased by including contextual (or even textural) information in the classifier, something that has been successfully illustrated in other classification algorithms (expectation-maximization, k-nearest neighbor classifiers, neural networks, etc.) [14]–[16]. However, to the authors’ knowledge, kernel methods have so far taken into account the spectral information to develop the classifier [7], [9]–[12], and thus, the spatial variability of the spectral signature has not been considered.

In this letter, we explicitly formulate a full family of kernel-based classifiers that simultaneously take into account spectral, spatial, and local cross-information in a hyperspectral image. For this purpose, we take advantage of two especially interesting properties of kernel methods: 1) their good performance when working with high input dimensional spaces [9], [12] and 2) the properties derived from Mercer’s conditions by which a scaled summation of (positive definite) kernel matrices are valid kernels, which have provided good results in other domains [17], [18]. Among all the available kernel machines, we focus on SVMs, which have recently demonstrated superior performance in the context of hyperspectral image classification [12], [19]. In any case, the formulations proposed in this letter are valid for any kernel classifier.

The letter is outlined as follows. Section II briefly reviews the formulation of SVM classifiers. Section III discusses the concept and properties of Mercer’s kernels. Section IV presents the formulation of composite kernels for the versatile combination of spatial and spectral information for hyperspectral image classification. Section V presents the experimental results. In Section VI, we conclude this letter with further work, research opportunities, and final remarks.

II. SUPPORT VECTOR CLASSIFIERS

Given a labeled training dataset \( \{(x_i, y_i) \ldots, (x_n, y_n)\} \), where \( x_i \in \mathbb{R}^N \) and \( y_i \in \{-1, +1\} \), and a nonlinear mapping \( \phi(\cdot) \), usually to a higher (possibly infinite) dimensional (Hilbert) space, \( \phi: \mathbb{R}^N \rightarrow H \), the SVM method solves

\[
\min_{w, \xi, b} \left\{ \frac{1}{2} \|w\|^2 + C \sum_i \xi_i \right\}
\]

constrained to

\[
y_i (\phi(x_i), w) + b \geq 1 - \xi_i, \quad \forall i = 1, \ldots, n
\]
\[
\xi_i \geq 0, \quad \forall i = 1, \ldots, n
\]
where \( w \) and \( b \) define a linear classifier in the feature space. The nonlinear mapping function \( \phi \) is performed in accordance with Cover’s theorem [20], which guarantees that the transformed samples are more likely to be linearly separable in the resulting feature space. The regularization parameter \( C \) controls the generalization capabilities of the classifier and must be selected by the user, and \( \xi \) are positive slack variables enabling to deal with permitted errors.

Due to the high dimensionality of vector variable \( w \), primal function (1) is usually solved through its Lagrangian dual problem, which consists of solving

\[
\max_{\alpha_i} \left\{ \sum_i \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j \langle \phi(x_i), \phi(x_j) \rangle \right\}
\]

(4)

constrained to \( 0 \leq \alpha_i \leq C \) and \( \sum_i \alpha_i y_i = 0, i = 1, \ldots, n \), where auxiliary variables \( \alpha_i \) are Lagrange multipliers corresponding to constraints in (2). It is worth noting that all \( \phi \) mappings used in the SVM learning occur in the form of inner products. This allows us to define a kernel function \( K \)

\[
K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle
\]

(5)

and then a nonlinear SVM can be constructed using only the kernel function, without having to consider the mapping \( \phi \) explicitly. Then, by introducing (5) into (4), the dual problem is obtained. After solving this dual problem, \( w = \sum_{i=1}^{n} y_i \alpha_i \phi(x_i) \), and the decision function implemented by the classifier for any test vector \( x \) is given by

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{n} y_i \alpha_i K(x_i, x) + b \right)
\]

(6)

where \( b \) can be easily computed from the \( \alpha_i \) that are neither 0 nor \( C \), as explained in [6].

### III. Properties of Mercer’s Kernels

In the context of SVMs in particular and kernel methods in general, one can use any kernel function \( K(\cdot, \cdot) \) that fulfills Mercer’s condition, which can be stated formally in the following theorem.

**Theorem 1: Mercer’s Kernel.** Let \( \mathcal{X} \) be any input space and \( K: \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{R} \) a symmetric function, \( K \) is a Mercer’s kernel if and only if the kernel matrix formed by restricting \( K \) to any finite subset of \( \mathcal{X} \) is positive semidefinite, i.e., having no negative eigenvalues.

The Mercer condition constitutes the key requirement to obtain a unique global solution when developing kernel-based classifiers (e.g., SVMs) since they reduce to solving a convex optimization problem [13]. In addition, important properties for Mercer’s kernels can be derived from the fact that they are positive-definite (affinity) matrices, as follows.

**Proposition 1: Properties of Mercer’s Kernels.** Let \( K_1, K_2, \) and \( K_3 \) be valid Mercer’s kernels over \( \mathcal{X} \times \mathcal{X} \), with \( x_i \in \mathcal{X} \subseteq \mathcal{R}^n \), with \( A \) being a symmetric positive semidefinite \( N \times N \) matrix, and \( \alpha > 0 \). The following properties are valid kernels: 1) \( K(x_i, x_j) = K_1(x_i, x_j) + K_2(x_i, x_j) \); 2) \( K(x_i, x_j) = \alpha K_1(x_i, x_j) \); and 3) \( K(x_i, x_j) = x_i^\top A x_j \).

It is worth noting that the size of the training kernel matrix is \( n \times n \) and each position \( (i, j) \) of matrix \( (K)_{ij} \) contains the similarity among all possible pairs of training samples \( (x_i, x_j) \) measured with a suitable kernel function \( K \), fulfilling Mercer’s conditions. Some popular kernels are: \( K(x_i, x_j) = \langle x_i, x_j \rangle + 1 \), \( d \in \mathcal{Z}^+ \), or radial basis function (RBF) \( K(x_i, x_j) = \exp(-\|x_i - x_j\|^2/2\sigma^2) \), \( \sigma \in \mathcal{R}^+ \). This (distance or similarity) matrix is precomputed at the very beginning of the minimization procedure, and thus, one usually works with the transformed input data \( K \) rather than the original input space samples \( x_i \). This fact allows us to easily combine positive definite kernel matrices taking advantage of the properties in Proposition 1, as will be shown in the next section.

### IV. Composite Kernels for Hyperspectral Image Classification

A full family of composite kernels for the combination of spectral and contextual information is presented in this section. For this purpose, three steps are followed.

1) **Pixel definition:** A pixel entity \( x_i \) is redefined simultaneously both in the spectral domain using its spectral content \( x_i^s \in \mathcal{R}^N \) and in the spatial domain by applying some feature extraction to its surrounding area \( x_i^s \in \mathcal{R}^N \), which yields \( N_s \) spatial (contextual) features, e.g., the mean or standard deviation per spectral band.

2) **Kernel computation:** Once the spatial and spectral feature vectors \( x_i^s \) and \( x_i^c \) are constructed, different kernel matrices can be easily computed using any suitable kernel function that fulfills Mercer’s conditions.

3) **Kernel combination:** At this point, we take advantage of the direct sum of Hilbert Spaces by which two (or more) Hilbert spaces \( H_k \) can be combined into a larger Hilbert space. This well-known result from functional analysis theory [21] allows us to sum spectral and textural dedicated kernel matrices \( (K_s, K_t) \), respectively, and introduce the cross-information between textural and spectral features \( (K_{st}, K_{ts}) \) in the formulation.

In the following, we present four different kernel approaches for the joint consideration of spectral and textural information in a unified framework for hyperspectral image classification.

#### A. Stacked Features Approach

The most commonly adopted approach in hyperspectral image classification is to exploit the spectral content of a pixel \( x_i \equiv x_i^s \). However, performance can be improved by including both spectral and textural information in the classifier. This is usually done by means of the “stacked” approach, in which feature vectors are built from the concatenation of spectral and spatial features. Note that if the chosen mapping \( \phi \) is a transformation of the concatenation \( x_i \equiv [x_i^s ; x_i^c] \), then the corresponding “stacked” kernel matrix is

\[
K_{(s, t)} \equiv K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle
\]

(7)

which does not include explicit cross relations between \( x_i^s \) and \( x_j^c \).

#### B. Direct Summation Kernel

A simple composite kernel combining spectral and textural information naturally comes from the concatenation of non-
linear transformations of $x^t_i$ and $x^s_i$. Let us assume two non-linear transformations $\varphi_1(\cdot)$ and $\varphi_2(\cdot)$ into Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$, respectively. Then, the following transformation can be constructed:

$$\phi(x_i) = \{\varphi_1(x^t_i), \varphi_2(x^s_i)\}$$  \hfill (8)

and the corresponding dot product can be easily computed as follows:

$$K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle = \langle \{\varphi_1(x^t_i), \varphi_2(x^s_i)\}, \{\varphi_1(x^t_j), \varphi_2(x^s_j)\}\rangle$$

$$= K_x(x^t_i, x^t_j) + K_w(x^s_i, x^s_j).$$  \hfill (9)

Note that the solution is expressed as the sum of positive definite matrices accounting for the textural and spectral counterparts, independently. Note that $\text{dim}(x^t_i) = N_x$, $\text{dim}(x^s_i) = N_s$, and $\text{dim}(K) = \text{dim}(K_x) = \text{dim}(K_w) = n \times n$.

C. Weighted Summation Kernel

By exploiting Property 2 in Proposition 1, a composite kernel that balances the spatial and spectral content in (10) can also be created, as follows:

$$K(x_i, x_j) = \mu K_x(x^t_i, x^t_j) + (1 - \mu)K_w(x^s_i, x^s_j)$$  \hfill (10)

where $\mu$ is a positive real-valued free parameter ($0 < \mu < 1$), which is tuned in the training process and constitutes a tradeoff between the spatial and spectral information to classify a given pixel. This composite kernel allows us to introduce a priori knowledge in the classifier by designing specific $\mu$ profiles per class, and also allows us to extract some information from the best tuned $\mu$ parameter.

D. Cross-Information Kernel

The preceding kernel classifiers can be conveniently modified to account for the cross relationship between the spatial and spectral information. Assume a nonlinear mapping $\varphi(\cdot)$ to a Hilbert space $\mathcal{H}$ and three linear transformations $A_k$ from $\mathcal{H}$ to $\mathcal{H}_k$, for $k = 1, 2, 3$. Let us construct the following composite vector:

$$\phi(x_i) = \{A_1 \varphi(x^t_i), A_2 \varphi(x^s_i), A_3 (\varphi(x^t_i) + \varphi(x^s_i))\}$$  \hfill (11)

and compute the dot product

$$K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle$$

$$= \phi(x^t_i)^T R_1 \phi(x^t_j) + \phi(x^s_i)^T R_2 \phi(x^s_j)$$

$$+ \phi(x^t_i)^T R_3 \phi(x^s_j) + \phi(x^s_i)^T R_3 \phi(x^t_j)$$  \hfill (12)

where $R_1 = A_1 A_1^T$, $R_2 = A_2 A_2^T$, $R_3 = A_3 A_3^T$, and $R_3 = A_1 A_3$ are three independent positive definite matrices. Similarly to the direct summation kernel, it can be demonstrated that (12) can be expressed as the sum of positive definite matrices, accounting for the textural, spectral, and cross-terms between textural and spectral counterparts

$$K(x_i, x_j) = K_x(x^t_i, x^t_j) + K_w(x^s_i, x^s_j)$$

$$+ K_{xw}(x^t_i, x^s_j) + K_{sw}(x^s_i, x^t_j).$$  \hfill (13)

The only restriction for this formulation to be valid is that $x^t_i$ and $x^s_j$ need to have the same dimension ($N_w = N_x$).

An intuitive example of this composite kernel would be as follows. Let the spatial features $x^t_i$ be the average of the reflectance values in a given window around pixel $x_i$ for each band, and let the spectral features $x^s_i$ be the actual spectral signature ($x_i = x^s_i$). Then, $K_x(K_w)$ represents the distance matrix among all spatial (spectral) features, and $K_{xw}$ represents the similarity matrix formed by the distances among the spectra and the averaged neighborhoods.

Note that solving the minimization problem in all kinds of composite kernels requires the same number of constraints as in the conventional SVM algorithm, and thus no additional computational efforts are induced in the presented approaches.

V. EXPERIMENTAL RESULTS

A. Model Development

Experiments were carried out using the familiar AVIRIS image taken over northwest Indiana's Indian Pine test site in June 1992. Following [7], we first used a part of the $145 \times 145$ scene, called the subset scene, consisting of pixels $[27-94] \times [31-116]$ for a size of $68 \times 86$, which contains four labeled classes (the background pixels were not considered for classification purposes). Second, we used the whole scene, consisting of the full $145 \times 145$ pixels, which contains 16 classes, ranging in size from 20–2468 pixels. We removed 20 noisy bands covering the region of water absorption, and finally worked with 200 spectral bands. In both datasets, we used 20% of the labeled samples for training and the rest for validation. In all cases, we used the polynomial kernel ($\sigma = \{1, \ldots, 10\}$) for the spectral features according to previous results [7, 12] and used the RBF kernel ($\sigma = \{10^{-1}, \ldots, 10^3\}$) for the spatial features according to the locality assumption in the spatial domain. In the case of the weighted summation kernel, $\mu$ was varied in steps of 0.1 in the range $[0, 1]$. For simplicity and for illustrative purposes, $\mu$ was the same for all labeled classes in our experiments. For the "stacked" ($K_{xw}$) and cross-information ($K_{xw}$) approaches, we used the polynomial kernel.

The penalization factor in the SVM was tuned in the range $C = \{10^{-1}, \ldots, 10^7\}$. A one-against-one multiclassification scheme was adopted in both cases.

The most simple but powerful spatial features $x^t_i$ that can be extracted from a given region are based on moment criteria. In this letter, we take into account the first two moments to build the spatial kernels. Two situations were considered: 1) using the mean of the neighborhood pixels in a window ($\text{dim}(x_i) = 200$) per spectral channel or 2) using the mean and standard deviation of the neighborhood pixels in a window per spectral channel ($\text{dim}(x_i) = 400$). Inclusion of higher order moments or cumulants did not improve the results in our case study. The window size was varied between $3 \times 3$ and $9 \times 9$ pixels in the training set.

B. Model Comparison

Table 1 shows the validation results of several classifiers for both images. We include results from six kernel classifiers: spec-

1http://dynamo.ecn.purdue.edu/~biehl/MultiSpec/documentation.html
TABLE I

OVERALL ACCURACY, OA[%, and KAPPA STATISTIC, κ, ON THE VALIDATION SETS OF THE SUBSET AND WHOLE SCENES FOR DIFFERENT SPATIAL AND SPECTRAL CLASSIFIERS. THE BEST SCORES FOR EACH CLASS ARE HIGHLIGHTED IN BOLDFACE FONT. THE OA[%, THAT ARE STATISTI- 
CALLY DIFFERENT (AT 95% CONFIDENCE LEVEL, AS TESTED THROUGH PAIRED 
WILCOXON RANK SUM TEST) FROM THE BEST MODEL ARE UNDERLINED.

<table>
<thead>
<tr>
<th>classifier</th>
<th>SUBSET SCENE</th>
<th>WHOLE SCENE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA[%,</td>
<td>κ</td>
</tr>
<tr>
<td>Spectral classifiers*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euclidean [15]</td>
<td>67.43</td>
<td>48.23</td>
</tr>
<tr>
<td>BL.OOC + DAFE + ECHO [15]</td>
<td>93.50</td>
<td>82.91</td>
</tr>
<tr>
<td>K&lt;sub&gt;c&lt;/sub&gt; [7]</td>
<td>95.90</td>
<td>87.30</td>
</tr>
<tr>
<td>K&lt;sub&gt;c&lt;/sub&gt; developed in this paper</td>
<td></td>
<td>95.10</td>
</tr>
<tr>
<td>Spatial-spectral classifiers</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt;</td>
<td>93.44</td>
<td>0.92</td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt; (x,x&lt;sub&gt;0&lt;/sub&gt;)</td>
<td>97.12</td>
<td>0.96</td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt; + (1 - μ)K&lt;sub&gt;c&lt;/sub&gt;</td>
<td>97.43</td>
<td>0.97</td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt; + K&lt;sub&gt;s&lt;/sub&gt; (x,x&lt;sub&gt;0&lt;/sub&gt;)</td>
<td>97.44</td>
<td>0.97</td>
</tr>
<tr>
<td>Mean and standard deviation†</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt;</td>
<td>94.86</td>
<td>0.96</td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt; (x,x&lt;sub&gt;0&lt;/sub&gt;)</td>
<td>98.23</td>
<td>0.97</td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt; + K&lt;sub&gt;s&lt;/sub&gt; (x,x&lt;sub&gt;0&lt;/sub&gt;)</td>
<td>98.26</td>
<td>0.98</td>
</tr>
<tr>
<td>K&lt;sub&gt;s&lt;/sub&gt; + (1 - μ)K&lt;sub&gt;c&lt;/sub&gt;</td>
<td>98.86</td>
<td>0.98</td>
</tr>
</tbody>
</table>

* One difference with the data and results reported in [15] is that they studied the scene using 17 classes (Soybean-noill was split into two classes) whereas we used 16 classes. Also note that the use of the LOOC algorithm instead of the BLOOC algorithm could improve performance, as proposed in [23], [24]. Differences between the obtained accuracies reported in [7] and the present analysis could be due to the random sample selection, however they are not statistically significant.† Note that by using mean and standard deviation features, K<sub>s</sub> ≠ K<sub>c</sub> and thus no cross kernels (K<sub>s</sub> or K<sub>c</sub>) can be constructed.

Fig. 1. Classification results in the subset image. (a) Labeled scene and classification maps using (b) the contextual kernel K<sub>c</sub> (window size: 7 x 7), (c) spectral kernel K<sub>s</sub>, and (d) weighted summation kernel (μK<sub>s</sub> + (1 - μ)K<sub>c</sub>, μ = 0.2, window size: 7 x 7).

Fig. 2. Classification results in the whole image. (a) Labeled scene and classification maps using (b) the contextual kernel K<sub>c</sub> (window size: 5 x 5), (c) spectral kernel K<sub>s</sub>, and (d) weighted summation kernel (μK<sub>s</sub> + (1 - μ)K<sub>c</sub>, μ = 0.4, window size: 5 x 5).

(11%) increase versus 4% in the subset image) since the spatial variability of the spectral signature was reduced, and classifiers take advantage of the spatial correlation to enhance their accuracy by correctly identifying neighboring classes.

Additionally, as can be observed, there is superior performance of cross-information and weighted summation kernels with respect to the usual stacked approach. This behavior is more noticeable in the case of the whole scene and high input space dimension (using the first two moments). The latter is a clear shortcoming of the stacked kernel approach since the risk of overfitting arises as the number of extracted features (input dimension) increases. Finally, it is also worth noting that, as the textural extraction method is refined (extracting the first two
momenta), the classification accuracy increases, which, in turn, demonstrates the robustness of kernel classifiers to high input space dimension. This property of kernel machines could be exploited to develop stacked-based classifiers that are constrained to a moderate number of extracted spatial features.

The good numerical and statistical results obtained can be assessed by observing the best classified images in Figs. 1 and 2. It is worth noting that narrow interclass boundaries are smoothed and better discerned with the inclusion of composite kernels. Finally, two relevant issues should be highlighted from the obtained results: 1) optimal \( \mu \) and window size seem to act as efficient alternative tradeoff parameters to account for the textural information (\( \mu = 0.2 \) and \( 7 \times 7 \) for the subset image, \( \mu = 0.4 \) and \( 5 \times 5 \) for the whole image), and 2) results have been significantly improved without considering any feature selection step previous to model development. These findings should be further explored in more applications and scenarios. In conclusion, composite kernels offer excellent performance for the classification of hyperspectral images by simultaneously exploiting both the spatial and spectral information.

VI. CONCLUSION

We have presented a full framework of composite kernels for hyperspectral image classification, which efficiently combines contextual and spectral information. This approach opens a wide range of further developments in the context of Mercer’s kernels for hyperspectral image classification. For instance, tuning the \( \mu \) parameter as a function of prior knowledge on class distribution could be considered.

Our immediate future work is tied to the use of other kernel distances, such as the Spectral Angle Mapper [24], and more sophisticated texture techniques for describing the spatial structure of the classes, such as Gabor filters, Markov random fields, and cooccurrence matrices [25].
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