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Abstract9

Following the homotopic dictum, we define the set of second-order paths, i.e., paths on paths,10

associated with a second-order rewriting system and equip it with a structure of partial algebra, a11

structure of category, and a structure of Artinian ordered set. Next, we consider an extension of the12

signature associated with the second-order rewriting system and we associate each second-order path13

with a term in the extended signature. This constitutes a second-order Curry-Howard type mapping.14

After that we prove that a refined quotient of the set of second-order paths by the kernel of the15

second-order Curry-Howard mapping is equipped with a structure of partial algebra, a structure16

of 2-category, and a structure of Artinian preordered set. Following this we identify a subquotient17

of the free term algebra in the extended signature that is isomorphic to the algebraic, categorical,18

and ordered structures on the quotient of second-order paths. This constitutes a second-order19

Curry-Howard type isomorphism. Additionally, we prove that these two structures are isomorphic20

to the free partial algebra on second-order paths in a variety of partial algebras for the extended21

signature.22
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1 Introduction28

In the first part of [9] we introduced PthA the set of paths associated with a rewriting system29

A = (Σ, X, A) and equipped it with a structure of partial ΣA-algebra, a structure of category,30

and a structure of Artinian ordered set. We associated each path in PthA with a term in31

TΣA(X). This constituted a Curry-Howard type mapping [10, 17]. After that we proved32

that the quotient [PthA] is equipped with a structure of partial ΣA-algebra, a structure33

of category, and a structure of Artinian ordered set. Following this we identified [PTΣA ],34

a subquotient of TΣA(X), that is isomorphic to the algebraic, categorical, and ordered35

structures on [PthA]. This constituted a Curry-Howard type isomorphism. Additionally, we36

proved that these two structures are isomorphic to TEA(PthA), the free partial ΣA-algebra37

in PAlg(EA), a variety of partial algebras.38

What we present here is the second part of the ongoing project presented in [9]. This39

time, we delve into second-order rewriting systems and second-order paths, exploring how to40

establish a second-order Curry-Howard type result. This work is the preliminary development41

of a theory aimed at defining the notions of higher-order many-sorted rewriting systems and42

higher-order many-sorted categorial algebras and investigating the relationship between them43
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23:2 Second-order rewriting systems

through higher-order many-sorted Curry-Howard isomorphisms. The interested reader can44

consult all the proofs presented in this article in [9]. Next to each result, the reader will find45

the corresponding reference. The notation from the first part will be assumed. Recall that46

our work is framed in the study of syntactic derivation systems in the context of many-sorted47

algebras. Nevertheless, to facilitate comprehension, in this paper we have opted to present48

the single-sorted version of our findings. The only prerequisites for reading this work are49

familiarity with category theory [16, 18], universal algebra [1, 4, 5, 6, 7, 14, 15, 15, 21, 22, 24],50

the theory of ordered sets [2, 11] and set theory [3, 13]. For historical roots of rewriting51

theory we refer to [12, 19, 20, 23].52

2 First-order translations53

For the many-sorted partial ΣA-algebra TΣA(X), we introduce the concepts of elementary54

first-order translation and of first-order translation respect to it.55

▶ Definition 1. We will denote by Etl(TΣA(X)) the subset of Hom(TΣA(X), TΣA(X))56

defined as follows: for every mapping T (1) ∈ Hom(TΣA(X), TΣA(X)), T (1) ∈ Etl(TΣA(X))57

if and only if one of the following conditions holds58

1. There is a natural number n ∈ N − 1, an index k ∈ n, an n-ary operation symbol σ ∈ Σn,59

a family of paths (Pj)j∈k ∈ Pthk
A and a family of paths (Pl)l∈n−(k+1) ∈ Pthn−(k+1)

A such60

that, for every P ∈ TΣA(X)61

T (1)(P ) = σTΣA (X)(CH(1)(P0), . . . , CH(1)(Pk−1), P, CH(1)(Pk+1), . . . , CH(1)(Pn−1));62

2. There is a path P ∈ PthA such that, for every P ∈ TΣA(X),63

T (1)(P ) = P ◦0TΣA (X) CH(1)(P) or T (1)(P ) = CH(P) ◦0TΣA (X) P.64

We will sometimes add an underlined space to denote where the variable will be placed.65

In the first case we will say that T (1) is of type σ, while in the second case we will say that66

T (1) is of type ◦0. We will call the elements of Etl(TΣA(X)) the first-order elementary67

translations for TΣA(X).68

We will denote by Tl(TΣA(X)) the subset of Hom(TΣA(X), TΣA(X)) defined as follows:69

for every mapping T (1) ∈ Hom(TΣA(X), TΣA(X)), T (1) ∈ Tlt(TΣA(X)) if and only if70

there is an m ∈ N − 1 and a family (T (1)
j )j∈m of first-order elementary translations in71

Etl(TΣA(X))m for which T (1) = T
(1)
m−1 ◦ · · · ◦ T

(1)
0 . We will call the elements of Tl(TΣA(X))72

the first-order translations for TΣA(X). The notions of prefix, height and type of a first-order73

translation is defined as in the first part. Besides the mapping idTΣA (X) will be viewed as an74

element of Tl(TΣA(X)).75

The following results will be useful to justify the definition of second-order paths.76

▶ Lemma 2 (Lemma 17.0.3). Let T (1) be a first-order translation in Tl(TΣA(X)) and M, N77

path terms in PTA such that (ip(1,X)@(M), ip(1,X)@(N)) ∈ Ker(sc(0,1)) ∩ Ker(tg(0,1)). Then78

1. T (1)(M) is a path term in PTA if, and only if, T (1)(N) is a path term in PTA;79

2. If either T (1)(M) or T (1)(N) is a path term in PTA, then80

(ip(1,X)@(T (1)(M)), ip(1,X)@(T (1)(N))) ∈ Ker(sc(0,1)) ∩ Ker(tg(0,1)).81

▶ Proposition 3 (Prop. 17.0.4). Let T (1) be a first-order translation in Tl(TΣA(X)) and82

P, P ′ path terms in PTA such that (P, P ′) ∈ Θ[1]. If either T (1)(P ) or T (1)(P ′) is a path83

term in PTA, then (T (1)(P ), T (1)(P ′)) ∈ Θ[1].84
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3 Second-order paths on path term classes85

In this section we begin by defining the notion of second-order rewriting system.86

▶ Definition 4. A second-order rewriting system is an ordered quadruple (Σ, X, A, A(2)),87

often abbreviated to A(2), where (Σ, X, A) is a rewriting system, and, for the signature ΣA,88

A(2) a subset of Rwr(ΣA, X), the set of second-order rewrite rules with variables in X, i.e.,89

{([M ], [N ]) ∈ [PTA]2 | (ip(1,X)@(M), ip(1,X)@(N)) ∈ Ker(sc(0,1)) ∩ Ker(tg(0,1))},90

We will call the elements of Rwr(ΣA, X) second-order rewrite rules of type X and we will91

denote them with lowercase Euler fraktur letters with the superscript (2), indicating the order,92

with or without subscripts, e.g., p(2), p(2)
i , q(2), q(2)

i , etc.93

We next define the notion of second-order path in A(2) from a path term class to another.94

▶ Definition 5. Let [P ]s, [Q]s be path term classes in [PTA] and m ∈ N. Then a second-order95

m-path in A(2) from [P ] to [Q] is an ordered triple P(2) = (([Pi])i∈m+1, (p(2)
i )i∈m, (T (1)

i )i∈m)96

in [PTA]m+1 × (A(2))m × Tl(TΣA(X))m, such that97

1. [P0] = [P ], [Pm]s = [Q], and,98

2. for every i ∈ m, if p(2)
i = ([Mi], [Ni]), then T

(1)
i (Mi) ∈ [Pi] and T

(1)
i (Ni) ∈ [Pi+1].99

That is, at each step i ∈ m, we consider a second-order rewrite rule p
(2)
i and a first-order100

translation of sort T
(1)
i for TΣA(X) and we require that the translation by T

(1)
i of Mi is in101

[Pi], whilst the translation by T
(1)
i of Ni is in [Pi+1]. In this regard, let us recall that, by102

Lemma 2, the condition on the (0, 1)-source and (0, 1)-target we have imposed in Definition 4103

guarantees that the values of the first-order translations will always be path terms. Moreover,104

according to Proposition 3, ultimately, it does not matter which representative term we use.105

These second-order paths will be variously depicted as P(2) : [P ] =⇒ [Q], or106

P(2) : [P0]
(p(2)

0 ,T
(1)
0 )

=======⇒ [P1]
(p(2)

1 ,T
(1)
1 )

=======⇒ . . . [Pm−2]
(p(2)

m−2,T
(1)
m−2)

=========⇒ [Pm−1]
(p(2)

m−1,T
(1)
m−1)

=========⇒ [Pm]107

For every i ∈ m, we will say that [Pi+1] is (p(2)
i , T

(1)
i )-directly derivable or, when no108

confusion can arise, directly derivablefrom [Pi]. For every i ∈ m + 1, the path term class109

[Pi] will be called a 1-constituent of the second-order m-path P(2). The path term class [P0]110

will be called the ([1], 2)-source of the second-order m-path P(2), whilst the path term class111

[Pm] will be called the ([1], 2)-target. We will say that P(2) is a second-order path from [P0]112

to [Pm]. The length of a second-order m-path P(2) in A(2), denoted by |P(2)|, is m and we113

will say that P(2) has m steps. If P(2) = 0, then we will say that P(2) is a (2, [1])-identity114

second-order path. This happens if, and only if, there exists a path term class [P ] in [PTA]115

such that P = (([P ]), λ, λ), identified to ([P ], λ, λ), where, by abuse of notation, we have116

written (λ, λ) for the unique element of (A(2))0 × Tl(TΣA(X))0. This path will be called117

the (2, [1])-identity second-order path on [P ]. If |P(2)| = 1, then we will say that P(2) is a118

one-step second-order path. We will denote by PthA(2) the set of all possible second-order119

paths in A(2). We define the mappings120

1. ip(2,X) the mapping from X to PthA(2) that sends x ∈ X to ([η(1,X)(x)], λ, λ); by121

2. ech(2,A) the mapping from A to PthA(2) that sends p ∈ A to ([η(1,A)(p)], λ, λ); by122

3. sc([1],2) the mapping that sends a second-order path to its ([1], 2)-source; by123

4. tg([1],2) the mapping that sends a second-order path to its ([1], 2)-target; and by124

5. ip(2,[1])♯ the mapping that sends a path term class [P ] to ([P ], λ, λ).125

These mappings are depicted in the diagram of Figure 1a.126
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We next define the partial operation of 1-composition of paths.127

▶ Definition 6. Let P(2), Q(2) be second-order paths in PthA(2) such that128

sc([1],2)(Q(2)) = tg([1],2)(P(2)).129

Then the 1-composite of P(2) and Q(2), denoted by Q(2) ◦1 P(2), is the concatenation of130

the respective sequences. When defined, Q(2) ◦1 P(2) is a second-order path in A(2) from131

sc([1],2)(P(2)) to tg([1],2)(Q(2)). Moreover, when defined, the partial operation of 1-composition132

is associative and, for every path term class [P ] ∈ [PTA], the ([2], 1)-identity second-order133

path on [P ] is, when defined, a neutral element for the operation of 1-composition. The above134

definition gives rise to a category whose objects are path term classes in [PTA] and whose135

morphisms are second-order paths P(2) between path term classes.136

We next define the notion of subpath of a second-order path.137

▶ Definition 7. Let m ∈ N, and k, l ∈ m with k ≤ l. Let P(2) be a second-order m-path in138

PthA(2) . We denote by P(2),k,l the subpath of P(2) beginning at position k and ending at139

position l + 1.140

We introduce the notion of second-order echelon, a key concept in the development of141

our theory.142

▶ Definition 8. We denote by ech(2,A(2)) the mapping from A(2) to PthA(2) defined as follows:143

ech(2,A(2))
{

A(2) −→ PthA(2)

p(2) = ([M ], [N ]) 7−→ (([M ], [N ]), p(2), idTΣA (X))
144

This mapping associates to each second-order rewrite rule p(2) = ([M ], [N ]) in A(2) the145

one-step second-order path from [M ] to [N ] that uses the second-order rewrite rule p(2) in146

the identity translation. This definition is sound because (1) idTΣ(X)(M) ∈ [M ] and (2)147

idTΣ(X)(N) ∈ [N ]. We will call ech(2,A(2))(p(2)) the second-order echelon associated to p(2).148

Moreover, we will say that a second-order path P(2) ∈ PthA(2) is a second-order echelon if149

there exists a second-order rewrite rule p(2) ∈ A(2) such that ech(2,A(2))(p(2)) = P(2). Finally,150

we will say that a second-order path P(2) is echelonless if |P(2)| ≥ 1 and none of its one-step151

subpaths is a second-order echelon.152

From the above it follows that the first-order translations of an echelonless second-order153

path must be non-identity translations. We next introduce the notion of a head-constant154

echelonless second-order path.155

▶ Definition 9. Let P(2) =
(

([Pi])i∈m+1, ((p(2)
i )i∈m, (T (1)

i )i∈m

)
be an echelonless second-156

order path in PthA(2) . We will say that P(2) is a head-constant echelonless second-order157

path if (T (1)
i )i∈m, the family of first-order translations occurring in it, have the same type,158

i.e., they are associated to the same operation symbol.159

Unlike in the first part of this work, an echelonless second-order path does not necessarily160

goes across head-constant families of first-order translations. This is shown in Example 41.161

We next introduce the notion of coherent head-constant echelonless second-order path.162

▶ Definition 10. Let m ∈ N − 1 P(2) be a head-constant echelonless second-order m-path in163

PthA(2) of the form P(2) =
(

([Pi]s)i∈m+1, (p(2)
i )i∈m, (T (1)

i )i∈m

)
where, for a unique n ∈ N164
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and a unique n-ary operation symbol τ ∈ ΣA
n , the family (T (1)

i )i∈m is a family of first-order165

translations of type τ . That is,166

T
(1)
i = τTΣA (X)(CH(1)(Pi,0), · · · , CH(1)(Pi,ki−1), T

(1)′

i , CH(1)(Pi,ki+1), · · · , CH(1)(Pi,n−1)).167

Assume that, for every i ∈ m, the second-order rewrite rule p
(2)
i is given by ([Mi], [Ni]).168

Hence, for every i ∈ m, T
(1)
i (Mi) ∈ [Pi] and T

(1)
i (Ni) ∈ [Pi+1] In particular, for every169

i ∈ m − 1, [T (1)
i (Ni)] = [T (1)

i+1(Mi+1)]. That is, the following equality holds170

171

[τTΣA (X)(CH(1)(Pi,0), · · · , T
(1)′

i (Ni), · · · , CH(1)(Pi,n−1))]172

= [τTΣA (X)(CH(1)(Pi+1,0), · · · , T
(1)′

i+1 (Mi+1), · · · , CH(1)(Pi+1,n−1))].173
174

We will say that P(2) is coherent if, for every i ∈ m − 1, from the above equality, we can175

derive the following n equalities176

[CH(1)(Pi,0)] = [CH(1)(Pi+1,0)], · · · [T (1)′

i (Ni)] = [CH(1)(Pi+1,ki
)],177

[CH(1)(Pi,ki+1)] = [T (1)′

i+1 (Mi+1)] · · · [CH(1)(Pi,n−1)] = [CH(1)(Pi+1,n−1)].178
179

Example 41 illustrates two head-constant echelonless second-order paths: one exhibiting180

coherence, while the other does not. For a coherent head-constant echelonless second-order181

path, we propose a process of second-order path extraction. We will refer to it as the182

secod-order path extraction algorithm.183

▶ Lemma 11 (Lemma 18.1.9). Let P(2) = (([Pi])i∈m+1, (p(2)
i )i∈m, (T (2)

i )i∈m) be coherent184

head-constant echelonless second-order path in PthA(2) . Let τ be the unique n-ary operation185

symbol in ΣA
n for which each of the first-order translations of the family (Ti)i∈m is of type186

τ . Then there exists a unique pair ((mj)j∈n, (P(2)
j )j∈n) ∈ Nn × Pthn

A(2) such that, for every187

j ∈ n, P(2)
j is a second-order mj-path in PthA(2) and there exists a unique bijective mapping188

i :
∐

j∈n mj −→ m such that, for every (j, k) in
∐

j∈n mj, p(2)
j,k = p

(2)
i(j,k).189

3.1 Algebraic structure on PthA(2)190

The next proposition states that every 1-constituent that traverses a second-order path, when191

interpreted as a path by means of the ip(1,x)@, have the same (0, 1)-source and (0, 1)-target.192

▶ Proposition 12 (Prop. 19.2.3). Let m ∈ N and P(2) a second-order m-path in A(2) of the193

form P(2) = (([Pi])i∈m+1, (p(2)
i )i∈m, (T (1)

i )i∈m). Then, for every i, j ∈ m + 1, we have that194

(ip(1,X)@(Pi), ip(1,X)@(Pj)) ∈ Ker(sc(0,1)) ∩ Ker(tg(0,1)).195

The last proposition justifies the definition of the (0, 2)-source and the (0, 2)-target of a196

second-order path. We will also introduce the (2, 0)-identity second-order path on a term.197

▶ Definition 13. We will denote by198

1. sc(0,2) the mapping sc(0,[1]) ◦ ip([1],X)@ ◦ sc([1],2) from PthA(2) to TΣ(X); by199

2. tg(0,2) the mapping tg(0,[1]) ◦ ip([1],X)@ ◦ tg([1],2) from PthA(2) to TΣ(X); and by200

3. ip(2,0)♯ the mapping ip(2,[1])♯ ◦ CH[1] ◦ ip([1],0)♯ from TΣ(X) to PthA(2) .201

These mappings are depicted in the diagram of Figure 1a.202

We next define a structure of partial ΣA-algebra in the set PthA(2) .203

CVIT 2016
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▶ Proposition 14 (Prop. 19.2.10). The set PthA(2) is equipped with a structure of partial204

ΣA-algebra.205

Proof. Let us denote by PthA(2) the partial ΣA-algebra defined on PthA(2) as follows. For206

every n-ary operation symbol σ ∈ Σn, the operation σPthA(2) , from Pthn
A(2) to PthA(2) ,207

assigns to a family of second-order paths (P(2)
j )j∈n ∈ Pthn

A(2) the second-order path208

σPthA(2) ((P(2)
j )j∈n), defined in a similar way as in the first part. For every rewrite rule p ∈ A,209

we define pPthA(2) to be equal to ech(2,A)(p), i.e., the (2, [1])-identity second-order path on210

[pPTA ]. The 0-source operation symbol sc0 is interpreted as the unary operation, from211

PthA(2) to PthA(2) , that maps a second-order path P(2) in PthA(2) to ip(2,0)♯(sc(0,2)(P(2))),212

the (2, 0)-identity second-order path on the (0, 2)-source of P(2). The interpretation of213

the 0-target operation symbol is defined analogously. We will focus our attention on the214

interpretation of ◦0, the 0-composition operation symbol, as a partial binary operation on215

PthA(2) . For two second-order paths of the form P(2) = (([Pi])i∈m1+1, (p(2)
i )i∈m1 , (T (1)

i )i∈m1),216

and Q(2) = (([Qj ])j∈m2+1, (q(2)
j )j∈m2 , (U (1)

j )j∈m2), its 0-composition, defined whenever217

sc(0,2)(Q(2)) = tg(0,2)(P(2)), is given by the second-order m-path in A(2) given by218

Q(2) ◦0PthA(2) P(2) = (([Rk])k∈m+1, (r(2)
k )k∈m(V (1)

k )k∈m),219

where m = m1 + m2, and220

[Rk] =
{

[Q0 ◦0PTA Pk],
[Qk−m1 ◦0PTA Pm1 ],

if k ∈ m1 + 1;
if k ∈ [m1 + 1, m + 1],221

r
(2)
k =

{
p

(2)
k ,

q
(2)
k−m1

,

if k ∈ m1;
if k ∈ [m1, m],222

V
(1)

k =
{

CH(1)(ip(1,X)@(Q0)) ◦0PTA T
(1)
k ,

U
(1)
k−m1

◦0PTA CH(1)(ip(1,X)@(Pm1)),
if k ∈ m1;
if k ∈ [m1, m], ◀

223

224

It can be shown that Q(2) ◦0PthA(2) P(2) is a path in A(2) of the form225

Q(2)◦0PthA(2)P(2) : sc([1],2)(Q(2))◦0[PTA]sc([1],2)(P(2)) =⇒ tg([1],2)(Q(2))◦0[PTA]tg([1],2)(P(2)).226

Moreover, if Q(2) or P(2) is a non-(2, [1])-identity second-order path, then Q(2) ◦0PthA(2) P(2)
227

is an coherent head-constant echelonless second-order path. Furthermore, the second-order228

path extraction algorithm applied to it retrieves P(2) and Q(2). Let us note that the set229

ip(2,[1])♯[[PTA]], of (2, [1])-identity second-order paths, becomes a partial ΣA-subalgebra230

of PthA(2) in the QE-variety PAlg(EA), the mappings sc([1],2) and tg([1],2) become ΣA-231

homomorphisms and the mapping ip(2,[1])♯ is a ΣA-homomorphism that can be obtained by232

the universal property of TΣ(X) on ip(2,[1]), see Figure 1a.233

3.2 Order structure on PthA(2)234

In this subsection we define on PthA(2) an Artinian order, which will allow us to justify both235

proofs by Artinian induction and definitions by Artinian recursion.236

▶ Definition 15. We let ≺PthA(2) denote the binary relation on PthA(2) consisting of the237

ordered pairs (Q(2),P(2)) ∈ Pth2
A(2) for which one of the following conditions holds238

1. P(2) and Q(2) are (2, [1])-identity second-order paths of the form P(2) = ip(2,[1])♯([P ]) and239

Q(2) = ip(2,[1])♯([Q]) for some path term classes [P ], [Q] ∈ [PTA], and [Q] <[PTA] [P ],240

where ≤[PTA] is the Artinian partial order introduced in the first part of this work.241
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2. P(2) is a second-order path of length m strictly greater than one containing at least one242

second-order echelon, and if its first second-order echelon occurs at position i ∈ m, then243

a. if i = 0, then Q(2) is equal to P(2),0,0 or P(2),1,m−1,244

b. if i > 0, then Q(2) is equal to P(2),0,i−1 or P(2),i,m−1;245

3. P(2) is an echelonless second-order path, then246

a. if P(2) is not head-constant, then let i ∈ m be the maximum index for which P(2),0,i is247

a head-constant second-order path, then Q(2) is equal to P(2),0,i or P(2),i+1,m−1;248

b. if P(2) is head-constant but not coherent, then let i ∈ m be the maximum index for which249

P(2),0,i is a coherent second-order path, then Q(2) is equal to P(2),0,i or P(2),i+1,m−1;250

c. if P(2) is head-constant and coherent then Q(2) is one of the second-order paths we251

can extract from P(2) in virtue of Lemma 11.252

We will denote by ≤PthA(2) the reflexive and transitive closure of ≺PthA(2) , i.e., the253

preorder on PthA(2) generated by ≺PthA(2) .254

For the preordered set (PthA(2) , ≤PthA(2) ) it can be shown that the minimal elements are255

the (2, [1])-identity second-order paths on minimal elements in PTA, i.e., variables, constants,256

and echelons, and the second-order echelons. The most important feature of this relation is257

that it is antisymmetric and there is not any strictly decreasing ω0-chain.258

▶ Proposition 16 (Prop. 20.0.14). (PthA(2) , ≤PthA(2) ) is an Artinian ordered set.259

4 The second-order Curry-Howard mapping260

In this section we define a new signature, the categorial signature determined by A(2).261

▶ Definition 17. The categorial signature determined by A(2) on Σ, denoted by ΣA(2) , is262

the signature defined, for every n ∈ N, as follows:263

ΣA(2)

n =


Σn, if n ̸= 0, 1, 2;
Σ0 ⨿ A ⨿ A(2), if n = 0;
Σ1 ⨿ {sc0, tg0, sc1, tg1}, if n = 1;
Σ2 ⨿ {◦0, ◦1}, if n = 2.

264

That is, ΣA(2) is the expansion of ΣA obtained by adding, (1) as many constants as there265

are second-order rewrite rules in A(2), (2) two unary operation symbols sc1 and tg1, which266

will be interpreted as total unary operations, and (3) a binary operation symbol ◦1 which will267

be interpreted as a partial operation.268

Let η(2,X) denote the standard insertion of generator from X to TΣA(2) (X). This extension269

allows us to view all terms in TΣ(X) and terms in TΣA(X) as terms in TΣA(2) (X). Let η(2,0)♯
270

and η(2,1)♯ denote the embedding from, respectively TΣ(X) and TΣA(X), to TΣA(2) (X).271

Furthermore, every rewrite rule in A and every second-order rewrite rule in A(2) can also272

be seen as a constant in TΣA(2) (X). Let η(2,A) and η(2,A(2)) denote the embedding from,273

respectively A and A(2), to TΣA(X), see Figure 1a.274

We next show that the set PthA(2) has a natural structure of partial ΣA(2)-algebra.275

▶ Proposition 18 (Prop. 21.1.1). The set PthA(2) is equipped with a structure of partial276

ΣA(2)-algebra.277
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Proof. Let us denote by PthA(2) the partial ΣA(2) -algebra defined on PthA(2) as follows. The278

operations from ΣA are defined as in Proposition 14. Every constant operation symbol p(2) ∈279

A(2) is interpreted as the second-order echelon ech(2,A(2))(p(2)) introduced in Definition 8.280

The 1-source operation symbol is interpreted as the unary operation that maps a second-order281

path P(2) in PthA(2) to the (2, [1])-identity second-order path ip(2,[1])♯(sc([1],2)(P(2))), see282

Definition 5. The 1-target is interpreted analogously. The 1-composition is the partial283

operation defined in Proposition 6. ◀284

The previous results, will allow us to consider paths in the second-order rewriting system285

A(2) as terms relative to ΣA(2) and X. To do this, we will define, by Artinian recursion, a286

mapping from PthA(2) to TΣA(2) (X). In this way, every second-order path in A(2) will be287

denoted by a term in TΣA(2) (X). To stress this situation we will refer to this mapping as288

the second-order Curry-Howard mapping and we will denote it by CH(2).289

▶ Definition 19. The second-order Curry-Howard mapping is CH(2) : PthA(2) −→ TΣA(2) (X)290

defined by Artinian recursion on (PthA(2) , ≤PthA(2) ) as follows.291

Base step of the Artinian recursion.292

Let P(2) be a minimal element of (PthA(2) , ≤PthA(2) ). Then, P(2) is either (1) an293

(2, [1])-identity second-order path or (2) a second-order echelon.294

If (1), then P(2) = ip(2,[1])♯([P ]) for some path term class [P ] in [PTA]. we define295

CH(2)(P(2)) to be the term in TΣA(2) (X) given by the lift of the original Curry-Howard map-296

ping applied to the interpretation as a path of its defining path term class, i.e., CH(2)(P(2)) =297

η(2,1)♯(CH(1)(ip([1],X)@([P ]))).298

If (2), if P(2) is a second-order echelon associated to a second-order rewrite rule p(2) then299

we define CH(2)(P(2)) = p
(2)T

ΣA(2) (X) .300

Inductive step of the Artinian recursion.301

Let P(2) be a non-minimal element of (PthA(2) , ≤PthA(2) ) We can assume that P(2) is302

not a (2, [1])-identity second-order path, since those second-order paths already have an image303

for the second-order Curry-Howard mapping. Let us suppose that, for every second-order304

path Q(2) ∈ PthA(2) , if Q(2) <PthA(2) P(2), then the value of the second-order Curry-Howard305

mapping at Q(2) has already been defined.306

We have that P(2) is either (1) a second-order path of length m strictly greater than one307

containing at least one second-order echelon or (2) an echelonless second-order m-path.308

If (1), let i ∈ m be the first index for which the one-step subpath P(2),i,i of P(2) is a309

second-order echelon. We consider different cases for i according to Definition 15.310

If i = 0, we have that the second-order paths P(2),0,0 and P(2),1,m−1 ≺PthA(2) -precede the311

second-order path P(2). We set CH(2)(P(2)) = CH(2)(P(2),1,m−1)◦1T
ΣA(2) (X) CH(2)(P(2),0,0).312

If i ̸= 0, we have that the second-order paths P(2),0,i−1 and P(2),i,m−1 ≺PthA(2) -precede the313

second-order path P(2). We set CH(2)(P(2)) = CH(2)(P(2),i,m−1)◦1T
ΣA(2) (X)CH(2)(P(2),0,i−1).314

If (2), i.e., if P(2) is an echelonless second-order path in PthA(2) . It could be the case315

that (2.1) P(2) is not head-constant. Then let i ∈ m be the maximum index for which the316

subpath P(2),0,i of P(2) is a head-constant, echelonless second-order path. Note that the317

second-order pairs P(2),0,i and P(2),i+1,m−1 ≺PthA(2) -precede the second-order path P(2). We318

set CH(2)(P(2)) = CH(2)(P(2),i+1,m−1) ◦1T
ΣA(2) (X) CH(2)(P(2),0,i).319

Therefore we are left with the case of P(2) being a head-constant echelonless second-order320

path. It could be the case that (2.2) P(2) is not coherent. Then let i ∈ m be the maximum321

index for which the subpath P(2),0,i of P(2) is a coherent head-constant echelonless second-322
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order path. Note that the pairs P(2),0,i and P(2),i+1,m−1 ≺PthA(2) -precede the second-order323

path P(2). We set CH(2)(P(2)) = CH(2)(P(2),i+1,m−1) ◦1T
ΣA(2) (X) CH(2)(P(2),0,i).324

Therefore we are left with the case (2.3) of P(2) being a coherent head-constant echelonless325

second-order path. Under this setting, the conditions for the second-order extraction algorithm,326

that is, Lemma 11 are fulfilled. Then there exists a unique n ∈ N and a unique n-ary operation327

symbol τ ∈ ΣA
n associated to P(2). Let (P(2)

j )j∈n be the family of second-order paths in Pthn
A(2)328

which we can extract from P(2). We set CH(2)(P(2)) = τ
T

ΣA(2) (X)((CH(2)(P(2)
j ))j∈n).329

It can be shown that the second-order Curry-Howard mapping is a Σ-homomorphism.330

However, it is not a ΣA-homomorphism, much less a ΣA(2)-homomorphism. It is enough331

to consider the case of identity second-order paths. However, as it was the case in the332

first part of this work, the study of its kernel proves to be interesting. In general, it can333

be shown that for a pair of second-order paths in Ker(CH(2)), their length, ([1], 2)-source334

and ([1], 2)-target are equal. The most interesting property of the mapping CH(2) is that335

its kernel, Ker(CH(2)), is a closed ΣA(2)-congruence on PthA(2) . This proof is achieved by336

induction on (PthA(2) , ≤Pth(2)
A

).337

▶ Proposition 20 (Prop. 22.1.1). Ker(CH(2)) is a closed ΣA(2)-congruence on the partial338

ΣA(2)-algebra PthA(2) .339

4.1 The quotient of second-order paths340

The last results opens up a new object of study, the quotient of second-order paths by341

Ker(CH(2)). However, in contrast to the first part, this is not the ultimate interesting object342

of study, since the corresponding quotient is not a 2-category. This is due to the fact that343

the 0-composition does not behave accordingly. To surpass this problem, we consider a new344

congruence.345

▶ Definition 21. We define Υ(1) to be the relation on PthA(2) consisting exactly of the346

following pairs of second-order paths347

1. For every second-order path P(2), (P(2),P(2) ◦0PthA(2) sc0PthA(2) (P(2))) ∈ Υ(1);348

2. For every second-order path P(2), (P(2), tg0PthA(2) (P(2)) ◦0PthA(2) P(2)) ∈ Υ(1);349

3. For every second-order paths P(2),Q(2),R(2) in PthA(2) with sc(0,2)(R(2)) = tg(0,2)(Q(2))350

and sc(0,2)(Q(2)) = tg(0,2)(R(2)), then351

(R(2) ◦0PthA(2) (Q(2) ◦0PthA(2) P(2)), (R(2) ◦0PthA(2) Q(2)) ◦0PthA(2) P(2)) ∈ Υ(1);352

4. For every n ∈ N and every n-ary operation symbol σ ∈ Σn, for every two families of353

second-order paths (P(2)
j )j∈n and (Q(2)

j )j∈n in Pthn
A(2) satisfying that, for every j ∈ n,354

sc(0,2)(Q(2)
j ) = tg(0,2)(P(2)

j ), then355

(σPthA(2) ((Q(2)
j ◦0PthA(2)P

(2)
j )j∈n), σPthA(2) ((Q(2)

j )j∈n)◦0PthA(2) σPthA(2) ((P(2)
j )j∈n)) ∈ Υ(1).356

Finally, we denote by Υ[1] the smallest ΣA(2)-congruence on PthA(2) containing Υ(1).357

In this subsection we study Ker(CH(2))∨Υ[1], the supremum of the two ΣA(2) -congruences,358

Ker(CH(2)) and Υ[1], defined on PthA(2) . For simplicity, the quotient will be denoted359

by JPthA(2)K. Following this simplification the equivalence class of a second-order path360

P(2) ∈ PthA(2) , will simply be denoted by JP(2)K. We next investigate the algebraic,361

categorial and order structures that we can define on JPthA(2)K.362
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▶ Proposition 22 (Prop. 25.1.2). The set JPthA(2)K is equipped with a structure of partial363

ΣA(2)-algebra, that we denote by JPthA(2)K.364

The set JPthA(2)K is equipped with a structure of 2-categorial Σ-algebra.365

▶ Proposition 23 (Prop. 25.2.20). The set JPthA(2)K is equipped with a structure of 2-366

categorial Σ-algebra, that we denote by JPthA(2)K .367

Furthermore, the set JPthA(2)K is equipped with an Artinian preorder.368

▶ Definition 24. Let ≤JPthA(2) K be the binary relation defined on JPthA(2)K containing369

every pair (JQ(2)K, JP(2)K) in JPthA(2)K2 satisfying that there exists a natural number m ∈370

N−{0}, and a family of second-order paths (R(2)
k )k∈m+1 in Pthm+1

A(2) such that JR(2)
0 K = JQ(2)K371

JR(2)
m K = JP(2)K and, for every k ∈ m, JR(2)

k K = JR(2)
k+1K or R(2) ≤PthA(2) R

(2)
k+1.372

▶ Proposition 25 (Prop. 25.3.2). (JPthA(2)K, ≤JPthA(2) K) is an Artinian preordered set.373

5 Second-order path terms374

Following ideas of Burmeister and Schmidt [4, 5, 6, 21, 22, 8], we consider, for a signature Γ375

and a partial Γ-algebra A, its free Γ-completion, denoted by FΓ(A). This total Γ-algebra has376

the following universal property; for every partial Γ-algebra B and every Γ-homomorphism f377

from A to B, there exists a unique Γ-homomorphism, f fc, the free completion of f , from378

FΓ(A) to B satisfying that f fc ◦ ηA = f , where ηA, from A to FΓ(A), is the standard379

insertion of generators.380

With the aforementioned ideas we consider the partial ΣA(2)-algebra PthAAA(2) .381

▶ Definition 26. Consider the mapping ip(2,X) from the set of variables X to PthA(2) ,382

introduced in Definition 5. If we consider DΣA(2) (X), the discrete ΣA(2)-algebra on X, i.e.,383

no operation in ΣA(2) is defined, the application ip(2,X) becomes a ΣA(2)-homomorphism of the384

form ip(2,X) : DΣA(2) (X) −→ PthA(2) . By the universal property of the free completion, there385

exists a unique ΣA(2)-homomorphism (ηPthA(2) ◦ ip(2,X))fc, simply denoted ip(2,X)@, from386

TΣA(2) (X), the free completion of the discrete ΣA(2)-algebra DΣA(2) (X), to FΣA(2) (PthA(2)),387

the free ΣA(2)-completion of the second-order path algebra PthA(2) , such that ip(2,X)@ ◦388

η(2,X) = ηPthA(2) ◦ ip(2,X).389

At this point we begin to study the ΣA(2)-homomorphism ip(2,X)@. The following390

proposition states that ip(2,X)@ acting on the value of CH(2) at a second-order path P(2) is391

always another second-order path, not necessarily equal to the input P(2), but which has the392

same image under the second-order Curry-Howard mapping. Moreover, it preserves the Υ(1)
393

relation.394

▶ Proposition 27 (Prop. 26.1.6). The mapping ip(2,X)@◦CH(2) : PthA(2) −→ FΣA(2) (PthA(2))395

sends every second-order path P(2) in PthA(2) to a second-order path in PthA(2) . Moreover,396

CH(2)(ip(2,X)@(CH(2)(P(2)))) = CH(2)(P(2)). Furthermore, if P(2),Q(2) are second-order397

paths and (P(2),Q(2)) ∈ Υ(1), then (ip(2,X)@(CH(2)(P(2))), ip(2,X)@(CH(2)(Q(2)))) ∈ Υ(1).398

We next define two binary relations on TΣA(2) (X) with the objective of matching different399

terms that, by ip(2,X)@, are sent to second-order paths in the same Ker(CH(2)) ∨ Υ[1]-class.400

▶ Definition 28. We let Θ(2) stand for the binary relation on TΣA(2) (X) consisting exactly401

of the following pairs of terms:402
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For every second-order path P(2) in PthA(2) ,403

(CH(2)(sc0PthA(2) (P(2))), sc0T
ΣA(2) (X)(CH(2)(P(2)))) ∈ Θ(2);404

(CH(2)(tg0PthA(2) (P(2))), tg0T
ΣA(2) (X)(CH(2)(P(2)))) ∈ Θ(2);405

(CH(2)(sc1PthA(2) (P(2))), sc1T
ΣA(2) (X)(CH(2)(P(2)))) ∈ Θ(2);406

(CH(2)(tg1PthA(2) (P(2))), tg1T
ΣA(2) (X)(CH(2)(P(2)))) ∈ Θ(2);407

408

For every pair of second-order paths Q(2),P(2) in PthA(2) , if sc(0,2)(Q(2)) = tg(0,2)(P(2)),409

(CH(2)(Q(2) ◦0PthA(2) P(2)), CH(2)(Q(2)) ◦0T
ΣA(2) (X) CH(2)(P(2))) ∈ Θ(2).410

For every pair of second-order paths Q(2),P(2) in PthA(2) , if sc([1],2)(Q(2)) = tg([1],2)(P(2)),411

(CH(2)(Q(2) ◦1PthA(2) P(2)), CH(2)(Q(2)) ◦1T
ΣA(2) (X) CH(2)(P(2))) ∈ Θ(2).412

Finally, we denote by Θ[2] the smallest ΣA(2)-congruence on TΣA(2) (X) containing Θ(2).413

▶ Definition 29. We let Ψ(1) stand for the binary relation on TΣA(2) (X) consisting exactly414

of the following pairs of terms:415

For every pair of second-order paths P(2),Q(2) in PthA(2) , if (P(2),Q(2)) ∈ Υ(1) then416

(CH(2)(P(2)), CH(2)(Q(2))) ∈ Ψ(1).417

Finally, we denote by Ψ[1] the smallest ΣA(2)-congruence on TΣA(2) (X) containing Ψ(1).418

We next consider the congruence Θ[2] ∨ Ψ[1] on TΣA(2) (X), i.e., the supremum of the419

ΣA(2)-congruences Θ[2] and Ψ[1] that we will denote by ΘJ2K. To simplify the presentation,420

the ΘJ2K-equivalence class of a term P in TΣA(2) (X) will be denoted by JP K. We next provide421

two lemmas to understand the usefulness of the ΣA-congruence ΘJ2K.422

▶ Lemma 30 (Lemma 29.0.4). Let P be a term in TΣA(2) (X). If ip(2,X)@(P ) is a second-order423

path in PthA(2) then (P, CH(2)(ip(2,X)@(P ))) ∈ ΘJ2K.424

▶ Lemma 31 (Lemma 29.0.5). Let P, Q ∈ TΣA(2) (X) be such that (P, Q) ∈ ΘJ2K, then425

ip(2,X)@(P ) ∈ PthA(2) if, and only if, ip(2,X)@(Q) ∈ PthA(2) ;426

If ip(2,X)@(P ) or ip(2,X)@(Q) is a second-order path in PthA(2) then427

Jip(2,X)@(P )K = Jip(2,X)@(Q)K.428

We next introduce the notion of second-order path term.429

▶ Definition 32. We let PTA(2) stand for [CH(2)[PthA(2) ]]Θ
J2K =

⋃
P(2)∈PthA(2)

[CH(2)(P(2))]ΘJ2K ,430

the ΘJ2K-saturation of the subset CH(2)[PthA(2) ] of TΣA(2) (X). We call PTA(2) the set of431

second-order path terms.432

It can be shown that a term in TΣA(2) (X) is a second-order path term if, and only if,433

it can be interpreted as a second-order path in PthA(2) by means of ip(2,X)@. Following434

this, all the known mappings from or to TΣA(X) have nice restrictions, corestrictions or435

birestrictions to the set of path terms. When possible, we will use these refinements instead436

of the original mappings, see Figure 1b.437
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5.1 The quotient of second-order path terms438

In this subsection we define the set of second-order path term classes as the quotient of439

PTA(2) by the restriction of ΘJ2K to it.440

▶ Definition 33. We denote by JPTA(2)K the image of PTA(2) under prΘJ2K , the canonical441

projection from TΣA(2) (X) to TΣA(2) (X)/ΘJ2K, i.e., JPTA(2)K = prΘJ2K [PTA(2) ]. We call442

it the set of second-order path term classes. Let us note that JPTA(2)K is a subset of the443

quotient TΣA(2) (X)/ΘJ2K, i.e., that JPTA(2)K is a subquotient of TΣA(2) (X). Actually, we444

have that [PTA(2) ] = PTA(2)/ΘJ2K ↾PTA(2) .445

The projection, from TΣA(2) (X) to TΣA(2) (X)/ΘJ2K, birestricts to PTA(2) and JPTA(2)K.446

We investigate the algebraic, categorial and order structures that we can define on447

JPTA(2)K. As an immediate consequence of the definition, the set of second-order path term448

classes inherits a structure of partial ΣA(2)-algebra.449

▶ Proposition 34 (Prop. 30.4.1). The set JPTA(2)K is equipped with a structure of partial450

ΣA(2)-algebra, that we denote by JPTA(2)K.451

The set JPTA(2)K is equipped with a structure of 2-categorial Σ-algebra.452

▶ Proposition 35 (Prop. 30.5.20). The set JPTA(2)K is equipped with a structure of 2-categorial453

Σ-algebra, that we denote by JPTA(2)K.454

Finally, we define an Artinian preorder on JPTA(2)K.455

▶ Definition 36. We let ≤JPTA(2) K stand for the binary relation on JPTA(2)K which consists456

of those ordered pairs (JQK, JP K) in JPTA(2)K2 satisfying that457

Jip(2,X)@(Q)K ≤JPthA(2) K Jip(2,X)@(P )K.458

▶ Proposition 37 (Prop. 30.6.3). (JPTA(2)K, ≤JPTA(2) K) is an Artinian preordered set.459

6 Second-order isomorphisms460

In this section we are in position to prove the main results of the paper, that the algebraic,461

2-categorial and preorder structures that we have defined on second-order path classes and462

on second-order path terms are isomorphic.463

▶ Theorem 38 (Th. 31.1.1, 31.2.1, 31.3.3). The partial ΣA(2)-algebras JPthA(2)K and464

JPTA(2)K are isomorphic. The 2-categorial Σ-algebras, JPthA(2)K and JPTA(2)K are iso-465

morphic. The Artinian preordered sets (JPthA(2)K, ≤JPthA(2) K) and (JPTA(2)K, ≤JPTA(2) K) are466

isomorphic.467

Proof. We let ip(J2K,X)@ stand for the mapping from JPTA(2)K to JPthA(2)K that maps a468

second-order path term class JP K in JPTA(2)K to the second-order path class Jip(2,X)@(P )K469

in JPthA(2)K. This mapping is well-defined because two second-order path terms P, Q in470

PTA(2) for which JQK = JP K satisfy that Jip(2,X)@(Q)K = Jip(2,X)@(P )K. We let CHJ2K stand471

for the mapping from JPthA(2)K to JPTA(2)K that maps a second-order path class JP(2)K in472

JPthA(2)K to the second-order path term class JCH(2)(P(2))K in JPTA(2)K.473

This two mappings constitute a pair of inverse ΣA(2)-isomorphisms, a pair of inverse474

2-functors, i.e., of categorial Σ-isomorphisms. Finally, we show that the mappings also form475

a pair of inverse order-preserving mappings, see Figure 1b. ◀476
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23:14 Second-order rewriting systems

A Diagrams526

The following figure collects all the mappings considered in this work.527
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(a) Mappings at layers 0, 1 & 2.
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(b) Quotient mappings at layers 0, 1 & 2.

Figure 1 Mappings considered in this work.

B Freedom528

For a specification EA(2)
associated to the second-order rewriting system A(2), whose defining529

equations EA(2) are QE-equations, we define a QE-variety of partial ΣA(2) -algebras V(EA(2)
).530

▶ Definition 39. For the second-order rewriting system A(2), we will denote by (ΣA(2)
, V, EA(2)),531

written EA(2)
for short, the specification in which ΣA(2) is the signature introduced in Defini-532

tion 17, V a fixed set with a countable infinity of variables, and EA(2) the subset of QE(ΣA(2))V ,533

consisting of the following equations:534

For every n ∈ N, every n-ary operation symbol σ ∈ Σn, and every family of variables535

(xj)j∈n ∈ V n, the operation σ applied to the family (xj)j∈n is always defined. Formally,536

σ((xj)j∈n) e= σ((xj)j∈n). (A0)537
538

For every variable x ∈ V , the 0-source and 0-target of x is always defined. Formally,539

sc0(x) e= sc0(x); tg0(x) e= tg0(x). (A1)540
541

For every every variable x ∈ V , we have the following equations:542

sc0(sc0(x)) e= sc0(x); sc0(tg0(x)) e= tg0(x);543
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tg0(sc0(x)) e= sc0(x); tg0(tg0(x)) e= tg0(x). (A2)544
545

In other words, sc0 and tg0 are right zeros. In particular, sc0 and tg0 are idempotent.546

For every pair of variables x, y ∈ V , x ◦0 y is defined if and only if the 0-target of y is547

equal to the 0-source of x. Formally,548

x ◦0 y
e= x ◦0 y → sc0(x) e= tg0(y);549

sc0(x) e= tg0(y) → x ◦0 y
e= x ◦0 y. (A3)550

551

For every pair of variables x, y ∈ V , if x ◦0 y is defined, then the 0-source of x ◦0 y is that552

of y and the 0-target of x ◦0 y is that of x. Formally,553

x ◦0 y
e= x ◦0 y → sc0(x ◦0 y) e= sc0(y);554

x ◦0 y
e= x ◦0 y → tg0(x ◦0 y) e= tg0(x). (A4)555

556

For every variable x ∈ V , the compositions x ◦0 sc0(x) and tg0(x) ◦0 x are always defined557

and are equal to x, i.e., sc0(x) is a right unit element for the 0-composition with x and tg0(x)558

is a left unit element for the 0-composition with x. Formally,559

x ◦0 sc0(x) e= x; tg0(x) ◦0 x
e= x. (A5)560

561

For every triple of variables x, y, z ∈ V , if the 0-compositions x ◦0 y and y ◦0 z are defined,562

then the 0-compositions x ◦0 (y ◦0 z) and (x ◦0 y) ◦0 z are defined and they are equal, i.e., the563

0-composition, when defined, is associative. Formally,564

(x ◦0 y
e= x ◦0 y) ∧ (y ◦0 z

e= y ◦0 z) → (x ◦0 y) ◦0 z
e= x ◦0 (y ◦0 z). (A6)565

566

For every n ∈ N, every n-ary operation symbol σ ∈ Σn, and every family of variables567

(xj)j∈n ∈ V n, the 0-source of σ((xj)j∈n) is equal to σ applied to the family ((sc0(xj))j∈n),568

and the 0-target of σ((xj)j∈n) is equal to σ applied to the family ((tg0(xj))j∈n). Formally,569

sc0(σ((xj)j∈n)) e= σ((sc0(xj))j∈n); tg0(σ((xj)j∈n)) e= σ((tg0(xj))j∈n). (A7)570
571

For every n ∈ N, every n-ary operation symbol σ ∈ Σn, and every pair of families of572

variables (xj)j∈n, (yj)j∈n ∈ V n, if, for every j ∈ n, the 0-compositions xj ◦0 yj are defined,573

then the 0-composition σ((xj)j∈n) ◦0 σ((yj)j∈n) is defined and it is equal to σ applied to the574

family (xj ◦0 yj)j∈n. Formally,575 ∧
j∈n(xj ◦0 yj

e= xj ◦0 yj) → σ((xj ◦0 yj)j∈n) e= σ((xj)j∈n) ◦0 σ((yj)j∈n) (A8)576
577

For every rewrite rule p ∈ A, p is always defined. Formally,578

p
e= p. (A9)579

580

For every variable x ∈ V , the 1-source and 1-target of x is always defined. Formally,581

sc1(x) e= sc1(x); tg1(x) e= tg1(x). (B1)582
583

For every every variable x ∈ V , we have the following equations:584

sc1(sc1(x)) e= sc1(x); sc1(tg1(x)) e= tg1(x);585

tg1(sc1(x)) e= sc1(x); tg1(tg1(x)) e= tg1(x). (B2)586
587
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In other words, sc1 and tg1 are right zeros. In particular, sc1 and tg1 are idempotent.588

For every pair of variables x, y ∈ V , x ◦1 y is defined if and only if the 1-target of y is589

equal to the 1-source of x. Formally,590

x ◦1 y
e= x ◦1 y → sc1(x) e= tg1(y);591

sc1(x) e= tg1(y) → x ◦1 y
e= x ◦1 y. (B3)592

593

For every pair of variables x, y ∈ V , if x ◦1 y is defined, then the 1-source of x ◦1 y is that594

of y and the 1-target of x ◦1 y is that of x. Formally,595

x ◦1 y
e= x ◦1 y → sc1(x ◦1 y) e= sc1(y);596

x ◦1 y
e= x ◦1 y → tg1(x ◦1 y) e= tg1(x). (B4)597

598

For every variable x ∈ V , the compositions x ◦1 sc1(x) and tg1(x) ◦1 x are always defined599

and are equal to x, i.e., sc1(x) is a right unit element for the 1-composition with x and tg1(x)600

is a left unit element for the 1-composition with x. Formally,601

x ◦1 sc1(x) e= x; tg1(x) ◦1 x
e= x. (B5)602

603

For every triple of variables x, y, z ∈ V , if the 1-compositions x ◦1 y and y ◦1 z are defined,604

then the 1-compositions x ◦1 (y ◦1 z) and (x ◦1 y) ◦1 z are defined and they are equal, i.e., the605

1-composition, when defined, is associative. Formally,606

(x ◦1 y
e= x ◦1 y) ∧ (y ◦1 z

e= y ◦1 z) → (x ◦1 y) ◦1 z
e= x ◦1 (y ◦1 z). (B6)607

608

For every n ∈ N, every n-ary operation symbol σ ∈ Σn, and every family of variables609

(xj)j∈n ∈ V n, the 1-source of σ((xj)j∈n) is equal to σ applied to the family ((sc1(xj))j∈n),610

and the 1-target of σ((xj)j∈n) is equal to σ applied to the family ((tg1(xj))j∈n). Formally,611

sc1(σ((xj)j∈n)) e= σ((sc1(xj))j∈n); tg1(σ((xj)j∈n)) e= σ((tg1(xj))j∈n). (B7)612
613

For every n ∈ N, every n-ary operation symbol σ ∈ Σn, and every pair of families of614

variables (xj)j∈n, (yj)j∈n ∈ V n, if, for every j ∈ n, the 1-compositions xj ◦1 yj are defined,615

then the 1-composition σ((xj)j∈n) ◦1 σ((yj)j∈n) is defined and it is equal to σ applied to the616

family (xj ◦1 yj)j∈n. Formally,617 ∧
j∈n(xj ◦1 yj

e= xj ◦1 yj) → σ((xj ◦1 yj)j∈n) e= σ((xj)j∈n) ◦1 σ((yj)j∈n) (B8)618
619

For every second-order rewrite rule p(2) ∈ A(2), p(2) is always defined. Formally,620

p(2) e= p(2). (B9)621
622

For every variable x ∈ V , the elements sc1(sc0(x)), sc0(sc1(x)) and sc0(tg1(x)) are always623

defined and are equal to sc0(x). Analogously, the elements tg1(tg0(x)), tg0(tg1(x)) and624

tg0(sc1(x)) are always defined and are equal to tg0(x). Formally,625

sc1(sc0(x)) e= sc0(x); tg1(tg0(x)) e= tg0(x);626

sc0(sc1(x)) e= sc0(x); tg0(tg1(x)) e= tg0(x);627

sc0(tg1(x)) e= sc0(x); tg0(sc1(x)) e= tg0(x). (AB1)628
629
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For every pair of variables x, y ∈ V , if x ◦0 y is defined, then the 1-source of x ◦0 y is the630

0-composition of the 1-source of x with the 1-source of y and the 1-target of x ◦0 y is the631

0-composition of the 1-target of x with the 1-target of y. Formally,632

x ◦0 y
e= x ◦0 y → sc1(x ◦0 y) e= sc1(x) ◦0 sc1(y);633

x ◦0 y
e= x ◦0 y → tg1(x ◦0 y) e= tg1(x) ◦0 tg1(y). (AB2)634

635

For every four variables x, y, z, t ∈ V , if the 0-compositions x ◦0 y and z ◦0 t are defined636

and the 1-compositions x ◦1 z and y ◦1 t are defined, the 1-composition of x ◦0 y with z ◦0 t is637

equal to the 0-composition of x ◦1 z with y ◦1 t. Formally,638

639

(x ◦0 y
e= x ◦0 y) ∧ (z ◦0 t

e= z ◦0 t) ∧ (x ◦1 z
e= x ◦1 z) ∧ (y ◦1 t

e= y ◦1 t)640

→ (x ◦0 y) ◦1 (z ◦0 t) e= (x ◦1 z) ◦0 (y ◦1 t). (AB3)641
642

A model of axioms A1–A6, B1–B6, and AB1–AB3 is a 2-category.643

We will let PAlg(EA(2)
) stand for the category canonically associated to the QE-variety644

V(EA(2)
) determined by the specification EA(2)

.645

Another fundamental result of this work is that the two partial ΣA(2) -algebras TEA(2) (PthA(2)),646

which is the free partial ΣA(2)-algebra in the category PAlg(EA(2)
), and JPthA(2)K are iso-647

morphic.648

▶ Theorem 40 (Th. 32.2.9). The partial ΣA(2)-algebras JPthA(2)K and TEA(2) (PthA(2))649

are isomorphic. As a consequence of Theorem 38, the partial ΣA(2)-algebras JPTA(2)K and650

TEA(2) (PthA(2)) are isomorphic.651

C An example652

For the sake of illustration, here is an example of an echelonless second-order path that is653

not head-constant and a head-constant echelonless second-order path that is not coherent.654

Finally, we present a coherent head-constant echelonless second-order path.655

▶ Example 41. Let Σ be the signature containing a unique binary operation symbol σ. For656

X = {x, y, z}, we consider TΣ(X), the free Σ-algebra on X. Consider the set of rewrite rules657

A = {p = (x, y),q = (y, z), r = (x, z)}658

and the set of second-order rewrite rules659

A(2) = {p(2) = ([q ◦0 p], [r])}660

Let us note that p(2) is a valid second-order rewrite rule because661

sc(0,1)(ip(1,X)@(q ◦0 p)) = sc(0,1)(ip(1,X)@(r)) = x;662

tg(0,1)(ip(1,X)@(q ◦0 p)) = tg(0,1)(ip(1,X)@(r)) = z.663
664

Consider the second-order path665

P(2) : [σ(q ◦0 p,q ◦0 p)]
(p(2),σ( ,q◦0p))

=======================⇒ [σ(r,q ◦0 p)]
(p(2),σ(r,z)◦0σ(x, ))

=======================⇒ [σ(r, r)]
666
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One can easily verify that P(2) is a second-order path from [σ(q ◦0 p,q ◦0 p)] to [σ(r, r)]667

of length 2. Let us note that none of the one-step subpaths of P(2) is a second-order echelon.668

Thus P(2) is an echelonless second-order path. In contrast to what happens in the first669

part of this work, the first-order translations σ(r, ) and σ(r, z) ◦0 σ(x, ) are non-identity670

translations but they are not associated to the same operation symbol.671

Now consider the second-order path672

Q(2) : [σ(q ◦0 p,q ◦0 p)]
(p(2),σ( ,z)◦0σ(x,q◦0p))

=======================⇒ [σ(r,q ◦0 p)]
(p(2),σ(z,z)◦0σ(r, )))

=======================⇒ [σ(r, r)]
673

One can easily verify that Q(2) is a head-constant echelonless second-order path from674

[σ(q◦0 p,q◦0 p)] to [σ(r, r)] of length 2 associated to ◦0, the 0-composition operation symbol.675

However, this second-order path is not coherent.676

This is so, because from the equality677

([σ(r, z)]) ◦0[PTA] ([σ(x,q ◦0 p]) = ([σ(z, z)]) ◦0[PTA] ([σ(r,q ◦0 p]),678

we cannot infer that [σ(r, z)] = [σ(z, z)]. In this regard, let us note that the class on the left679

represents paths of length 1, while the class on the right represents paths of length 0.680

Now consider the second-order path681

R(2) : [σ(q ◦0 p,q ◦0 p)]
(p(2),σ( ,z)◦0σ(x,q◦0p))

=======================⇒ [σ(r,q ◦0 p)]
(p(2),σ(r,z)◦0σ(x, ))

=======================⇒ [σ(r, r)]
682

This is also a head-constant echelonless second-order path associated to the 0-composition683

operation symbol. However, this second-order path is coherent.684
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