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The applicability of optical scanning holography (OSH) to the field of microscopic imaging for biological appli-
cations is assessed. A generalized mathematical description of OSH that takes into account polarization ef-
fects, high numerical apertures, and generalized illumination wave fronts is presented. This description is
used to show that the proposed single-beam scanning technique relaxes the restrictions under which OSH

functions correctly compared with the conventional double-beam scanning method.

It is also shown that, al-

though in general OSH is restricted to thin samples, this condition can be relaxed in nonrefracting fluorescence
samples, which are of importance in biological microscopy. © 2002 Optical Society of America
OCIS codes: 090.0090, 110.0180, 110.6880, 180.5810, 180.2520, 180.6900.

1. INTRODUCTION

Optical scanning holography (OSH) is a technique that al-
lows three-dimensional (3D) information about an object
to be measured with only lateral scanning.! The object is
illuminated by an interference pattern created by the
overlap of two coherent beams, which is scanned across
the object. This contrasts with traditional holography, in
which a reference beam and an object beam interfere at a
detector?; this difference is the source of several interest-
ing properties unique to OSH.

One feature of OSH that is not available in traditional
holographic techniques is that the light emitted from the
object does not need to be coherent. Depending on the
system configuration, the hologram can encode either the
amplitude or the intensity response of the sample.® This
allows one to measure, for example, refractive-index
variations in a sample that would be practically undetect-
able with traditional transmission imaging (although
these variations could be imaged with traditional holo-
graphy). Conversely, with OSH one could image in a
purely incoherent mode, thus masking phase variations
and detecting only the intensity response of the object.

The latter property is of particular interest in the con-
text of the commonly used technique of fluorescence mi-
croscopy, as applied to biological problems.*® Traditional
holographic microscopy has been used in biology,®” but it
is inherently insensitive to incoherent emissions such as
fluorescence. Wide-field fluorescence microscopy is a
commonly used technique for imaging fluorescence, but
for thick samples it requires axial scanning of the sample
or the imaging optics. Confocal and multiphoton
microscopies® can provide high-resolution, optically sec-
tioned, fluorescence images, but these techniques require
both axial and lateral scanning. Incoherent OSH there-
fore can be of use in applications where 3D fluorescence
data sets are desired but axial scanning is difficult or im-
possible.
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Although OSH has been demonstrated experimen-
tally"®" and described theoretically®'>!? in the litera-
ture, there are some aspects of the technique that merit
further consideration. First, although the application of
OSH to microscopy has been considered in the
literature,® there are aspects such as polarization effects
in high-numerical-aperture (NA) lenses that have not
been considered. Second, in much of the previous
work,"? one of the beams in the model is assumed to be an
ideal uniform plane wave, and consequently the effects of
beam aberrations on the reconstructed image are not
taken into account. In addition to examining these as-
pects of OSH, we present the possibility of single-beam
scanning, in which only one, rather than both, of the two
beams interfering at the sample is scanned. We show
that this technique is in general more tolerant of aberra-
tions in the illuminating beams than is the method of
scanning both beams.

The purpose of this paper is not to provide detailed
simulations of the efficiency or resolving power of particu-
lar configurations of OSH (this has been done previously
for both Gaussian'® and truncated-spherical-wave?
beams). Rather, we provide a general description of the
processes involved, with the aim of clarifying which con-
figurations should produce the most useful results, and
under which conditions. With the goal of analyzing OSH
as a tool for biological microscopy, we consider explicitly
the use of high-NA objective lenses.

2. HOLOGRAPHIC PRINCIPLES

A. General Description

In general, the hologram generation process should be de-
scribable by the correlation of the sample distribution
with an encoding function:

H(I’) = fsample(r) ® fenc(r), (]—)
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where H(r) is the hologram, f,u, is the characteristic of
the sample that we want to image, f.,. i an encoding
function, r is the lateral position vector, and ® denotes
the correlation of two scalars. In the notation used
throughout this paper, vectors are written using boldface,
and scalars are in italics. A vector of unit length is de-
noted by a circumflex, so that we can describe a vector in
terms of its length and direction: a = aa.

If Eq. (1) is a valid description of the encoding process,
then a reconstructed image of fi,mp1e can be generated by

Ie(r) = H(r) @ Ry(r), (2)

where R, is the reconstruction function. See, e.g,
Klysubun and Indebetouw'* for an interesting discussion
of the applications of various reconstruction functions in
spatiotemporal digital holography.

For an ideal, one-to-one reconstruction of the sample,
R/, is given by

Rf,ideal(r) = FT?l[ l/FT( fenc(r))]y (3)

where FT and FT ! denote the Fourier and inverse Fou-
rier transforms, respectively. In this case, the recon-
structed image is

Irec I‘) fsample I‘) ® fenc

= fsample(r) ® 5(1')

= fsample( I‘) . (4)

Owing to the finite support of FT(f,,.(r)), in practice Eq.
(3) must be modified to avoid division by zero (a familiar
problem in inverse filtering applications'®). In realistic
applications, fe,(r) ® RA{r) is therefore not a perfect &
function, so the reconstruction, /,.., is not an exact rep-
resentation of the actual sample, fsmpe. This represents
the fact that any real imaging system has a finite resolu-
tion.

A number of different methods for reconstruction are
possible: optically, by illuminating a developed photo-
graphic plate as in classical holography,®'® or with a pro-
grammable spatial light modulator,®!” or numerically in a
computer'® for digital holography. However, the specific
details of these methods are not important for the argu-
ments presented here, which concern only the hologram
generation process.

® Rf 1deal(r)

B. Optical Scanning Holography

The process of generating a hologram with the use of OSH
has been described in detail in the literature.’® The fun-
damental process is outlined in Fig. 1, where for simplic-
ity we assume a point object for the sample. This sample
is illuminated by a pattern generated by the interference
of two beams, which is scanned across the sample. The
response of the sample to the illumination (e.g., scatter-
ing, fluorescent emission) is detected and recorded as a
function of the scan position. Thus, as the illumination
pattern is scanned, a signal is produced that is propor-
tional to the illumination intensity at the point object.
Although only a one-dimensional line scan is depicted in
Fig. 1, in practice a two-dimensional raster scan is used,
so the hologram of the point object generated by OSH is
simply a map of the illumination pattern. When a
Fresnel zone plate is used as the illumination pattern
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(as depicted in Fig. 1), this yields the same holographic
pattern as in traditional on-axis holography.

For a spatially extended sample, the response at the
detector is simply the sum of the contributions from each
point in the sample. Whether the sum is coherent (the
sum is over the amplitude of the signal from each point)
or incoherent (sum over intensity) depends on the detec-
tor configuration and the nature of the sample’s response.
Thus the 3D position of each point in the sample is en-
coded in the location of the center of its Fresnel zone plate
(lateral position) and the ring spacing (axial position).

The sample is illuminated by a combination of two co-
herent beams. With the scanner centered and at rest,
(note that we consider only beam scanning here, as op-
posed to sample scanning, for the hologram generation)
the electric-field distribution in the sample region is E,(r)
for the object beam and E,(r) for the reference beam. We
assume that the relative phase ¢ between these beams

point
object

detector

o)
>

scan direction
Is = Is1

detector signal

Is

fs1 TIs2 Is3

Fig. 1. OSH signal generation. An illumination pattern, cre-
ated by the interference of coherent beams, is scanned across a
point object. The signal at the detector is proportional to the in-
tensity of the illumination pattern at the point object, which var-
ies as the illumination is scanned. The resulting detector signal
for a line scan is shown; a 2D raster scan of the point object pro-
duces a map of the illumination pattern. For spatially extended
objects, the detected signal is the sum of the signals from all of
the points in the object.

front focal plane  back focal plane
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Fig. 2. Important wave fronts in OSH. E, and E, are incident

on the sample; E,,; exits the sample, and Eobj is incident on the
mask, M. The optics before the sample are not shown.
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can be controlled. As can be seen in Fig. 2, the total il-
lumination electric-field distribution just before the
sample is then

Ej(r) = Ey(r) + exp(i¢)E,(r). (5)

Note that the above description of the illumination is a
vectorial one and thus is able to describe high-NA systems
in which the polarizations of E, and E, may be necessar-
ily different.

3. DOUBLE-BEAM SCANNING

We present a generalization of the model for double-beam
scanning® that accounts for high-NA polarization effects
and outlines the conditions under which OSH should be
expected to function.

When the illumination pattern is scanned as a unit
(i.e., the reference and object beams move together; see
Fig. 3), the scanned field is

Eill(r’ I‘s) = Eo(r - I‘s) + exp(id))Er(r - rs)y (6)

where r, is the instantaneous position of the scanned il-
lumination pattern. Just behind the thin object, which
has amplitude response 7', the electric field is

Eobj(r7 rs) = T(r’ t)Eill(r7 rs)' (7)
Here we write T'(r, ¢) explicitly as
T(r, t) = Tins(r)expi¥(r, £)], (8)

where T';,.(r) is the (complex) instantaneous response of
the sample at an arbitrary reference time (say, ¢t = 0) and
W(r, t) is a phase factor that accounts for the degree of
coherence of the response. For a sample with a coherent
response, V(r, t) = wt; for a purely incoherent sample,
W(r, t) varies randomly with position and time. This
construction allows us to make use of the FT relationship
between the fields in the front and back focal planes of the
objective lens, even when the sample response is incoher-
ent.

In this treatment, the polarization of the detected light
is assumed to be the same as that of the illumination [i.e.,
T.s in Eq. (8) is a scalar, not a tensor]. In the incoherent
OSH modes (see Subsections 3.A and 4.A) the signal de-
pends on the total intensity at the detector, so the state of
polarization of the detected light is irrelevant. In par-
ticular, fluorescence (discussed explicitly in Subsection
5.B) is always imaged incoherently because of the random
nature of both the polarization and the phase of most
samples. For coherent imaging of birefringent samples,
the polarization of the detected light may have significant
effects on the imaging properties of OSH. However, since
this is the case only for a limited range of samples, and for
few biological samples in particular, we do not consider
this issue in the present paper.

A mask with transmission M(p) is placed in the back
focal plane of the objective lens, where p is the position in
the back focal plane. If a large-area detector is located
behind the mask, the detected intensity signal is given (to
within a multiplicative constant) by

S(r,) = f f M(pEqp, ry) - Efi(p, v,)d%p,
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Mi1

Fig. 3. Schematic of scanning configurations for OSH. For
single-beam scanning, Mil is used to scan the beam and Mi2 is a
fixed mirror. For double-beam scanning, Mi2 is scanned and Mil
is fixed. The details of the scan optics are not shown. A com-
bination of a plane reference wave and a diverging object wave
are shown here; however, the analysis in the text is not restricted
to this configuration. BS, beam splitter; L, lens; OL, objective
lens; Mi, mirror; S, sample; M, mask; D, detector.

where f(p) denotes the Fourier transform of f(r) and the
asterisk denotes the complex conjugate operation. Note
that this formulation assumes that the sample is located
in the front focal plane of the objective lens. However,
this need not be a restriction in practice, because if
Ei(r, ry) is known, it can be mathematically forward (or
back) propagated to the front focal plane, in which the FT
relationship holds. For simplicity, we leave this step im-
plicit in this paper.
Using the FT definition,'® we have

S(ry) = ff M(p)

. [ff exp(—2wip - r')Eg,(r’, r,)d%r’

. { J f exp(2mip - ¥")E}(x", ry)d’r” |d®p.

Rearranging,

S(ry)

JIJATT eotems

N I‘")]M(p)d2p]Eobj(r’a r,)

* U 2.0 A2
(X5 Ts)dr'd°r

[[[] 5o~ ermaie,

U 2.0 A2
o (X5 Tg)dr'd7r".

With Eq. (7), which defines E,;, this becomes
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S(ry) = ffff Mx' = ¥")[T(r', ) Ey(r', r,)]

[T, DB, x)]dr dPr ©)

Substituting Ey;, given by Eq. (6), and collecting terms
with regard to the phase factor ¢ yields

S(ry) = ffff M’ — ¥)T(x', )T*(x", ¢)

: [Eo(r, - rs) : E:(I‘" - s)

+ E(r' —r,) - Ef(x" — r,)]d?r'd%"

+ exp(i([))ffff Mx — 1"

T(x', )T*(r", ) E(r — 1))
-EX(r" — r,)d*r'd®r" + exp(—i¢)

ffff M@ — ¥)T(x', )T*(x", t)

o(r —r )d2 /dZ "
We can simplify the notation here by writing

S(r;) = B(ry) + exp(i¢)V(r) + exp(—i¢)H(ry),

where B is the hologram bias, V encodes the virtual im-
age, and H encodes the real image.?’

Using heterodyne detection!'?! or measurements at
several values of the phase ¢,22 we can solve for the de-
sired hologram H, with the bias and virtual image re-
moved:

Hz(r

JJJJ M(x' — ¥)T(x', t)T*(x", t)E*(x" — 1)

E,(r' — r,)d%*r'd?r", (10)

where the subscript of H, denotes the double-beam scan-
ning mode. We note here that because of the symmetry
of E, and E, in Eq. (10), the distinction between reference
and object beams is arbitrary.

(r —ry) -

A. Incoherent Mode

For the purely incoherent mode, we require that the sig-
nal generated by the detector be proportional to the sum
over the intensity of the response of each point in the
sample. To this end it is necessary to use a clear mask,?

so that M(p) = 1. In this case M(r) = &(r), and Eq.
(10) becomes

Hy(xr,) = ff ff S(x' —v"T(x', )T*(x", t)

E(r" — r,) - E,(x' — r,)d%r'd’r”

ff IT(x', t)|?Ef (x' — r,) - E,(x'
- r,)d’r’
= |T(I‘S, t)|2 ® [Ef(rs) : Eo(rs)]'

From Eq. (8) we see that for an arbitrary degree of coher-
ence of the sample,
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IT(x,, 8)]* = Ting(r)exp[i¥(r, $)]TH (r)exp[—iV¥(r, ¢)]
= [Tins(xy)[%,
so that
Hy,(x,) = |T(r,)|* @ [Ef () - E,(r)]. 11

We see that Eq. (11) has the same form as Eq. (1) and
therefore represents the hologram of the intensity re-
sponse |T(r,)|?, with encoding function E*(r,) - E,(r,).
Note that in general one can determine the encoding func-
tion by measuring the hologram of a point object, which
then allows one to use Eq. (3) to estimate the appropriate
reconstruction function.

If the reference beam is a uniform plane wave (E,
= 1, constant polarization direction E,), then to within a
multiplicative constant Eq. (11) becomes

Hy; pu(ry) = |T(x)|?> @ [E, - E,(ry)]. (12)

If we make the assumption that the polarization direction
of E,(r,) is also constant, so that E,(r,) = E,(r,E,, Eq.
(12) reduces (to within a multiplicative constant) to

H2,i,pw,p01(rs) = |T(PS)|2®EO(I‘S). (13)

This is of the same form as Eq. (21) of Indebetouw
et al.> However, we now see that we require E, to be con-
stant, as well as E, to be a plane wave. Although in
low-NA systems this is possible, in applications such as
high-resolution microscopy, in which large-NA objective
lenses are mandatory, the direction of polarization will
vary with spatial position. In such cases, Eq. (12) must
be used in place of Eq. (13). As Eq. (3) indicates, this will
have an effect on the choice of the optimal reconstruction
function to be used, because the encoding functions in
Egs. (12) and (13) are not the same.

B. Coherent Mode

For the coherent mode, we require that the detector sig-
nal be proportional to the squared modulus of the ampli-
tude sum of the response of each point in the sample
(which, of course, must emit coherently). We therefore
restrict detection to a single point in Fourier space, so
that the mask is a pinhole,®> and M(p) = 6(p — pu),
where p; is the position of the pinhole. The FT of this is
M(r) = exp(—2mip, - r), so the hologram described by
Eq. (10) becomes

fjjjem<2mm

(" = )T T ("ES (¥ — xy)
E,(xr' — r,)d?*r'd%r"

H2,c(rs) =

j J exp(2mipy - ¥)T*(x")E* (¥ — ry)d%r"

J'f exp(—2mipy - v')T(x")E,(r' — r,)d%r’

= {[exp(2mipy - T)T* (ry)] ® EX (r)}

: {[exp(_2771pd : rs)T(rs)] é Eo(rs)}9 (14)



1914 J. Opt. Soc. Am. A/Vol. 19, No. 9/September 2002

where, using notation similar to that of Sheppard,
® denotes the correlation of a scalar and a vector. Note
that we have used the fact that for a coherent response,
T(r, t) = T(r). Unfortunately, the “hologram” described
by Eq. (14) is not of the basic form of Eq. (1) and is not
useful for image reconstruction via a correlation, as de-
scribed by Eq. (2).

However, if we again take the specific case in which the
reference beam is a uniform plane wave, H, .(r;) reduces
to

H2,c,pw(rs)

=H, - J'f exp(—2mip; - )T (v )E, (xr' — rs)dzr’

= [exp(=2mipy - ¥5)T(xrs)] ® [Hyo - Eo(ry)], (15)

where H,, is a constant. If we also assume that the
mask is centered on the optical axis (i.e., p; = 0), Eq. (15)
reduces further to

H2,c,pw(rs) = T(rs) ® [HCO : Eo(rs)]~ (16)

Equations (15) and (16) have the same form as Eq. (1),
and the resulting hologram is linear in the amplitude re-
sponse of the sample. Equation (16) is equivalent to Eq.
(20) of Indebetouw et al.,® except that the high-NA polar-
ization effects discussed in reference to incoherent OSH
also apply here. However, this result is obtained only
when the reference beam is an ideal, uniform plane wave.
If this is not the case in practice, the disparity between
the forms of Eqgs. (1) and (14) shows that accurate recon-
struction of the sample via Eq. (2) is not possible. This
situation differs from the incoherent case, in which non-
constant E, affects only the encoding function rather than
the actual form of the resulting hologram. Since one of
the important advantages of digital holography is that
distortions due to known aberrations in the beams can be
removed in the reconstruction,?® the inability of double-
beam coherent OSH to account for reference-beam aber-
rations can represent a significant drawback.

4. SINGLE-BEAM SCANNING

In the case of single-beam scanning, only the object beam
is scanned (see Fig. 3). E;; is now

Eill(r’ rs) = Eo(r - I‘S) + eXp(L¢)Er(r) (]—7)

Equation (17) is identical to Eq. (6), except that E, de-
pends only on r instead of on r — r,. Regarding nomen-
clature, the terms “object” and “reference” beam are no
longer arbitrary: the reference beam now refers specifi-
cally to the beam that is not scanned.

It should therefore be clear that for illumination de-
scribed by Eq. (17) instead of by Eq. (6), the hologram de-
scribed by Eq. (10) becomes

Hl(rs)

= Jf fj M — ¥")T(x', t)T*(x", t)EX(x")

- E,(r' — r,)d?r' d%r", (18)
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where the subscript of H; denotes single-beam scanning.
The only difference between Egs. (18) and (10) is the
change from Ef(r" — r,) to EX(r"), reflecting the fact
that the reference beam is not scanned.

A. Incoherent Mode
As was the case for double-beam scanning, for the inco-

herent mode we again have M(p) = 1 and M(r) = §(r),
so Eq. (18) becomes

Hyy(r,) = JJ IT(x', )]*Er (r') - Eo(r' — ry)d*r’

(|T(xy)|?E} (x,)) ® E (), (19)

where, as in Ref. 19, ® denotes the scalar correlation of
two vector functions. As in the incoherent double-beam
scanning case, the time dependence of T'(r, ¢) disappears
when we take the magnitude. Because of the vector na-
ture of the correlation arguments in Eq. (19), the form is
not the same as that of Eq. (1). Even if we know H;(r,)
and E,(r,), it is not possible to invert Eq. (19) to recover
|T(x,)|>E*(r,) and thus extract the desired information
about the sample, |T(r,)|2.

However, if the optics are designed so that the polariza-
tion of the reference beam is not a function of position
(possible only in low-NA systems), ie., E!(r,)
= E*(r,)E,, then Eq. (19) becomes

Hy; po(r,) = (IT(xy)2Ef (x,) ® [E, - E(r,)]. (20)

Equation (20) now matches the form of Eq. (1) and de-
scribes the hologram of |T(x)|2E¥(x,). If EX(xr,) is
known, we can simply divide the image reconstructed
from the hologram given by Eq. (20) by E*(r,) to obtain
the intensity response | T'(r,)|2. Of course, we are still re-
stricted to E*(r,) # 0 for all r, to ensure that |T(r,)|? is
well defined over the entire field of view.

For this technique to be useful, we need to know
EX(r,). However, this can be determined by measuring a
calibration hologram with a uniform sample present.
That is, with T'(r,) = 1 we measure

Hy; (r,) = E}(r,) © [E, - Ey(r,)].

The image reconstructed from H; .(r;) yields an esti-
mate for E*(r,), which allows us to recover the undis-
torted image of the sample [i.e., |T(r,)|%].

Of course, if we can arrange for the reference beam to
be a uniform plane wave, Eq. (20) reduces to

Hyj popoi(Xs) = |T(xo)]? @ [B, - Eo(r,)].

This represents a hologram linear in the intensity re-
sponse, and there is no need for the calibration step de-
scribed in the previous paragraph.

B. Coherent Mode

As with double-beam scanning, the mask for the coherent
mode is a pinhole, M(p) = §(p — py), so that Eq. (18) be-
comes
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Hl,c(rs)

e

(v = Y")T(x)T*(")E! (¥") -

E,(r' — r,)d?r' d%r"

H,, - ff exp(—2mip; - v)T(r")E,(r' — r,)d’r’'

I'S)T(I's)] ® [HCO ) Eo(rs)]; (21)

where H,y = [[exp2mip, - ¥')T*(r")E*(r")d%r" is a con-
stant. As with coherent double-beam scanning, we have
made use of the relationship T'(r, t) = T'(r) for a coher-
ent sample response.

Here we have the desired coherent hologram of the
sample: Except for the exp(2mip, - r,) factor, it is linear
in T'(r,). Note that for the single-beam scanning method
to get a useful coherent hologram of the sample, it is nec-
essary neither for the reference beam to be a uniform
plane wave nor for its polarization direction to be con-
stant.

If we are again careful to align the detector on axis, so
that p; = 0 (as in Ref. 3), Eq. (21) becomes

= [exp(—2mip, -

Hl,c(rs) = T(rs) ® [HCO : Eo(rs)]> (22)
and the hologram of the sample is linear in the amplitude
response of the sample. Note that the single-beam scan-
ning coherent hologram [Eq. (22)] is the same as the
double-beam scanning coherent hologram [Eq. (16)], al-
though we did not need to make the plane-wave assump-
tion for the reference beam.

Alternatively, if we accept that misalignments may oc-
cur (i.e., pg # 0), we can measure a calibration hologram
with a uniform sample [i.e., T(r,) = 1]. From Eq. (21),
the result would be

Hl,c,cal(rs) = eXP(_Qﬂ'iPd : rs) ® [HCO . Eo(rs)]~

The image reconstructed from this H;. . is simply
exp(—2mip, - r,), which can be used to correct the image
reconstructed from H,, [given by Eq. (21)] for the py
# 0 factor and obtain the desired image of the sample,
T(r,). Note that this calibration could also be used to
correct the same problem in double-beam scanning [i.e.,
to account for the exp(—2mip,; - r,) term in Eq. (15)].
Also, this calibration is mathematically equivalent to that
described in Subsection 4.A for incoherent single-beam
scanning, although the factor corrected for is
exp(—2mip, - r,) instead of E} (r,).

5. THICK-SAMPLE CONSIDERATIONS

A. Condition for Sample Thinness

In Section 3 we required the sample to be thin. This is
because for a thick sample, light is diffracted and/or ab-
sorbed as it passes through the sample [Fig. 4(a)l. Since
the sample itself is responsible for this, the illumination
pattern at any point inside (or behind) the sample be-
comes a function of the sample properties and position.
The dependence of the illumination pattern on the scan-
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Fig. 4. Sample thickness effects. (a) In a thick sample, the
light is refracted and/or absorbed as it passes through the
sample. For points at some depth into the sample, the illumi-
nation pattern is dependent on the properties of the sample it-
self. (b) For a thin sample this is not a problem, because the il-
lumination is not significantly altered before it exits the sample.
(c) For a nonscattering fluorescent sample (as discussed in Sub-
section 5.B), the illumination pattern is not significantly affected
by the sample, even when the sample is thick.

ner position is no longer simply translational, and Eqgs. (6)
and (17) must be rewritten as

Eo(r7 I'S) + eXp(L¢) : Er(r7 rs)-

The scanned pattern is no longer translationally invari-
ant, which means that such a system does not result in a
hologram of the form of Eq. (1). (We have assumed a
transmissive geometry here for illustrative purposes.
However, in a reflecting configuration, the thin-sample re-
striction is still important to avoid multiple reflections,
which would result in the same type of dependence of the
scanned pattern on the sample position.)

However, if the sample is sufficiently thin [Fig. 4(b)],
we can define the effective two-dimensional response of

the sample as
8T (v, z)
T(r) = f—dz, (23)
oz

Ei(r, r) =

where the integral is over the sample thickness. We note
that to make use of Eq. (23), the sample is required to be
thin, but not necessarily flat, which emphasizes the ad-
vantage of making a holographic (i.e., 3D) recording.

We also note that this requirement of thinness is not
restricted to OSH: It simply implies that with an aber-
rating sample, ideal image reconstruction is generally not
possible. This is true not only of OSH but also of most
other microscopy modes, such as confocal or wide-field
fluorescence imaging (see Kam et al.?* for a recent treat-
ment of this issue).

B. Fluorescence Holography

Another possibility for the use of OSH with a thick
sample is the special case of a sample that does not alter
the illumination pattern to a significant extent and whose
response is isotropic. An example of relevance to biologi-
cal microscopy would be a fluorescent sample embedded
in a suitable index-matched medium. If absorption is
also negligible, the illumination pattern is essentially un-
altered by the presence of the sample [see Fig. 4(c)]. If
we restrict ourselves to incoherent imaging, for which
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M(r) = 1, the analysis of the imaging process can be
greatly simplified over that presented in Section 2, and it
can be shown that OSH is compatible with 3D fluorescent
samples. (The technique has already been demonstrated
experimentally and described with the use of objective-
lens-less OSH.'%?® We present the following analysis to
account explicitly for the 3D nature of the sample and to
place it in context with the descriptions in Section 2.)

Consider the case of double-beam scanning: As in
Subsection 2.A, the illumination is described by Eq. (6),
which we now rewrite to include the axial position explic-
itly:

Eill(ra rg, Z) = Eo(r - g, Z) + eXp(l¢)Er(1' - X, Z)
(24)

Note that if we did not include the nonscattering, nonre-
fracting, weakly absorbing conditions, scanning the
beams would not simply translate the interference pat-
tern. Equation (24) would then have to be rewritten as

Eill(ra rg, Z) = Eo(r’ rg, Z) + exp(i¢)Er(r7 rg, Z)

The difference appears minor here, but it is crucial to the
linearity that allows the OSH holograms to have the form
of correlations, as in Eq. (1).

The fluorescence intensity response to the excitation
given by Eq. (24) is described (to within a multiplicative
constant) by

Iem(r’ r87 Z) = Tﬂ(r7 Z)|Eﬂ](r’ rsa Z)|2,

where T4(r, z) is the spatial distribution of the fluoro-
phore. To be comprehensive, one should account for the
fact that both the excitation and the emission probabili-
ties for a fluorophore are (spatially) nonisotropic, and
therefore the polarization of the illumination will have an
effect. For the vast majority of fluorescence microscopy
applications, the dye molecules are rotationally free to
diffuse on typical measurement time scales. This means
that the anisotropies are averaged out, and the detected
signal is independent of the illumination polarization.
Although there are some cases—particularly when the
fluorophores are rigidly embedded in and, in terms of
their orientation, correlated with, an anisotropic matrix—
when polarization effects may become manifest, these
represent a minority of cases and are not considered here.
With the assumptions that the fluorescent emission is
isotropic (i.e., the dipole rotational diffusion time is short
compared with the detector integration time) and that the
optical system is arranged so as to avoid vignetting of the
sample, it should be clear that in the absence of a mask,
the signal at the large-area detector (see Fig. 2) is propor-
tional to the total fluorescence emitted by the sample:
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S(ry)

fff I..(r, ry, 2)d’rdz
~[[] e, 2oermce v,

+ |Er(r - Iy, Z)|2

+exp(i¢)E(r — r,, 2)Ej(r — 1y, 2)
+ exp(—i¢)Er (r — 1y, 2)E,(r — r,, 2)]d°rdz,

where the integral is over the sample volume. As in Sec-
tion 3, heterodyne techniques can be used to eliminate the
bias and virtual image portions of the hologram, so that
we are left with

Hﬂ(rs) = jff |Tﬂ(r’ Z)|2E:(r - rs5 Z)

-E,(r — r,, z)d%rdz

= f |Tﬁ(rs’ Z)|2® [E:(rsa Z) . Eo(rs’ Z)]dZ

(25)

The integrand of Eq. (25) now has the same form as Eq.
(1), so the hologram of the thick fluorescent object is sim-
ply the sum of the contributions from each z plane. Any
given plane in the sample can be reconstructed by select-
ing the reconstruction function for the appropriate depth,
z [i.e., Eq. (3), with R{r) ~ E}(r, z) - E,(r, 2)]. How-
ever, as the out-of-focus light from other depths is also in-
cluded, this form of OSH does not provide optical section-
ing.

The above derivation was performed for the double-
beam scanning configuration. However, it is straightfor-
ward to show that an analogous result applies to single-
beam scanning, with the same restrictions on the
polarization of E, as applied in Section 4.

6. DISCUSSION

Table 1 summarizes the results of the different scanning
modes and lists the requirements for a useful hologram to
be generated.

With incoherent-mode double-beam scanning OSH, a
useful hologram is obtained without any special assump-
tions about the wave-front polarizations or curvatures or
the NA of the system. If one assumes that the reference
beam is a uniform plane wave and that the polarization
direction of the object beam is constant, then the results
presented here reduce to those of Indebetouw et al.?

Table 1. Summary of the Different OSH Modes

Mode Double-Beam Scanning

Single-Beam Scanning

Incoherent

general

Coherent

Hy(ry) = |T(x)|* @ [Ef(x,) - E(r,)]

H2,c,pw(rs) = T(rs) ® [HCO : Eo(rs)]
requires uniform plane wave for reference beam

Hl,i,pol(rs) = ( ‘T(rs) ‘ ZE: (rs)) ® [Er : Eo(rs)]
requires constant polarization of reference beam

Hl,c(rs) = T(rs) ® [HCO ) Eo(rs)]
general




Swoger et al.

There is no need to measure a calibration hologram to
compensate for aberrations in the reference beam, as
these are accounted for in the hologram encoding func-
tion.

In contrast, with coherent-mode double-beam scanning
OSH, it is necessary to have a uniform plane wave as the
reference beam if the resulting “hologram” is to be of use.
Given this restriction, and that the polarization direction
of the object beam is constant, our results again repro-
duce those of Indebetouw et al.> Although it is not nec-
essary to calibrate for aberrations in the reference beam,
if one cannot ensure that the pinhole mask is exactly on
axis, it is necessary to measure a calibration hologram to
remove the phase-modulation artifacts caused by this
misalignment.

For single-beam scanning, to generate a useful incoher-
ent OSH hologram, we require that the polarization of the
reference beam be constant. In practice, if one intends to
use one beam that is approximately collimated, this re-
striction is easily fulfilled. However, if one considers em-
ploying reference and object beams both with large wave-
front curvature, then this issue may become significant.
Also, in this case it is necessary to measure the hologram
of a uniform sample to calibrate the reference beam if its
characteristics are not known a priori.

In single-beam scanning, the coherent mode requires no
special restrictions on the beam characteristics. As with
the double-beam case, however, a calibration may be
needed to account for misalignments of the detection pin-
hole.

In general, for the mathematical description discussed
here to be accurate, the sample is required to be thin.
This allows one to avoid the effects of refraction or
multiple-scattering events of the illumination beam. An
exception to this restriction is the case in which the
sample does not alter the illumination field significantly
and has a uniform response. Fluorescence microscopy of
biological samples embedded in a suitably index-matched
medium is an example of this exception. With such
samples it is also generally desirable to be able to account
for the effects of high-NA objective lenses, as is done in
this paper.

7. CONCLUSIONS

We have generalized the model of OSH so that it can ac-
count for arbitrary illumination beams and high-NA op-
tics. This allows us to relax the restriction that one of
the interfering illumination beams must be a uniform
plane wave and to model the effects of the polarization
that must be included if OSH is to be implemented in
high-resolution microscopy. The main motivation for this
is the potential that we see in OSH for applications in bio-
logical microscopy. The ability to map three dimension-
ally both the specimen’s refractive index and the emission
of fluorescence labels is of great interest in the life science
community.

We have also presented here the possibility of single-
beam scanning OSH, and we compared the technique
with double-beam scanning. The results suggest that al-
though double-beam scanning appears well suited to in-
coherent OSH, the restriction of a uniform plane refer-

Vol. 19, No. 9/September 2002/J. Opt. Soc. Am. A 1917

ence beam for coherent OSH may result in practical
problems in aberrating systems. This is a significant
drawback, because one of the advantages of digital holog-
raphy in general is the ability to compensate for such ab-
errations. The single-beam scanning method outlined
here eliminates this problem. Although single-beam
scanning incoherent OSH does have the restriction of con-
stant polarization direction of the reference beam, this re-
striction is generally easier to accommodate than that of
the uniform plane wave for coherent double-beam scan-
ning OSH. Therefore, if a single system capable of both
coherent and incoherent OSH is desired, it would seem
that single-beam scanning is the more robust solution.

Future work includes implementation of a high-NA
OSH system, which is ideally capable of observation of
live biological specimens in both fluorescence and phase
contrasts. It also remains to be seen whether OSH as de-
scribed here can be modified so as to be able to provide
useful information about arbitrary 3D samples. This
would indeed make OSH a powerful imaging technique
for many applications.
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