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Abstract: Previously, we reported a digital technique for formation of real, 

non-distorted, orthoscopic integral images by direct pickup. However the 

technique was constrained to the case of symmetric image capture and dis-

play systems. Here, we report a more general algorithm which allows the 

pseudoscopic to orthoscopic transformation with full control over the dis-

play parameters so that one can generate a set of synthetic elemental images 

that suits the characteristics of the Integral-Imaging monitor and permits 

control over the depth and size of the reconstructed 3D scene. 

© 2010 Optical Society of America 

OCIS codes: (100.6890) Three-dimensional image processing; (110.6880) 3D image acquisi-

tion; (110.4190) Multiple imaging; (120.2040) Displays. 
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1. Introduction 

Integral imaging (InI) is a three-dimensional (3D) imaging technique that works with incohe-

rent light and provides with auto-stereoscopic images that can be observed without the help of 

special glasses. InI is the natural consequence of applying the modern technology to the old 

concept of Integral Photography (IP) which was proposed by Lipmann in 1908 [1]. Although 

InI concept was initially intended for the capture and display of 3D pictures or movies, in the 

last decade it has been proposed for other interesting applications. Examples of such applica-

tions are the digital reconstruction of spatially incoherent 3D scenes [2,3], the visualization of 

partially occluded objects [4,5], or the sensing and recognition of dark scenes [6]. 

One problem encountered with InI for 3D display applications is the pseudoscopic (or 

depth reversed) nature of the displayed images when the captured elemental images do not 

receive pixel pre-processing. Okano et al. were the first to propose a digital method to display 

orthoscopic scenes [7]. Although very simple and efficient, Okano’s algorithm has the weak-

ness that it provides only virtual reconstructions, i.e. the 3D scene appears inside the monitor. 

Recently, we reported a method for the calculation of a set of synthetic elemental images 

(SEIs) that permit orthoscopic, real (or floating outside the monitor) reconstruction of the 3D 

scene [8]. Our algorithm, referred to as the Smart PIxel Mapping (SPIM), was however li-

mited since it allows only a fixed position for the reconstructed scene. Also, the number of 

microlenses and their pitch cannot be changed. After the work reported in [8], research has 

been performed with the aim of overcoming the limitations of SPIM and/or taking profit of its 

capabilities such as the work reported by Shin et al. [9], were they propose a novel computa-

tional method based on SPIM for the improvement of the resolution of reconstructed scenes 

over long distances. Based on SPIM and using sub-image transformation process, a computa-

tional scheme was reported for removing occlusion in partially-occluded objects [10,11]. 

Also, there has been proposed modified versions of SPIM with the aim producing sets of 

synthetic elemental images created for displaying orthoscopic 3D images with depth control 

[12,13]. Other research have pursued the depth and scale control, but with no influence over 

the pseudoscopic nature of the reconstruction [14]. 

In this paper we report an updated version of SPIM that permits the calculation of new sets 

of SEIs which are fully adapted to the display monitor characteristics. Specifically, this new 

pixel-mapping algorithm –denoted here as the Smart Pseudoscopic-to-Orthoscopic Conver-

sion (SPOC), permits us to select the display parameters such as the pitch, focal length and 

size of the microlens array (MLA), the depth position and size of the reconstructed images, 

and even the geometry of the MLA. 

To present the new approach, we have organized this paper as following. In Section 2, we 

explain the principles of SPOC and develop the corresponding mathematical formulation. In 

Section 3, we revisit two classical algorithms for the pseudoscopic-to-orthoscopic (PO) con-

version and demonstrate that they can be considered as particular cases of the SPOC algo-

rithm. Section 4 is devoted to the computer and experimental verifications of the SPOC. Fi-

nally in Section 5, we summarize the main achievements of this reported research. Acronyms 

in this paper are listed in Table 1. 

2. The smart pseudoscopic-to-orthoscopic conversion algorithm 

In our previous paper [8], we reported a digital technique, the SPIM, for formation of real, 

non-distorted, orthoscopic integral images by direct pickup. The SPIM algorithm allowed, by 

proper mapping of pixels, the creation of a set of SEIs which, when placed in front of a MLA 

which is identical to the one used in the capture, produce the reconstruction of a real and or-

thoscopic image at the same position and with the same size as the original 3D object. 

Now in this paper we have taken profit from the additional possibilities of SPIM and have 

developed a more flexible digital method that allows the calculation of a new set of SEIs to be 

used in a display configuration that can be essentially different from the one used in the cap-
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ture. We have named the new algorithm “SPOC”. It allows the calculation of SEIs ready to be 

displayed in an InI monitor in which the pitch, the microlenses focal length, the number of 

pixels per elemental cell, the depth position of the reference plane, and even the grid geometry 

of the MLA can be selected to fit the conditions of the display architecture. 

Table 1 List of acronyms 

Acronym Full name 

3D Three dimensional 

InI Integral imaging 

IP Integral photography 

MLA Microlens array 

PA Pinhole array 

PO Pseudoscopic to orthoscopic 

SEIs Synthetic elemental images 

SPIM Smart pixel mapping 

SPOC Smart pseudoscopic to orthoscopic conversion 

The SPOC algorithm is relatively simple. One has to calculate the SEIs that are obtained 

in the simulated experiment schematized in Fig. 1. The algorithm can be explained as the 

result of the application in cascade of three processes: the simulated display, the synthetic 

capture and the homogeneous scaling. 

In the simulated display we use as the input for the algorithm, the set of elemental images 

captured experimentally. The pitch, the gap and the focal length of the MLA are equal to 

those used in the experimental capture. This simulated display permits the reconstruction of 

the original 3D scene in the same position and with the same scale. 

 

Fig. 1. Calculation of the synthetic integral image. The pixel of the synthetic integral image 

(dotted blue line) stores the same value as the pixel of the captured integral image. 

The second process is the synthetic capture, which is done through an array of pinholes 

(PA). To give our algorithm the maximum generality, for the synthetic capture: (i) we place 

the synthetic PA at an arbitrary distance D from the display MLA; (ii) we assign arbitrary 

pitch, pS, and gap, gS, to the synthetic PA –note that this selection will determine also the size 

of the final image; and (iii) we fix, also arbitrarily, the number of pixels, nS, per synthetic 

elemental image and the total number of elemental images, NS. 
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Note that the value of parameter dS determines the position of the reference plane of the 

image displayed by the InI display monitor. A smart selection of dS will permit, when display-

ing the SEIs in an actual InI display monitor, the observation of either orthoscopic real or 

virtual 3D images. A positive value of dS corresponds to a floating real 3D image. A negative 

value corresponds to a virtual reconstruction. 

The third step, the homogeneous scaling, is intended to adapt the size (scale) of the SEIs to 

the final InI monitor. In this step, both the pitch and the gap are scaled by the same factor. The 

only constraint in this step is that the final SEIs must be ready to be used in a realistic InI 

monitor and therefore the value of the scaled gap should be equal to the focal length of the 

monitor microlenses. 

For simplicity, we have drawn in Fig. 1 the one-dimensional case. The extrapolation of the 

forthcoming theory to two dimensions is trivial. There exist, however, a case of great interest 

in which the extrapolation is not trivial. We refer to the case in which the geometry of synthet-

ic array is different from that of the image capture stage. This happens, for example, when one 

of the arrays is rectangular and the other hexagonal. 

Next we concentrate on calculating the pixels of each SEI. The key insight to this method 

is, given a pixel of one SEI, to find the pixel of the captured integral image that maps to it. To 

do this, we first back-project the coordinate, xS, of the center of the mth pixel of the jth SEI 

through its corresponding pinhole (blue dotted line in Fig. 1). The coordinate of the pixel can 

be written as 

 S
S S

S

p
x j p m

n
    (1) 

The back-projection through the pinhole permits us to calculate the intersection of the blue 

line with the reference plane: 

 S S
o S S

S

1 ,
S

d d
j p x

g g

 
    

 
  (2) 

and also the interface with the display MLA: 

 D S S

S S

1
D D

j p x
g g

 
    

 
.  (3) 

The index of capture microlens where the blue dotted line impacts can be calculated as 

S S S S
jm S S

D S S D S D D S S

,
p g D p pD D m

i Round j p m j p Round j
p g n p g p p g n

    
         

    
  (4) 

The last step is to find the mapping pixel. To this end, we calculate the coordinate of the point 

that is the conjugate, through the impact microlens, of point Δo 

 S S SD D D
D D jm S S

S S S S S

1
g d dg g g

x p i j p x
D d g D d g D d

  
    

   
. (5) 

Finaly, we can calculate the index of the lth pixel within the ith elemental cell as 

 SD D D
jm D jm S S

S S D S S

pg g n m
l Round n i d j p

D d g p D d n

  
    

    
  (6) 
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Thus, the pixel values of the SEIs can be obtained from the captured integral image by the 

mapping 

 D

jm i l

SI I   (7) 

3. Revisiting two typical cases of the pseudoscopic to orthoscopic (PO) conversion 

To demonstrate the generality of this proposal, we revisit two classical algorithms for the PO 

conversion and demonstrate that they can be considered as particular cases of the SPOC algo-

rithm. 

3.1. The method proposed by Okano et al 

A smart and simple method for the PO conversion was reported by Okano and associates [7], 

who proposed to rotate each elemental image by 180° around the center of the elemental cell. 

Then, the rotated elemental images are displayed at a distance gS = gD-2f 2/(dD-f) from a MLA 

similar to the one used in the capture. This procedure permits the reconstruction of virtual, 

orthoscopic 3D scenes. Note however that S Dg g , and therefore the final reconstructed 

image is slightly distorted since it has shrunk in the axial direction. 

To reproduce Okano’s method one simply has to use as the input of the SPOC algorithm 

the following values (see Fig. 2): 0D  (and, therefore S Dd d  ), S Dg g , S Dp p  and 

S Dn n . 

 

Fig. 2. Scheme for the calculation of the Okano’s synthetic integral image. 

Introducing such values into Eqs. (4) and (6), one finds 

 jmi j   (8) 

and 

 SD
jm D D

S S

gg
l Round n i m n j m

d d

 
      

 
  (9) 

Note that SPOC result is, however, slightly different from the one reported by Okano and his 

colleagues. While in their case S Df f  but S Dg g , in our case S Dg g  and S Sf g . This 

fact gives the SPOC a slight advantage, since it permits the reconstruction of 3D scenes with-

out any distortion, i.e. with the same magnification in the axial and in the lateral direction, and 

also free of facet braiding [15]. On the other hand, one can use SPOC to produce, in addition 

to the PO conversion, other changes to adapt the integral image to the display grid geometry. 
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3.2. The symmetric case 

This is the case for which the SPIM algorithm was created. Again, gS = gD, pS = pD and nS = 

nD, but now D = 2dD (and therefore and dS = dD), besides 

 D
D S

D

2d
n n

g
  .  (10) 

This leads to the result 

 jmi j m    (11) 

 jml m    (12) 

Note that these equations are the same as the ones reported in [8], although with different 

appearance due to the choice of different label criteria. 

4. Demonstration of the SPOC and experimental results 

To demonstrate the versatility of the SPOC, we apply it to generate SEIs ready to be displayed 

in display architectures which are very different from the parameters used in capture stage. 

For the capture of the elemental images, we prepared over a black background a 3D scene 

composed by a doll (a cook preparing paella, see Fig. 3). 

For the acquisition of the elemental images, instead of using an array of digital cameras, 

we used the so-called synthetic aperture method [5,16], in which all the elemental images are 

picked up with only one digital camera that is mechanically translated. The digital camera was 

focused at a distance of one meter. The camera parameters were fixed to 10f mm  and 

/ # 22f  . The depth of field was large enough to allow obtaining sharp pictures of the doll, 

which was placed at a distance 203d mm  from the camera. The gap for the capture was, 

then, 10g mm . We obtained a set of H V17 11N N    images with pitch H 22P mm  

and V 14P mm . Note that the pitch is slightly smaller than the size of the CMOS sensor (22.2 

mm x 14.8 mm), thus we cropped slightly any captured picture in order to remove the outer 

parts. By this way, we could compose the integral image consisting of 17H 11V  elemental 

images of 22 14 mm  and H V2256 1504 n n    pixels each. 

 

Fig. 3. Scheme of the experimental set up for the acquisition of the set of elemental images of a 

3D scene. 

In Fig. 4, we show a portion of the set of elemental images obtained after the capture expe-

riment and the cropping of the pictures. 
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Fig. 4. Subset of the elemental images obtained experimentally. These elemental images are the 

input for the SPOC algorithm. 

For the calculation of the set of SEIs, and with the aim of reducing the computing time, we 

first resized the elemental images to DH 251pxn  , and DV 161pxn  .. Then we fixed the 

synthetic parameters to: S D / 2 101.5d d mm  , S 3.75g mm , SH SV 1.25p p mm  , 

SH SV 19pxn n   and SH SV 151N N   microlenses. In Fig. 5 we show the set of calculated 

SEIs. Note that we have increased substantially the number of elemental images, which now 

are square and arranged in square grid. 

 

Fig. 5. (a) Collection of 151 151  SEIs obtained after the application of the SPOC algorithm; 

(b) enlarged view of central SEIs. 

Finally we applied the third step of SPOC, and scaled the corresponding parameter by fac-

tor of 1.25, so that S 3.0g mm , SH SV 1.0p p mm  and therefore S 81.2d mm . With this 

final set of SEIs we performed two visualization experiments. One simulated with the com-

puter, the second real in our laboratory. 

For the simulated visualization experiment, the calculations were done assuming a virtual 

observer placed at a distance 700L mm  from the MLA. The visualization calculations were 

performed following the algorithm described in [15]. In Fig. 6 we show the result of the visua-

lization simulation. 
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Fig. 6. Two Perspectives of the 3D reconstructed scene, as seen by an observer placed at a dis-

tance 700L mm . In the video (Media 1) we show the movie built with the frames obtained 

with the visualization algorithm. 

Next, we performed the optical visualization experiment. To this end, first we printed the 

SEIs in photographic paper with a high-resolution inkjet printer. Our InI display monitor was 

equipped with by an array of 151 151  microlenses, arranged in square grid, with pitch 

1.0p mm  and 3.0f mm . Then we placed the SEIs at a distance 3.0g mm  from the 

MLA (see Fig. 7). 

 

Fig. 7. Experimental setup for the observation of the InI monitor. After displacing horizontally 

the camera in steps of 10 mm we recorded 20 different perspectives of the displayed 3D scene. 

Up to 20 different perspectives of the displayed 3D image were captured with a digital 

camera placed at 700L mm . The camera was displaced in the horizontal direction in steps 

of 10mm . The captured perspectives are shown in Fig. 8. 
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Fig. 8. Two perspectives of the 3D scene displayed in the real experiment. In the video  

(Media 2) we show the movie built with the perspectives photographed with the digital camera. 

We have demonstrated that the SPOC permits to create from a low number of elemental 

images, a new set of SEIs ready to be displayed in an InI monitor equipped with a MLA com-

posed by a much higher number of microlenses. The displayed image is orthoscopic, and is 

displayed at a shorter distance from the monitor. 

Next, and as the proof of the flexibility of the SPOC algorithm, we calculated the SEIs for 

a display geometry that is essentially different from the one used in the capture stage, but that 

is very common in the 3D display applications [17]. We refer to the case in which the display 

microlenses are arranged in a hexagonal grid. For the application of the SPOC algorithm, we 

considered microlenses with diameter S 1.0mm   and focal length S 3.0f mm . Besides, we 

fixed the depth distance to the MLA as S 20.3d mm . We applied the SPOC to calculate up 

to 24462 hexagonal synthetic elemental images (the dimensions of the hexagonal MLA were 

151 152mm ), which are shown in Fig. 9. 

 

Fig. 9. (a) Collection of hexagonal elemental images obtained after the application of the 

SPOC algorithm; (b) enlarged view of some central SEIs. 

For the simulated visualization experiment the calculations were done assuming a virtual 

observer placed at a distance 700L mm  from the MLA. In Fig. 10 we show the result of the 

visualization simulation. The degradations that are observed in the reconstructed image are 
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due to the fact that there is no possibility of perfect matching between the microlenses ar-

ranged in hexagonal grid and the pixels of the matrix display, which are arranged in rectangu-

lar grid. 

 

Fig. 10. Two Perspectives of the reconstructed scene, as seen by an observer placed at a dis-

tance 700L mm . In the video (Media 3) we show the movie built with the frames obtained 

with the visualization algorithm. 

Also in this case we performed optical visualization experiments. We printed the SEIs on 

photographic paper. The InI monitor was equipped with an array of microlenses, of diameter 

1.0mm   and 3.0f mm  arranged in hexagonal grid. Then we placed the SEIs at a dis-

tance 3.0g mm  from the MLA (see Fig. 11). 

 

Fig. 11. Experimental setup for the observation of the hexagonal InI monitor. After displacing 

horizontally the camera in steps of 10 mm, we recorded 35 different perspectives of the dis-

played 3D scene. 

Up to 35 different perspectives of the displayed 3D image were captured with a digital 

camera placed at 700L mm . The camera was moved in the horizontal direction in steps of 
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10 nm. The captured perspectives are shown in Fig. 12. 

 

Fig. 12. Two perspectives of the 3D scene displayed in the real hexagonal experiment. In the 

video (Media 4) we show the movie built with the perspectives photographed with the digital 

camera. 

One interesting issue to discuss here is how the SPOC affects the resolution of recon-

structed images. There is no one single response, since it depends of the algorithm parameter. 

Since it is not possible to increment the image bandwidth through rearrangement of pixel 

information, no increment of image resolution is possible with SPOC. If we do not want to 

lose resolution, it is necessary select carefully the parameters of the algorithm. 

A different issue is the resolution of the reconstructed image as observed when the observ-

er eye looks at the display. As explained in [15], such viewing resolution is mainly determined 

by the microlenses pitch. In this case, we can state that the proper use of SPOC can help to 

increment significantly the viewing resolution. 

5. Conclusions 

We have demonstrated the SPOC algorithm which allows full control over the optical display 

parameters in InI monitors. Specifically, we have shown that from a given collection of ele-

mental images, one can create a new set of SEIs ready to be displayed in an InI monitor in 

which the pitch, the microlenses focal length, the number of pixels per elemental cell, the 

depth position of the reference plane, and even the grid geometry of the MLA can be selected 

to fit the conditions of the display architecture. 
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