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ABSTRACT

In this paper we present a novel approach to generate images of extended depth of field (DOF) without compro-
mising the lateral resolution to support realization of three-dimensional imaging systems such as integral imaging.
In our approach in extending DOF, we take advantage of the spatial frequency spectrum of the object specific to
the task in hand. The pupil function is thus engineered in such a fashion that the modulation transfer function
(MTF) is maximized only in these selected spatial frequencies. We extract these high energy spatial frequencies
using PCA method. The advantage of our approach is illustrated using an amplitude modulation and a phase
modulation example. In these examples, we split the pupil filter and choose the optimum transmission/phase
value of each section in the filter in a way that the response of the system in all the DOF range as well as
spatial frequencies of interest is optimized. Consequently, we have optimized the DOF extension process with
blocking the minimum possible area in the pupil plane. This maximizes the output image quality (e.g. 10% DOF
improvement) compared to the existing methods where non-optimal blocking of the lens area may cause more
degradation in output image quality. Experimental results are presented to illustrate our proposed approach.
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1. INTRODUCTION

Three-dimensional (3D) incoherent imaging systems have many advantages and applications in different areas
such as entertainment, data visualization, industrial design, microscopy, and cartography, among other. Various
methods have thus far been proposed and studied for 3D image pickup and display.1–3 One of these methods
is integral imaging (II) where 3D images are reconstructed by integration of different rays coming from two
dimensional elemental images formed by a lens array. This method4–10 is proven to be a promising 3D imaging
technique as it does not require any special glasses. Moreover, it forms auto-stereoscopic images with both
horizontal and vertical parallaxes and thus provides continuously varying viewpoints within the field of view.
This is unlike conventional stereoscopic systems such as lenticular lens method. However, II faces two major
challenges before it can become a widely used technology: low viewing resolution, and limited depth of displayed
3D images.11–13 In this manuscript we focus on the latter challenge and present a method of extending image
depth of field (DOF) in II. The results can benefit many 3D imaging systems, including 3D integral imaging of
microscope objects.14–16

The DOF is often defined as the range of object distances within which the imaging system is satisfying
its goal. The goal to be satisfied is defined as having the spatial frequency spectral signal-to-noise ratio (SNR)
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above a specific threshold level. This SNR is based on the system’s modulation transfers function (MTF) and
is to be maximized along a specific range (i.e. the DOF range). The majority of the literature on the DOF
extension topic employ an optical power absorbing apodizer and/or aspheric phase filters, as a means to increase
the DOF.17–21 However, all these methods suffer from a major drawback. In previous methods that are based on
either amplitude modulation or phase modulation, often, the modulating pattern is selected without reference
to the frequency spectrum of the object to be imaged.22,23 Thus, these methods attempt to maximize the MTF
function, the frequency response of the optical system, in all spatial frequencies; even at the spatial frequencies
where the signal has no considerable energy. This approach leads to a decrease of optical power at the image
plane and deteriorates the image quality. This is particularly important in task-specific imaging systems, where
the imaging system is designed to image a special class of objects. It should be however noticed that only
one particular object/image is considered in this paper. This object is thus meant to act as a typical example
representing a class of similar objects to be imaged.

In our previous work,24 this major drawback was partly overcome by introducing a novel cost function
for extending the DOF. This new approach was not only significantly faster compared to the previously used
methods in maximizing the DOF range, but also optimized to take advantage of the spatial frequency content
of the objects relevant to the task-specific imaging systems. The problem was solved by taking into account the
spatial frequency spectrum of the input object and maximizing the MTF at these spatial frequencies to arrive
at the task-specific pupil function. It should be noted that in this and previous research we are interested in
a particular class of objects (for instance micro-organism). Given the shape, structure and zoom-level of the
imaging system (here, a microscope), the images typically have the significant part of their energy concentrated
at some spatial frequencies and a negligible amount of energy in other spatial frequencies. So, in designing a
task-specific imaging system for a class of objects, the performance of the imaging system at low spatial frequency
regions would be irrelevant. Therefore, maximizing MTF at these spatial frequencies would be non-optimal of
energy (or in another words, a misuse of limited spectral SNR25,26) and degrades the efficiency of the final pupil
filter. Thus, in that work, we attempted to limit the MTF maximization to the relevant spatial frequencies of the
object. To extract the high energy spatial frequencies of the image spectrum, we use the principal component
analysis (PCA) algorithm. PCA is a simple and efficient algorithm which uses simple mathematical concepts to
identify the principal parts of an image.

In this work, we are going to more deeply explore the proposed concept in our previous work.24 In that
paper, we simply analyzed the proposed idea in designing a sample amplitude filter. But, this idea could be used
to improve the performance of different DOF extension method including amplitude and/or phase modulation.
Thus, here we are going to investigate the performance of the proposed task-specific DOF extension method for
different pupil function engineering approaches. The resultant images are compared with the same counterparts
obtained using the conventional amplitude/phase modulation algorithms.

In Section 2 the previously proposed pupil function engineering method, where object’s frequency spectrum
is taken into account for improving the DOF extension methods in a task specific imaging system, will be
explained briefly. The performance of the proposed method have been tested with a biological object in Section
3 for different pupil function engineering approaches. The obtained results show that the quality of the images
constructed by the proposed pupil function is better than that formed by conventionally engineered pupil function.
In Section 4 The obtained results have been quantitatively analyzed with some metrics. Section 5 concludes this
manuscript.

2. TASK-SPECIFIC PUPIL FUNCTION ENGINEERING

Assume an optical imaging system whose lens has a focal length of f and an aperture’s outer diameter of D.
The distance between the object plane and the pupil plane is do and the distance between the image plane and
the pupil plane is di. The DOF denotes the range of object distances within which the spatial frequency spectral
signal-to-noise ratio (SNR) is above a threshold level, SNR∗:22

DOF = {d0 : SNR(u) ≥ SNR∗, ∀u ∈ U∗}, (1)
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where u = [u, v] = [λdifx/D, λdify/D] is the normalized spatial frequency, fx and fy (with unit of line-pairs/mm)
is the image spatial frequency, and U∗ is the working range of interest for normalized spatial frequencies. In
other words, Eq. 1 defines the DOF of a task-specific imaging system as the range of defocus beyond which the
spectral SNR drops below a minimum value within a band of spatial frequencies of interest, U∗.

The spectral SNR in Eq. 1 is defined as follows:23,25

SNR(u, v) = KR2(u, v)MTF 2(u, v), (2)

where K is a constant coefficient which depends on the parameters of the optical system and R(u, v) is the
spectral density of object reflectivity at spatial frequencies u and v in the image plane. Based on this relation,
maximizing SNR in DOF extension process can be performed via not only through MTF but also the spatial
spectrum density of the object, R(u, v). Therefore, in the proposed method we used the object’s spectrum in
the new proposed cost function.

Generally, in the DOF extension method we try to compensate the blurring effect of defocus on the resulted
image by introducing a pupil filter, h(x, y), as follows:

P (x, y) = h(x, y)× circ(1)× exp
{
2πi

[
W20(x

2 + y2)
]}

, (3)

where in general h(x, y) is the pupil filter which could be an amplitude and/or phase modulation pattern. The
DOF extension methods are based on engineering this filter in a way that the resulted SNR is maximized in
the desired DOF range. For example, reducing the size of the aperture of the lens (amplitude) is a common
way of extending the DOF. This is done using different methods such as annular apodization.11,22,27 In such
methods, the system is made less susceptible to defocus error by blocking some angle range of marginal rays. This
approach may adversely affect the system in two ways: (i) the overall performance of the optical system may be
reduced, since the smaller aperture blocks some range of spatial frequencies [umax = D/(1.22λdi)]; and (ii) the
total number of photons reaching the photodetector array within an exposure frame is reduced proportionally
to D2, thus leading to a lower mean SNR. Consequently, it is desired to block as little area as possible of the
pupil plane, i.e. the pupil filter needs to be made more efficient. In our method which will be explained in the
following section, we discuss an improved form of h(x, y) (pupil filter) engineered based on the spectrum of the
input image. In this section as well as the remainder of this manuscript, we use terms such as spectrum, spectral
and frequency with reference to the spatial spectrum and spatial frequency exclusively. Also, the terms pupil
filter and pupil function refer to the same concept and may be used interchangeably.

In most previous DOF extension methods, SNR maximization is conventionally done by controlling the MTF
function through a modulation of the pupil function, h(x, y). The reason lies in the relation between MTF and
spectral SNR. Let us investigate this relation in more depth to see how one can improve this objective in DOF
extension algorithms used in task-specific imaging system. A deeper analysis of the SNR relation (Eq. 2) clarifies
that besides MTF, the frequency spectrum of the input image is also an important factor. Thus in task-specific
pupil function engineering, given that R(u, v), the representative of the intended class of objects, has most of
its energy only at a specific frequency region, we propose to maximize R(u, v)MTF (u, v) instead of only the
MTF (u, v) function. In this way we have escaped from dedicating energy to MTF where there is no signal energy.
Although this new objective function help to improve the system response in task-relevant spatial frequencies, the
search and optimization is again done in all frequencies which increases the number of required computations.
Hence, for the algorithm to be more efficient, we introduce the effect of object spectral content in the new
objective function by extraction of the high energy spatial frequencies of the object. Then, we can maximize
MTF just in these spatial frequencies which is not only more energy efficient but also is computationally better.
Thus, here the new introduced objective function is to maximize MTF (u, v)R(u, v)S(u, v) where S(u, v) is a
weighting function added to discard the unimportant frequencies related to low energy part of the object’s spatial
frequency spectrum. It is worth noting that even though S(u, v) is extracted by using the spatial spectrum of the
representative of the intended class of objects, it is not necessarily appropriate for all possible object orientations
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and/or scaling. It is thus necessary to have a bank of S(u, v)s to account for different object orientations and
imaging magnifications.

This effect can also be viewed in the spatial domain. Indeed, maximizing MTF just in the dominant frequen-
cies, prevents the misuse of energy by not distributing it in task-irrelevant spatial frequencies. This translates
to minimum dissipation of energy in the spatial domain, based on Parseval’s principal which in term minimizes
the blocked region in methods such as annular apodization and thus minimizes the two shortcomings of DOF
extension algorithms (resolution and mean SNR) as mentioned before.

There is another point that worth mentioning here. Numerical calculation of the double integral in the MTF
relation for all frequencies and all defocus values [Eq. (4)] is a tedious and time consuming task. By limiting the
MTF optimization to the limited frequency region where objects have most of their energy besides optimizing
the used algorithms, we are gaining another benefit. This advantage is the less time we need to calculate the
MTF integral which in term lessens the above mentioned computational complexity and time consumption.

3. IMPLEMENTATION OF THE OPTIMIZATION OF THE TASK-SPECIFIC PUPIL
FUNCTION ENGINEERING

In this section we illustrate the implementation of the proposed fast optimization method for two main categories
of pupil function engineering: 1. amplitude modulation and 2. phase modulation. For the purpose of ampli-
tude/phase modulation, we divide the pupil filter to n sections. Each section may have any of the m allowable
transmission values between 0 and 1 for amplitude modulation and 0 and π for phase modulation(in general,
the transmission values may be any value within the unit complex disk for the general form of amplitude-phase
modulation), where the larger the value of m, the more exact is the amplitude/phase quantization of the obtained
results. The exact choice of m and n is based on the calculation capacity, among other things. We then find
the optimum transmission/phase values for each n sections of the pupil filter (between 0 and 1/0 and π) to
maximize the MTF in the frequency region extracted with the PCA method, for the DOF range of interest. In
the following sections the proposed method for the two main DOF extension approaches will be analyzed. Please
see Ref. 24 for mathematical details of our method.

3.1 EXAMPLE OF USING THE PROPOSED METHOD FOR AMPLITUDE OR
PHASE MODULATION

Regarding the computational capacity and the required precision, We start with n = 16 and m = 8. In this case,
the pupil filter is divided into four sections along the x direction and into four sections along the y direction. We
construct the pupil function for different possible transmission values for these regions (i.e. different amplitude
modulation) in different defocus values, W20. Then, we can calculate the MTF from autocorrelation of the pupil
function for each of these scenarios24 .

By using the PCA method, we can extract the dominant frequency region which indicates exactly what region
in the function MTF (u, v,W20) is of importance to us. Then, all is left is to optimize the amplitude modulation
to maximize the MTF or SNR in those regions:22

max
hij∈T

{
min

u∈U∗,do∈DOF
[SNR(u, do)]

}
, (4)

where i ∈ {1, . . . imax}, j ∈ {1, . . . jmax} are the indexes of the pupil sections while imax × jmax = n and
T = {t1, . . . tm} denotes the range of possible transmission values. In brief, Eq. 4 states that we find the worst
SNR for all the range of U∗ and DOF and then maximize it with optimum selection of the pupil filter transmission
values. The maximization process could be done using an exhaustive search optimization algorithm. Yet, one
can use a local optimization to find the final optimal pupil filter.

To analyze and implement the proposed method in extending DOF for amplitude modulation, we use a
biological sample (the cross section of rat’s brain). Brain is a 3D object and in many studies its 3D image is
needed. Thus, in these specific tasks we have many of these images, captured by each lens in the II method, to
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(a) (b) (c) (d)

Figure 1. Comparison between obtained images with amplitude modulation(the number of used grids is 4). (a) Filtered
image at W20 = 0.5 with PCA. (b) Filtered image at W20 = 0.5 with no PCA, and comparison between obtained images
with phase modulation(the number of used grids is 4) (c) Filtered image at W20 = 0.5 with PCA. (b) Filtered image at
W20 = 0.5 with no PCA

be processed for forming the 3D image. The microscope can be designed to work better for this task-specific
imaging system using here proposed approaches. The test image has its most significant edges at a specific
direction which leads to a particular high energy region in its spatial frequency spectrum. Thus, this image is
an appropriate candidate for testing the efficiency of our proposed approach.

The next step is to divide the pupil filter into n regions while the transmission value (i.e. amplitude and/or
phase) in these regions are independently optimized. For the sake of simplicity, we are going to optimize the
transmission amplitude and phase of these sections, separately (i.e. amplitude modulation or phase modulation).
The resulted MTF was applied on the image in two defocus extremes, 0 and 0.5. The obtained images were
compared with their traditional counterpart (in the same defocus values) obtained without using PCA (previous
DOF extension methods). The high frequency parts of the image taken with the PCA-based optimized amplitude
filter [Fig. 1(a)] is clearly superior in 0.5 defocus value compared to the image taken with the traditional optimum
pupil filter [Fig. 1(b)]. It is apparent from these figures that the obtained images using the proposed method
contains more detail and information compared to images of the previous methods (i.e. pupil function engineering
without PCA).

In the next experiment we implemented the proposed method for deriving the appropriate phase modulations.
The followed steps are just like the previous section. The only difference is that here each pupil section could
have a transmission phase between 0 and π while the resulting phase filter is applied to the pupil function.
Figures, 1(c) and 1(d) show the image resulted from applying this filter in W20 = 0.5 (the worst case) compared
to the conventional phase modulation.

As it is clear from these figures, the result of applying phase modulation filter using the proposed method is
only a bit better than the image resulted from conventional phase filter which does not use the object’s spectrum.
this result is also acceptable, as in phase modulation the blocking of pupil does not occur and therefore optimizing
the modulation pattern will not help to improve the performance as much as the amplitude modulation case.

4. DISCUSSION ON RESULTS WITH QUANTITATIVE METRICS

In the previous section we tested the performance of the proposed method for different pupil function engineering
approaches. The resulted images from pupil filter obtained using PCA (proposed method) and conventional
method (no PCA) was shown where the superiority of the obtained images using PCA was perceptible. This
better performance was more noticeable in cases including amplitude modulation where the blocking effect were
minimized. To show this superiority more accurately, we have used two quantitative merits as follows:

Difference between high frequency contents: One merit for showing the improved performance of the
resulted images is to measure the high frequency content of the images which shows the amount of details they
contain. The more the value of this merit, the more detail in the image and thus the higher quality of the image.
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Figure 2. Difference between high frequency contents for different approaches;(a) Amplitude modulation (b) Phase mod-
ulation

Figure 2 shows the amount of this parameter for the conventional imaging system (no pupil function engineering),
the obtained images from the proposed method (using the exact MTF formula plus PCA) and traditional pupil
function engineering (with no PCA). As expected the high frequency content which shows details of image is
more in the filtered images using PCA in all defocus values.

Gradient between consequent axial images: Another figure of merit that can be used to verify the superi-
ority of the resulted images is the defocus independence or the difference between consequent images in the axial
direction (i.e. along the optical axis or in other words through the DOF as defocus change). In calculating this
merit we subtract the two consequent axial image and then average the obtained difference values. By using the
proposed method for DOF extension we expect the image to be more consistent in the expected defocus range
compared to the previous method’s images. Thus, the smaller the gradient between consequent images in the
axial direction, the higher the quality of the resulted images. Figure 3 contains the results of this parameter for
the conventional imaging system (no pupil function engineering), the proposed method (using the exact MTF
formula plus PCA) and traditional pupil function engineering (with no PCA). Again, as expected the gradient
between consequent axial images in the new method (using PCA filter) is smaller; showing less variation in differ-
ent defocus values compare to the focal point. The resultant data of these two merits confirm the superiority of
the method. In particular we can see a 14% increase in DOF compared to traditional pupil function engineering.

In each of the two tested scenarios the two introduced metrics where computed for different defocus values.
The resulted curves for the first metric, difference high frequency contents, are shown in Figs. 2(a) and 2(b) for
amplitude and phase modulation, respectively. In each figure we have two curves for comparing the performance
of the proposed method with PCA and the conventional method.

It is clear from the figures that in cases where we have amplitude modulation the difference between two
curves is more, suggesting that the amount increase in high frequency contents (resolution) is larger as as was
discussed in the previous section.

The next metric which shows the amount of change of images along DOF range was also measured for two
tested approaches. The results are shown in Figs. 3(a) and 3(b) for two modulation methods.

Again, we see that the second metric is better (i.e. smaller), for the filtered images obtained using PCA.
Thus, shown curves in Figs. 2 and 3 clearly demonstrate the better performance of the method especially when
using amplitude modulation.

5. CONCLUSION

In this paper, we proposed and analyzed a novel approach to generate images of extended DOF to support
realization of three-dimensional task-specific imaging systems such as integral imaging. We illustrated that in
task-specific imaging systems maximizing MTF (and thus SNR) at all spatial frequencies will be sub-optimal and
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Figure 3. Gradient between consequent axial images for different approaches; (a) Amplitude modulation (b) Phase mod-
ulation.

a misuse of the available spectral SNR. Therefore, we proposed to maximize MTF just at the spatial frequencies
where the object has significant energy. To extract these high energy spatial frequency regions, we used a
PCA-based algorithm.

Finally, we analyzed and implemented the proposed method in extending the DOF on a biological sample
object for two main approaches in pupil function engineering. The resulted images from the proposed pupil
filter with PCA with amplitude or phase modulation were obtained and compared to the images resulted from
traditional pupil filters (without PCA). This comparison was made rigorous by introducing two figure of merits
which showed the superiority of the proposed approaches. In particular, we achieved more than 10% increase in
DOF using our method. This method may be extended to a variety of dimensionality reduction schemes other
than spatial frequency, in the context of task-specific imaging such as infra-red wavelength imaging.
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