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ABSTRACT 

An analysis and comparison of the lateral and the depth resolution in the reconstruction of 3D scenes from images ob-
tained either with a classical two view stereoscopic camera or with an Integral Imaging (InI) pickup setup is presented. 
Since the two above systems belong to the general class of multiview imaging systems, the best analytical tool for the 
calculation of lateral and depth resolution is the ray-space formalism, and the classical tools of Fourier information 
processing. We demonstrate that InI is the optimum system to sampling the spatio-angular information contained in a 
3D scene.  
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In this contribution we analyze and compare the lateral and the depth resolution in the reconstruction of 3D scenes from 
images obtained either with a classical two view stereoscopic camera or with an Integral Imaging (InI) pickup setup. 
Since the two above systems belong to the general class of multiview imaging systems, the best analytical tool for the 
calculation of lateral and depth resolution is the ray-space formalism, and the classical tools of Fourier information 
processing. 

To explain these tools, let us start by stating that when the points of the surface of a 3D object are, themselves, 
sources of radiated light or, equivalently, act as secondary sources after been illuminated by a primary one, it is created 
a flow of light through the space. And this flow of light carries the information about the shape, color and position of 
the 3D object. This lightfield can be represented through the ray-space function [1]-[2], which is based in the geome-
trical optics (spatially incoherent illumination, and objects significantly larger than light wavelength). The simplest ex-
ample is the lightfield generated by point source. Since the source radiate in all directions with the same intensity, the 
lightfield is represented in the ray space diagram with a straight line (See Fig. 1). As seen in the Figure, we use from the 
ray-space representation the spatial coordinate and angle of the impact of radiated rays with the reference plane z = 0  

 

Fig. 1 The lightfield radiated by a point source is represented in the ray-space diagram through a straight line. 
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Not much more complicate is the ray-space representation of the lightfield radiated by a plane object parallel to 
the direction of observation. Any point of the object is represented in the ray-space diagram through a straight line of 
slope μ . The bundle composed by the lines produced by all the points of the plane object constitute the lightfield, as 
shown in the Figure 2. 

 

Fig. 2 The lightfield radiated by a plane object is represented in the ray-space diagram through a bundle of slope μ . 

In mathematical terms we can express the lightfield generated by a plane object in the following way. Let as as-
sume that we call f x( )  the function that describes the light radiance of the object. Then we can built the 2D function  

 g x,θ( ) = f x( ) rect θ
α

⎛

⎝
⎜

⎞

⎠
⎟ , (1) 

were α  is the maximum ray angle collectible by our system. Then the lightfield, l x,θ( ) , can be expressed as a sheared 
version of g x,θ( ) , that is 

 l x,θ( ) = g x −μθ ,θ( )  . (2) 

Naturally, in the general case of a 3D object, the lightfield would be represented in the ray-space through the su-
perposition of bundles with continuously varying slope. Note that the slope of any bundles is proportional to the depth 
position of the corresponding object section. A very convenient way of analyzing a lightfield is through its spectrum 
[5], which is obtained by performing the 2D Fourier transform of l x,θ( ) , that is 

 Γ Ωx ,Ωθ( ) = l x,θ( )exp i2π xΩx +θΩθ( )⎡
⎣

⎤
⎦∫∫ dx dθ  . (3) 

As we can see in the Fig 3(a), the spectrum of the lightfield of a flat object is given, basically, by a slit inclined with 
slope μ −π / 2 . The spectrum of a 3D object is confined to the tie bow obtained by summing up slits with varying 
slope. 

 

Fig. 3 The spectrum of a lightfield radiated by a 3D object has a bow tie shape. 
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A very intelligent way of recording information about the lightfield radiated by 3D objects is the use of multi-
view camera systems. As shown in Figure 4, an array of equidistant cameras placed at the reference plane ( z = 0 ) can 
acquire discrete information about the spatial coordinate and angle of the impact of radiated rays. The image recorded 
with any of the cameras contains discrete information of the angles of rays passing through one particular spatial coor-
dinate. Thus the pixels of any of the images (from now on: elemental images) contain information corresponding a ver-
tical line in the ray-space diagram. The pixel of the other images, contain information corresponding to parallel, equi-
distant, vertical lines. In other words, the set of elemental images contain a sampling of the lightfield radiated by the 3D 
object. 

 

Fig. 4 A multiview camera system captures, and therefore stores, a sampling of the lightfield radiated by 3D objects. 

The question that comes out here is the following: Is it possible to recover the continuous lightfield from the 
sampled one? If so, is it then possible to reconstruct with good axial and depth resolution from the recovered lightfield? 
To find the answer it is very convenient to reason in terms of the spectrum of the lightfield. According to the sampling 
theorem [4], the Fourier transform of the lightfield generated by a 3D scene has a form like the one shown in the Fig-
ure 5(a). In this Figure we see that the spectrum is composed by a series of equidistant replica of the spectrum of the 
original lightfield (see Fig. 3). Note that in this case it is possible to apply a rhomboidal window to recover the original 
lightfield. From this recovered lightfield one can calculate, with good lateral and depth resolution the intensity distribu-
tion in the different sections (parallel to the reference plane) of the 3D scene. 

 

Fig. 5 (a) The spectrum of sampled lightfield when the sampling period is optimum; (b) Same, but when the sampling 
period is too large. 

A great problem appears when the sampling done in the lightfield is not dense enough. In this case the replica of 
the lightfield spectrum overlap in the reciprocal ray space. Now it is not possible to recover, even in case of using an 
optimum rhomboidal filter, the original lightfield. This overlapping will be the responsible of the appearance of dupli-
cated ghost images when trying to reconstruct the intensity distribution in the sections of the 3D scene. 
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Now, after this study of properties of the capture and the calculation of the lightfield, we can find out which kind 
of multiview system is more adequate for the reconstruction, with good lateral and depth resolution. We compare the 
typical stereoscopic system (in which a pair of high-resolution pictures of the 3D scene are taken) with the Integral Im-
aging system (in which many low-resolution pictures are taken). To make the comparison we assume that the total 
number of pixels is the same in both cases. In the case of an integral imaging system, see Fig. 6, we show that a homo-
geneous sampling of the lightfield is obtained. This optimum sampling permits to recover the continuous lightfield after 
a computer filtering process, as shown before in the example of Fig. 5(a). 

 

Fig. 6 The integral imaging geometry permits to obtain homogeneous sampling (in both spatial and angular coordinate) 
of the lightfield. 

On the contrary, the stereoscopic camera system performs a very inefficient sampling of the lightfield. The an-
gular information is oversampled, while the spatial information is strongly undersampled (see Fig. 7). 

 

Fig. 7 Stereoscopic imaging geometry provides with a very inefficient sampling of the lightfield. 

On the contrary, the stereoscopic camera system performs a very inefficient sampling of the lightfield. The an-
gular information is oversampled, while the spatial information is strongly undersampled (see Fig. 7). In this case the 
angular oversampling does not provide any advantage, while the spatial oversampling makes impossible to recover the 
original lightfield (see Fig. 8).  
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Fig. 8 The sampling obtained with stereoscopic pair produce a lightfield spectrum with strong overlapping. 

Thus we can conclude that, although stereoscopic pairs have shown to be very useful for displaying of 3D mov-
ies or pictures big audiences, is very poor system when used for the tomography reconstruction of 3D scenes. Our opi-
nion is that, given a fixed number of pixels. The optimum solution is an integral imaging system in which the number 
of views is equal to the number of pixels per view. The fulfillment of this condition permits the optimum, homogeneous 
sampling of the lightfield. 

As the proof of the above statements we performed the experiment illustrated in the Fig. 9. In the experiment the 
distance between the camera lens to the doll and to the chart were set to 35 cm and 59 cm, respectively. 

  

Fig. 9 Experimental setup. 

With this setup [3] we captured first a set of 13x13 elemental images with 151x151 px each, obtained after dis-
placing the camera in steps of 10 mm. Later, we captured 2 stereoscopic images with 1133x1701 px each. The distance 
between the two camera positions was set to 60 mm. In both cases the whole number of pixel was: 3.85 Mpx. 

Next, in Fig. 10 we show a subset (13x10) of the collection of the captured elemental images. On the other hand, 
in Fig 11, we show the stereo pair captured with the digital camera. In both cases, the images are used for the calcula-
tion (by back-propagation algorithm) of different slices of original 3D scene. 

In Fig 12 and Fig. 13 we show the images reconstructed at various depths. It is clear that although the resolution 
is better in the case of the stereo pair, the slicing capacity is almost null. 
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Fig. 10 The elemental images. 

    

Fig. 11 The stereoscopic pair. 

    

Fig. 12 Slices of the reconstructed 3D scene from the elemental images (from left to right): Spectacles; White chart ; 
Hair; Black chart. 
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Fig. 13 Slices of the reconstructed 3D scene from the stereo pair (from left to right): Spectacles; White chart ; Hair; 
Black chart. 
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