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Abstract—We evaluate the lateral resolution in reconstructed in-
tegral images. Our analysis takes into account both the diffraction
effects in the image capture stage and the lack of homogeneity and
isotropy in the reconstruction stage. We have used Monte Carlo
simulation in order to assign a value for the resolution limit to any
reconstruction plane. We have modelled the resolution behavior.
Although in general the resolution limit increases proportionally
to the distance to the lens array, there are some periodically
distributed singularity planes. The phenomenon is supported by
experiments.

Index Terms—Three-dimensional (3D) imaging, lateral resolu-
tion, depth of field.

I. INTRODUCTION

I NTEGRAL IMAGING (InI) is a well-established tech-
nology for the recording, processing and display of 3D

incoherent images. Based on the original idea of Lippmann [1],
InI systems capture the information of 3D scenes by use of a
microlens array, which permits the recording of multi-perspec-
tive information on an image sensor. Being a technique for the
3D reconstruction and/or display of 3D scenes, the evaluation
of the lateral resolution at different depths is a matter of great
interest.
Integral imaging was originally designed for the auto-stereo-

scopic display of 3D objects. Even at present this is a fascinating
application [2]–[8]. To implement an InI monitor it is necessary
to project the elemental images onto an electronic matrix dis-
play (like LCD or LED). The microlens array (MLA) is adjusted
so that each microlens covers one elemental image. In this case
the different perspectives are integrated as a 3D image. Every
pixel of the display generates a cylindrical ray bundle when it
passes through the array. The intersection of the ray bundles
produces a local increment of light density, which permits the
reconstruction. The resulting reconstructed scene is perceived as
3D by the observer, whatever his or her position relative to the
MLA. Since an InI monitor truly reconstructs the 3D scene, the
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observation is produced without special goggles, with full par-
allax, and with no visual fatigue. To ensure that the displayed
3D images are observed with continuous relief, it is necessary
to adjust the system in such a way that the display device is set
at the front focal plane of the microlenses and only one pixel
is seen through any lens [9]. In such case the display resolu-
tion unit (DRU) is the microlenses pitch [10]–[12]. Thus, the
way to improve the resolution of InI monitors is by use of MLA
with smaller pitch. Of course, this implies the use of display
devices with increasing density of pixels, since the number of
pixels under any microlens determines the angular resolution of
the display.
Although originally intended for display, InI technology has

revealed as useful for other applications [13]–[19]. One of the
most important features of InI systems is their ability for recon-
structing in depth, the irradiance distribution of the 3D scene
[20]. This ability can be easily understood if one consider that
any elemental image constitute a low-NA image of the 3D ob-
ject. Note that low-NA images inherently have large depth-of-
field (DOF). However the composition of all the elemental im-
ages behaves as a high-NA image, which inherently has short
DOF. Thus, by projecting (computationally) all the elemental
images through virtual pinholes placed at the center of the cor-
responding microlenses, it is possible to obtain the depth re-
construction. At any plane the reconstruction is composed by
a sharp image of the part of the scene in that plane, plus the
blurred image of out-of-focus parts. Due to the high-NA be-
havior of the systems, out-of-focus images are so blurred that
they are difficult to distinguish and mainly constitute a back-
ground. This high capacity of segmentation in depth confers the
InI technique great potential for scientific applications. For this
reason the study of the resolution of reconstructed integral im-
ages is a matter of great interest. This ability has been analyzed
in terms of the lateral and axial resolution [21]–[25]. Subsequent
investigations have led to consider the lateral resolution as func-
tion of the distance between the reconstruction plane and the
microlenses.
In this paper, we tackle the analysis of the lateral resolution on

the basis of the concept of sampling ray. Sampling itself is basi-
cally the process of projecting rays from any pixel of the sensor
through the center of its associated microlens into the scene.
These rays intersect the surfaces of the objects contained in the
volume of the scene, and each ray transfers the object informa-
tion to its corresponding pixel. As a result of the complexity of
the lattice generated by the collection of all generated sampling
rays, the lateral resolution of the system is neither homogeneous
nor isotropic.
The paper is organized as follows. In Section II, we expose

the basic theory that is behind the capture and reconstruction
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Fig. 1. Capture stage of an InI system.

stages. In Section III, we present our model for the evaluation
of the lateral resolution at different reconstruction planes. In
Section IV, we apply our model to different InI configurations
and find the quasi-periodical evolution of the lateral resolution.
In Section V, we validate the model with experimental results.
Finally, in Section VI, we summarize the achievements of this
research.

II. BASIC THEORY

InI is based on the two stages of optical capture and numer-
ical reconstruction. In the capture stage the image sensor is set
parallel to the microlens array (MLA) at a certain position near
the focus, so that a certain plane of the scene, which we will
call reference plane, is conjugated with the sensor (see Fig. 1).
By application in cascade of paraxial scalar diffraction equa-
tions [27], it is straightforward to find the impulse response of
a single microlens. For simplicity we consider quasimonochro-
matic illumination with mean wavelength . Assuming that the
pupil of each microlens is a circle with diameter , we can ex-
press the intensity distribution over the sensor plane as

(1)

This function accounts for the microlenses pupil function,
, together with the phase modulation due to defocus. Any

point of the scene produce in the sensor a signal that is not a
point but a diffraction pattern, or intensity patch. If the pixel
size of the sensor is smaller than the size of such pattern, more
than one pixel will be excited. Points contained in the reference
plane are imaged onto the sensor as an Airy disk. Points
of the scene not in the conjugate plane produce a signal
in the form of a defocused Airy disk, which is broader than the
Airy disk, and therefore the number of recorded pixels is higher.
Thus, a point object produces onto the sensor a 2D array of,

focused or blurred, Airy disks. Due to the presence of the bar-
riers, which prevent from the overlapping between neighbor el-
emental images, the number of recorded Airy disks is limited.
Note that whereas, both, the microlenses and the pixels be-

hind them are arranged in rectangular grid, the Airy disk shows

Fig. 2. Scheme of the conventional reconstruction algorithm. In this figure, the
number of pixels per microlens is .

radial symmetry. This constitutes the first cause of anisotropy
in the InI systems. Moreover, the capture stage is not shift in-
variant. A lateral displacement of the point object does not imply
a proportional shift of the signal received by the sensor. Due to
the necessary presence of the barriers, as the point source is lat-
erally shifted, some elemental images switch off and some other
switch on.
The numerical reconstruction can be made by use of different

algorithms. However, all are based on the same principle of pro-
jecting any elemental image through a pinhole placed at the
center of the corresponding microlens, as shown in Fig. 2. From
the scheme, we can see that there is a univocal relation between
the position of the reconstruction plane and the level of over-
lapping between projected elemental images. Specifically, the
relation is

(2)

where is the number of pixels per microlens and the number
of pixels that overlap with the neighbor projected elemental
image. It is apparent that the higher the level of overlapping,
the smaller the number of pixels of reconstructed images. To
avoid unbalanced values of pixels of reconstructed images, the
value of the pixels should be normalized taking into account the
number of projected pixels that contribute to any reconstructed
pixel. In planes where the projected pixels do not match (i.e.,
in case of non-integer value of ) it is also possible to calculate
the reconstruction. But the algorithm is slower, since it has to
evaluate the percentage of contribution of any projected pixel
to the pixels of the reconstructed images.
Naturally, the algorithm that we are reporting here must take

into account not only the pixilated structure of the sensor, but
also the diffraction effects. A scheme of this is shown in Fig. 3,
for the case of a two-point object.
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Fig. 3. (a) Intensity distribution over the image sensor for an elemental image;
(b) Projection of the recorded pixels in the reconstruction stage.

Fig. 4. Scheme of the numerical reconstruction algorithm.

III. THE LATERAL RESOLUTION

The lateral resolution of numerically reconstructed depth
images depends on many factors, such as the number of mi-
crolenses, the number of pixels per microlens, the gap, the
pitch, the distance between the reconstruction plane and the
reference plane, and also on the diffraction effects. As in
conventional imaging, we will evaluate the lateral resolution in
terms of the Rayleigh resolution criterion.
As sketched in Fig. 4, the reconstructed image corresponding

to two point sources is obtained after virtual projection of the
recorded pixels through the pinholes. Note that the projections
have a stair case form.
Following Rayleigh, we propose to define the resolution limit

as the minimum distance, , between the projected pixilated
diffraction patterns so that the dip between them is larger that
20% of the maximum peak (see Fig. 5).
The Rayleigh limit was thought for imaging systems that are,

at least locally, linear and shift invariant. However, the recon-
struction process in InI is not shift invariant. Depending on the
lateral position of the object the resolution can change signif-
icantly. Moreover, even after fixing the position of the object,
the resolution strongly depends on its angular orientation. This
is due to the disadjustment between the radial symmetry of the
Airy disk and the rectangular arrangement of the microlenses
and the pixels behind them. Thus a new model for the calcula-
tion of the resolution limit is required.
To face this task, we propose a model based on Monte Carlo

simulations [26]. Specifically we proceed as the following. First,
we determine the region in the reconstruction space covered
by all the microlenses. This region is known as the common-
field-of-view (CFOV) region, see Fig. 6. In this figure we can
observe the existence of planes of low density of sampling rays,
which are, precisely, the planes in which the projected pixels

Fig. 5. Resolution criterion. (a) Projection of elemental images corresponding
to two point sources; (b) Irradiance pattern resulted from the sum of individual
projected diffraction patterns.

Fig. 6. Sampling ray pattern generated by an InI capture system and its
common field of view.

match (see Fig. 2).Wewill restrict the calculations of the resolu-
tion limit to this region. Second, we simulate the image capture
stage as shown in the Fig. 1. Third, we obtain from the elemental
images calculated in the previous step, the reconstructed images
in discrete planes.
Since the lateral resolution is heterogeneous and anisotropic,

we need to apply theMonte Carlo method to determine the reso-
lution limit for any reconstruction plane. Thus, given a distance
z, first we fix a value for distance between the points (see
Fig. 4). Then, we change randomly the position of the center
of the two point sources and their angular orientation, up to
times. At any step we check if the two points are resolved (see
Fig. 5). If the points are resolved for all steps, we decrease the
value of . Otherwise the distance is increased. The iterative
process ends when the is reached with a tolerance of 0.4%.
To validate our proposal, first we calculated the lateral reso-
lution associated to some InI geometries. Later we confirmed
these results with a laboratory experiment.

IV. THE NUMERICAL EVALUATION

For the first numerical experiment we considered three
different InI architectures. The architectures had in common
the focal length mm, the , and the pitch

mm, of the microlenses. The gap between the mi-
crolenses and the sensor was set to mm, so that
the reference plane was at mm from the MLA. We
also fixed the total amount of pixels of the sensor to about
2760 2760. The difference was the number of microlenses,
and therefore the number of pixels per microlens. Specifically,
we calculated the lateral resolution for the cases: (a) 11 11 mi-
crolenses and 251 251 px/microlens; (b) 21 21 microlenses
and 131 131 px/microlens; and (c) 31 31 microlenses and
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Fig. 7. Lateral resolution limit of reconstructed images versus reconstruction
distance. In all cases the total number of pixels of the sensor are the same.

Fig. 8. Normalized resolution limit of reconstructed images versus the inverse
of the reconstruction distance.

89 89 px/microlens. Concerning the reconstruction planes, we
analyzed a range spanning from mm to mm,
with 1717 equal sampling distances in . In Fig. 7, we show
the computed values of the resolution limit. As expected, the
general trend for the resolution limit is to increase propor-
tionally to . It is interesting, however, the existence of some
peaks, which appear in the planes observed in [28] but were not
accounted for. Note that the position of these planes coincides
with the position of planes of low density of sampling rays (see
Fig. 6).
An observation of the Fig. 7 tells us that the peaks are equidis-

tant in , and their height proportional to . Then, it is more il-
lustrative tomake the representation in terms of a different scale,
as shown in the Fig. 8. In this representation, we find a quasi-pe-
riodical structure of the resolution limit of reconstructed images
in InI.
From the figures we can extract the following conclusions.

First, the lateral resolution in the reconstructed images is deter-
mined, mainly, by the number of pixels of the elemental images.
Second, incrementing the number of microlenses at the cost of
reducing the number of pixels per microlens produces an im-
portant fall-off in resolution. Note however that this fall-off is
compensated by the fact that the depth discrimination increases
[25]. The resolution in the planes of low density of sampling
rays is about 1.5 times worse than in the other planes. When
represented in the proper space (see Fig. 8) the lateral resolu-
tion limit shows a quasi-periodical behavior. The period of such
function is proportional to the number of microlenses.

Fig. 9. Lateral resolution limit of reconstructed images versus reconstruction
distance. In all cases the total number of pixels per elemental image are the
same.

Fig. 10. Normalized resolution limit of reconstructed images versus the inverse
of the reconstruction distance.

To confirm these conclusions we performed a second numer-
ical experiment. In this case, we kept constant the number of
pixels per microlens, but variable the number of microlenses.
Specifically we assumed microlenses of pitch mm,
focal length mm and . The gap was set
to mm and the number of pixels per microlens to
251 251. We calculated the lateral resolution for three arrays:
(a) 11 11 microlenses; (b) 23 23 microlenses; and (c) 31 31
microlenses. The results are shown in the Fig. 9.
We found, again, that in trend the lateral resolution limit

increases proportionally to the distance from the MLA to the
reconstruction plane. Naturally, due to the heterogeneity and
anisotropy of the process, there are fast variations over the
general trend. Besides, there are some singular planes, the
ones that correspond to the low density of sampling rays, in
which the resolving power falls-off by a factor of about 1.5. To
visualize the quasi-periodical variation of the lateral resolution
limit, we use again the representation in the nonlinear space,
but we concentrate the representation in only two periods of
the function, see Fig. 10.
From the figure we confirm that, at least in terms of the lateral

resolution of reconstructed images, increasing the number of
microlenses does not improve significantly the efficiency of
the system. The main improvement is the narrowing of the
resolution-limit peaks. Since it is presumed that the increasing
of the number of microlenses should imply an improvement
of performance of InI systems, we will devote a further work
to analyze, in terms of our statistical model, the influence of
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Fig. 11. Experimental setup.

Fig. 12. Comparison between the experimental and the modelized values of
the resolution limit. Note, that since the resolution is evaluated with an USAF
test, only some quantized values of the resolution can be obtained.

these parameters on the depth discrimination of reconstructed
images.

V. EXPERIMENTAL VERIFICATION

To verify our conclusions, we performed an InI experiment
with the setup shown in Fig. 11.
Instead of using an array of microlenses, we used a synthetic

aperture arrangement in which the digital camera, mounted in a
motorized platform, was scanned following a rectangular grid.
The object for the experiment was an USAF 1951 resolution
chart. In our experiments, we obtained the integral images cor-
responding to 35 values of , ranging from mm to

mm. Each integral image was composed by 11 11
elemental images with 251 251 pixels each. As in the first nu-
merical experiment, the pitch was fixed at mm, the gap
to mm, and the . For any of the recorded 35
integral images, we computed the corresponding reconstructed
sectional images. With the USAF chart, we evaluated the lateral
resolution limit associated to any of the 35 axial distances. These
resolution values are presented in Fig. 12. As we see, the drastic
fall-off in resolution predicted by our model, for some specific
distances , is fairly reproduced by the laboratory experiments.
Finally, in Fig. 13 we present two reconstructed images ob-

tained in the vicinity of the resolution peak (square tags in the
Fig. 12). Note that although the reconstruction plane at is
obtained further away from the sensor, the resolution is better.
This fact confirms the existence of these resolution singularities.

Fig. 13. Reconstructed images in planes near the resolution peak.

VI. CONCLUSION

In summary, we have presented a new procedure for the
evaluation of lateral resolution in reconstructed InI scenes.
The method takes into account both the diffraction effects in
the image capture and the anisotropy and heterogeneity in the
computational 3D reconstruction. The evaluation uses Monte
Carlo simulations. We have found a periodicity in the behavior
of the resolution limit, when plotted in a certain nonlinear rep-
resentation. Our method has been validated with experimental
results.
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