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Abstract: In this paper, we analyze the depth of field (DOF) of integral 
imaging displays based on wave optics. With considering the diffraction 
effect, we analyze the intensity distribution of light with multiple micro-
lenses and derive a DOF calculation formula for integral imaging display 
system. We study the variations of DOF values with different system 
parameters. Experimental results are provided to verify the accuracy of the 
theoretical analysis. The analyses and experimental results presented in this 
paper could be beneficial for better understanding and designing of integral 
imaging displays. 
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1. Introduction 

Integral imaging is a 3D technique that was proposed by Lippman in 1908 [1]. It can provide 
full-parallax and continuous-viewing 3D images and does not require any special glasses or 
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coherent light, such as those used in multi-view auto-stereoscopic 3D display or holography 
[2–7]. Integral imaging has attracted extensive attention for its research and application in the 
area of 3D sensing and display [8–29]. 

However, integral imaging displays are affected by diffraction and aberration effects in 
both optical pickup and display processes. To eliminate the effects of diffraction and 
aberration in the optical pickup process, computer-generated integral imaging can be applied 
[30]. It can generate elemental images by using computer graphic techniques with the 
parameters of the virtual micro-lens array (MLA) without a real optical system. Because of its 
flexibility and diffraction-free feature, computer-generated integral imaging has been 
proposed in many fields such as entertainment and medical sciences et al.. In such cases, the 
deterioration factor in the pickup process can be ignored and only the display process should 
be considered when analyzing the viewing performance of the system. In this paper, we 
analyze the depth of field (DOF) using computer-generated integral imaging. 

The main parameters used to evaluate the performance of the integral imaging display are 
DOF, viewing resolution, and viewing angle [31–36]. In this paper, we focus on the analysis 
of the DOF of integral imaging displays using wave optics. First, we analyze the number of 
correspondence pixels which are responsible for reconstructing the same image point in 3D 
space. Then, by analyzing the wave propagation and light intensity distribution with multiple 
micro-lenses, we perform the DOF calculation based on hyperbola fitting and the minimum 
angular resolution of human eyes. By taking into consideration of the diffraction effect and 
using the superposition of light intensity with multiple micro-lenses, we can obtain more 
accurate DOF calculation results compared to the previous methods for the integral imaging 
display. Experimental results are also given to verify the accuracy of the proposed method. 

This paper is organized as follows. In section 2, we review two pre-existing DOF 
calculation methods based on geometrical optics and Gaussian beam distribution model 
[37,38]. In section 3, we propose a DOF calculation method using wave optics [39,40]. In 
sections 4, we calculate several groups of DOF values using our proposed method and 
analyze the variations of DOF with different system parameters. In section 5, the accuracy of 
the method is verified by comparing the experimental results of the proposed method with the 
previous researches. In section 6, we summarize the main achievements of this paper and 
conclude with future directions and outlook. 

2. Previous DOF calculation methods 

One of the most important parameters that set 3D displays apart from 2D displays is their 
DOF. To understand the DOF of integral imaging displays, Min et al. [37] performed an 
analysis using geometrical optics theory without considering the diffraction effect caused by 
MLA. Because the integrated image is out of focus when the image is located away from the 
central depth plane (CDP), DOF can be set as the distance between the rear and front 
marginal depth planes, where the ray-optical focusing error occurs due to the overlap of the 
image pixel: 

 
2

2 ,dGeom

l
p

g p
DOF =

×
 (1) 

where p and pd represent the pitch of the MLA and the pixel size of the display, respectively. 
Parameter g represents the gap between the display and the MLA, and l represents the 
conjugate distance defined by the Gauss lens law [41]. 

A DOF calculation method based on Gaussian beam distribution model was also proposed 
[38]. In that model, the light emanating from a single pixel on the display was considered as a 
Gaussian beam whose waist is located at the CDP. Taking into account the minimum angular 
resolution of human eyes (αe) [42], the DOF was obtained by calculating the locations of the 
rear and front marginal depth planes based on the Gaussian beam function: 
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where d refers to the viewing distance between the observer and the CDP. 
These DOF calculation methods are easy to use but suffer from low accuracy because they 

both neglect the diffraction effect and only take a single micro-lens into consideration. Even 
though the second method tries to approximate the actual light intensity distribution in the 
image space, the obtained Gaussian light beam functions are derived from the geometrical 
relationships of the integral imaging display. It results in the low accuracy of the DOF 
calculation results. 

3. DOF calculation methods based on wave optics 

Here, we propose another approach for DOF calculation using wave-optics. First, we analyze 
the number of correspondence pixels which are responsible for reconstructing the same image 
point in 3D space. Then, by analyzing the wave propagation and light intensity distribution 
with multiple micro-lenses, we perform the DOF calculation based on hyperbola fitting and 
the minimum angular resolution of human eyes. 

Note that for an integral imaging display the pixel size of the display device is a factor 
that strongly influences the DOF [37,38]. However, in our analysis, we regard the display 
pixels as ideal points for simplification. We only consider square micro-lenses in this paper, 
but it is not difficult to expand our proposed method to other micro-lens shapes. In addition, 
our studies are based on resolution priority integral imaging (RPII) displays [43] while the 
derivations of depth priority integral imaging (DPII) [43] displays are similar. 

3.1 Number of correspondence pixels of the RPII display 

 

Fig. 1. Number of correspondence pixels to reconstruct image point A in the RPII display. 

For a RPII display, the correspondence pixels are located on different elemental images and 
imaged by their corresponding micro-lenses to reconstruct the same image point on the 
conjugate plane, as shown in Fig. 1. Suppose the MLA contains M × N micro-lenses, and the 
central micro-lens is denoted as the 0th micro-lens. To describe the light propagation in the 
image space, we set up a coordinate system xyz in which the z axis coincides with the optical 
axis of the 0th micro-lens. And the origin is located at the center of that lens. Also, a plane 
coordinate system x0y0 is utilized to describe the MLA plane (z = 0). 

We take image point A located on the z axis for example. Assuming the wth elemental 
image is the critical one that contains the correspondence pixel for image point A, according 
to the geometric relationships, w is given by 
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where the symbol x denotes the greatest integer less than or equal to x, distance f and g are 
defined as the focal length and the gap between the display and the MLA, respectively. 

The number of correspondence pixels (H × V) for image point A is given by 
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( ) ( )

( ) ( )
( ) ( )

2 1 2 1 2 1 min ,

2 1 2 1
=

2 1 2 1

      2 1 max , ,

w w w M N

M w M w N
H V

w N N w M

M N w M N

+ × + + ≤


× + ≤ + ≤× 
+ × ≤ + ≤

 ×                      + ≥

           

                   

                    
 (4) 

where functions min(M, N) and max(M, N) give the smaller and the larger values of M and N, 
respectively. 

Among the H × V correspondence pixels on the display panel ( ),D Dx y , as shown in  

Fig. 1, the coordinates of an arbitrary correspondence pixel ( ),D D
mn mnD x y  can be expressed 

with the system parameters as 

 ( ), ,D D
mn mn

g g
x y mp np

f f

 
= , 
 

    (5) 

where m = -w…-1, 0, 1...w and n = -w…-1, 0, 1…w are the indexes of micro-lens in the MLA 

corresponding to the correspondence pixel ( ),D D
mn mnD x y . 

3.2 Light intensity distribution of the RPII display 

 

Fig. 2. Light intensity distribution of the RPII display. 

After obtaining the number of correspondence pixels, we will analyze the light intensity 
distribution in the image space of the RPII display. 

For the RPII display shown in Fig. 2, the pupil function for the central micro-lens can be 
given as 

 ( ) 0 00 0
00 0 0

1  - , -
, , 2 2 2 2

0 otherwise .

p p p p
x yx y

P x y rect
p p

          ≤ ≤ ≤ ≤  = =  
               

 (6) 
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The pupil function for other micro-lenses can be expressed as ( )0 0,mnP x y =  

( )00 0 0,P x mp y np− − . 

Assuming that the corresponding pixel ( ), D D
mn mnD x y  is a δ function (point source), the 

phase transformation of the corresponding micro-lens is given by 

 ( ) ( ) ( ) ( )2 2

0 0 00 0 0 0 0, , exp .
2mn

k
t x y P x mp y np j x mp y np

f

  = − − − − + −   
  (7) 

For a single correspondence pixel ( ), D D
mn mnD x y , we can obtain the light intensity 

distribution at an arbitrary point C(x, y, z) on a certain depth plane by using the paraxial 
approximation and the Fresnel diffraction theory, as given below: 
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2 2

0 02
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 (8) 

where λ  is the mean wavelength, k is the wave number and is given by 2k π λ= . 
For multiple correspondence pixels, all the intensity distributions can be superimposed 

linearly. Therefore, the light intensity distribution of the RPII display can be expressed as 

 ( ) ( )
,

,

, ; , ;
m w n w

mn
m w n w

I x y z I x y z
= =

=− =−

= .  (9) 

3.3 DOF of the RPII display 

In the following parts, we only take into account one dimension for simplicity, and the 
discussions for the other dimension are the same due to the square shapes of micro-lenses. 

For a given RPII display the diffraction intensity patterns on different depth planes can be 
obtained by using Eqs. (8) and (9). Figures 3(a) and 3(b) show the diffraction intensity 
patterns at depth planes z = 20.0mm (the conjugate plane) and z = 26.0mm with parameters  
f = 4.0mm, g = 5.0mm, p = 0.8mm, 45.5 10λ −= × mm, and the number of correspondence 
pixels H × V = 5 × 5. 

For different depth planes, the corresponding diffraction intensity patterns can be 
calculated as shown in Fig. 3. For a given diffraction intensity pattern, we use a square light 
spot that contains a substantial percentage (84%) of the whole pattern energy to replace the 
entire pattern [44]. The diffraction intensity pattern can then be simplified as a square light 
spot with a half side length r(z). Therefore, r(z) can be calculated as 

 ( ) ( )
( )

- ( ) -

, 0; 0.84 ,0;
r z

r z

I x z dx I x z dx
∞

∞

= .   (10) 
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Fig. 3. Cross sections and meridian sections (y = 0) of the diffraction intensity patterns on 
different depth planes (a) z = 20.0mm and (b) z = 26.0mm. Here, f = 4.0mm, g = 5.0mm,  

p = 0.8mm, 
4

5.5 10λ −= × mm, and H × V = 5 × 5. 

The discrete data of half side length r(z) is obtained and fitted into a hyperbola function 
whose waist is located on the conjugate plane, as denoted by the red lines in Fig. 4. Taking 
into consideration the minimum angular resolution of human eyes (αe), we can calculate the 
DOF using the intersection of the hyperbola and the margin lines of αe (blue lines shown in 
Fig. 4). Here, d represents the viewing distance between the eye and the conjugate plane. 

 

Fig. 4. Analysis of DOF of the RPII display based on wave optics taking into account the 
minimum angular resolution of human eyes. 

After obtaining the hyperbola functions, we can deduce the DOF as follows. The 
hyperbola fitting function of the light beam can be written as 

 
( )22

2 2
1,

z lx

a b

−
− =  (11) 

where a and b are given by the fitting results of the hyperbola light beam. 
The margin lines of the minimum angular resolution of human eyes (αe) are given by the 

following equation: 

 ( )tan .
2

ex z l d
α = ± − − 
 

 (12) 
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Combining Eqs. (11) and (12), we can confirm the locations of the rear and front marginal 
depth planes. Therefore, the DOF of the RPII display can be defined as the distance between 
the two marginal depth planes: 

 
( ) ( )

( )

2 2

2

4 2 2 4 2 2 2

2 2

2 tan 2 tan 2

tan 2

e e
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e

a b a b a b d
D

a
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α α

α

+− +

−
= .  (13) 

4. DOF calculation results based on wave optics 

After obtaining the DOF calculation formula, we can use it to analyze the variations of DOF 
with different parameters. In the calculation process we assume that the number of 
correspondence pixels (H × V) always meets the requirement of ( ) ( )2 1 min ,w M N+ ≤ . Note 

that H × V is decided by the focal length f and the gap g according to Eqs. (3) and (4). It 
means that once f and g are given, H × V is fixed and can be calculated by the given f and g. 
The relationship between the viewing distance d and the DOFWave is given by Eq. (13). It 
shows that the DOFWave increases monotonously if d increases. Therefore, we will only 
discuss the variations of DOFWave with different focal length f, gap g, and MLA pitch p in this 
paper. Table 1 lists the parameters used in this section. The minimum angular resolution of 
human eyes is set to be αe = 1.662 × 10-2° [42], the mean wavelength is 45.5 10λ −= × mm, and 
the viewing distance is d = 2500mm [45–47]. 

Table 1. Parameters used in DOF calculation 

λ —Mean wavelength l—Conjugate distance defined by 1 1 1l f g= −  [41] 

p—Pitch of MLA αe—Minimum angular resolution of human eyes 

f—Focal length of the micro-lens DOFWave—DOF derived by wave optics method 

d—Viewing distance between the eye and the 
conjugate plane 

g—Gap between the display and the MLA; M × N—The 
total number of micro-lenses 

H × V—The number of correspondence pixels

Table 2. Variation of DOFWave with different focal length f 

Parameters g = 8.0mm, p = 0.8mm, d = 2500mm, αe = 1.662 × 10-2°, λ  = 5.5 × 10−4mm 

f (mm) 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 
H × V 1 × 1 1 × 1 1 × 1 3 × 3 3 × 3 5 × 5 7 × 7 15 × 15 
DOFWave (mm) 17.7 22.8 29.9 12.7 17.3 14.9 17.2 17.2 

Table 3. Variation of DOFWave with different gap g 

Parameters f = 4.0mm, p = 0.8mm, d = 2500mm, αe = 1.662 × 10-2°, λ  = 5.5 × 10−4mm 

g (mm) 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 
H × V 9 × 9 5 × 5 3 × 3 3 × 3 1 × 1 1 × 1 1 × 1 1 × 1 
DOFWave (mm) 8.8 8.6 10.6 8.6 23.1 20.7 19.0 17.7 

Table 4. Variation of DOFWave with different MLA pitch p 

Parameters f = 3.0mm, g = 4.0mm, d = 2500mm, αe = 1.662 × 10-2°, λ  = 5.5 × 10−4mm 

p (mm) 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 
H × V 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 
DOFWave (mm) 13.8 11.5 9.9 8.6 7.7 6.9 6.3 5.8 

DOFWave have been calculated with different specifications according to Eq. (13). Tables 
2–4 show the variations of DOFWave with different focal length f, gap g, and MLA pitch p, 
respectively. 

From the results shown above, we can see that the values of DOFWave highly depend on 
focal length f, gap g, and micro-lens pitch p. The variations of DOFWave are not monotonic as 
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we change these parameters, and the optimal DOFWave values can be determined by multi-
parameter optimization [48,49]. 

5. Experimental results 

According to the above analyses, we designed and implemented an experiment to show the 
accuracy of the proposed method. To avoid light diffraction or aberration effects in the pickup 
process, we used Autodesk 3ds Max 2012 software to generate the elemental image array, and 
the obtained elemental image array was printed on a piece of high-quality photo paper with a 
Brother HL-4150CDN color printer to implement the optical display. The reconstructed 3D 
images were then captured by a Canon EOS 5D Mark II camera at a viewing distance of  
d = 2500mm. Table 5 shows the parameters used in the pickup and display experiments. 

Table 5. Parameters used in the pickup and display experiments 

Parameters Values
Total number of micro-lenses (M × N) 110 × 110
Focal length of the micro-lens (f) 3.3mm
Pitch of the MLA (p) 1.0mm
Resolution of each obtained elemental image 40 × 40 pixels 
Resolution of the Brother HL-4150CDN color printer 2400dpi
Resolution of the Canon EOS 5D Mark II camera 4368 × 2912 pixels 
Gap between the display and the MLA (g) 3.7mm
Pixel size of the display (pd) 0.025mm
Viewing distance between the eye and the conjugate plane (d) 2500mm

To verify the proposed DOF calculation method, we compared the DOF calculation 
results with those calculated by geometrical optics and Gaussian beam methods as shown in 
Table 6. With given parameters, we calculated three groups of DOF values using three 
different DOF calculation methods. Here, DOFGeom, DOFGauss, and DOFWave refer to the DOF 
derived by geometrical optics method, Gaussian beam method, and wave optics method, 
respectively. 

Table 6. DOF calculation results obtained from geometrical optics, Gaussian beam, and 
wave optics methods 

DOF calculation methods Geometrical optics Gaussian beam Wave optics 

Parameters 
f = 3.3mm, g = 3.7mm, l = 30.525mm, p = 1.0mm, d = 2500mm, αe = 1.662 × 10-

2°, λ  = 5.5 × 10−4mm, pd = 0.025mm, H × V = 9 × 9. 
DOF (mm) DOFGeom = 12.6 DOFGauss = 42.4 DOFWave = 5.8 

We set up a 3D scene which consists of seven colorful “florets” located at seven different 
depth positions with Autodesk 3ds Max software 2012, as shown in Fig. 5. According to the 
DOF calculation results shown in Table 6 and the locations of the seven different “florets” 
given in Fig. 5, “florets” number 1 to 7 are within the range of DOFGauss, “florets” number 2 
to 6 are within the range of DOFGeom, and “florets” number 3 to 5 are within the range of 
DOFWave. 
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Fig. 5. Schematic, not to scale, of the pickup process of RPII conducted in Autodesk 3ds Max 
2012. Here, M × N = 110 × 110, f = 3.3mm, and p = 1.0mm. 

The pickup process was conducted in a computer without the influence of diffraction or 
aberration effects, as shown in Fig. 5. The parameters used in the pickup process are listed in 
Table 5 and the generated elemental image array contains 110 × 110 elemental images, each 
with a resolution of 40 × 40 pixels, as given in Fig. 6(a). 

 

Fig. 6. (a) Obtained elemental image array, and (b) experimental setup of the RPII display 
setup. Here, M × N = 110 × 110, H × V = 9 × 9, f = 3.3mm, p = 1.0mm, g = 3.7mm, and the 
resolution of each elemental image is 40 × 40 pixels. 

In the optical 3D display process, as shown in Fig. 6(b), the elemental image array was 
printed on a piece of paper (as our display) and placed behind the MLA, which has identical 
parameters with the previous one used in the pickup process, with a separation of g = 3.7mm. 
Other parameters are given in Table 5. Figure 7 shows the captured display results. 

From the experimental results, we can see that the reconstructed 3D “florets” number 1, 2, 
6, and 7 which are located within the theoretically predicted range of DOFGauss or DOFGeom 
and out of the range of DOFWave appear blurry. However, “florets” number 3, 4, and 5 which 
are located within the theoretically predicted range of DOFWave and also within the ranges of 
both DOFGauss and DOFGeom appear clearer and smoother. What’s more, by comparing Fig. 
7(b) with Fig. 7(c), we can see that 3D “florets” number 3, 4, and 5 are reconstructed more 
correctly than the rest ones with less distortion. 

The results demonstrate that the effect of multiple micro-lenses and diffraction strongly 
affect the DOF in an RPII display. Even though we have neglected the pixel size of the 
display, the proposed DOF calculation method based on wave optics is more accurate than 
both geometrical optics and Gaussian beam methods. Experimental results demonstrate the 
accuracy of the proposed method. 

#197453 - $15.00 USD Received 10 Sep 2013; revised 4 Dec 2013; accepted 5 Dec 2013; published 11 Dec 2013
(C) 2013 OSA 16 December 2013 | Vol. 21,  No. 25 | DOI:10.1364/OE.21.031263 | OPTICS EXPRESS  31272



 

Fig. 7. (a) Different perspectives of the reconstructed 3D image, (b) enlarged view of the 
center viewpoint, and (c) 2D image of the original 3D“florets” number 4 for reference. 

6. Conclusion 

In this paper, we analyzed the DOF of the integral imaging display with multiple micro-lenses 
using wave optics. We first derived the light intensity distribution with multiple micro-lenses, 
and then the DOF was calculated by combining hyperbola fitting of the diffraction intensity 
patterns and the minimum angular resolution of human eyes. With given system parameters, 
we determined several groups of DOF values and analyzed the variations of them under 
different situations. Finally, optical experimental results confirmed the accuracy of the 
proposed method. In the future work, other parameters such as viewing resolution and 
viewing angle will be studied as well as the pixel size of the display panel. These analyses can 
be quite beneficial for researchers to better understand and develop desired integral imaging 
displays. 
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