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ABSTRACT 
 
Plenoptic cameras capture a sampled version of the map of rays emitted by a 3D scene, commonly known 
as the Lightfield. These devices have been proposed for multiple applications as calculating different sets 
of views of the 3D scene, removing occlusions and changing the focused plane of the scene. They can 
also capture images that can be projected onto an integral-imaging monitor for display 3D images with 
full parallax. In this contribution, we have reported a new algorithm for transforming the plenoptic image 
in order to choose which part of the 3D scene is reconstructed in front of and behind the microlenses in 
the 3D display process. 
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The development of the Integral Imaging field began in 1908 with the proposal of Lippman’s integral 
photography [1]. The aim of Integral Photography is to capture and display 3D information without the 
need of any special glasses, opposite to previous 3D imaging and display systems, like Wheatstone ste-
reoscope [2] or Rollmann anaglyphs [3]. In his proposal, Lippman was able to record and reconstruct a 
real 3D image by using light rays intersections, performing the first autostereoscopic system. 

Over the years, the interest in 3D technology grew. In 1992, Adelson and Wang proposed another au-
tostereoscopic device, known as the Plenoptic Camera [4], which is based in the Lightfield concept pro-
posed by Adelson and Bergen [5] and was developed recently by Levoy and Ng [6]. More recently, Geor-
giev et al. [7] proposed a modification in the original plenoptic architecture to improve the lateral resolu-
tion of rendered images. Plenoptic camera have many applications, some of the most remarkable are: 
virtually generating views ([6], [8]), obtaining images of the scene focused at different depths ([6], [9,10]) 
and projecting the images into a display to 3D reconstruction, similar to the integral imaging method [11]. 

In general, the plenoptic camera is a portable and easy-to-use device whose main drawback is the low 
spatial resolution of the reconstructed images. Also, the plenoptic camera is a closed system, in the sense 
that once the system is built, the recorded information is limited by the camera features. In contrast, 
integral imaging systems tend to be a little more complicated (capture using an array of cameras [12], the 
synthetic aperture method [13]) providing images with, usually, better resolution. 
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Figure 1 Diagram of a plenoptic camera. 

 
To perform a plenoptic camera, a microlens array should be inserted at the sensor plane of a conven-

tional camera and thus the sensor plane is displaced at the focal-back plane of the microlens array. A 
basic scheme is depicted in Figure 1. To work properly, the plenoptic camera has to accomplish a pair of 
conjugation relations: (i) the reference plane has to be conjugated with the microlens array plane and (ii) 
the main lens (see Figure 1) has to be conjugated with the sensor. Note that adjusting the aperture of the 
main lens is mandatory to avoid losing sensor resolution or the overlapping of the microlenses images [6]. 

From a plenoptic image it is possible to obtain different views of a 3D scene due to fact that the pixels 
behind each microlens store information of different perspectives of the same part of the scene. These 
views, commonly named as subimages [14], are equivalent to the elemental images that could be obtained 
with an integral imaging system in which the cameras or microlenses where placed in the main lens plane 
[15], as shown Figure 2. However there is a discrepancy, the barriers in integral imaging are parallel and 
the plenoptic ones are conical. 

 

 
Figure 2 Subimages of a plenoptic camera. Note that they are equivalent to the elemental images of 

an integral imaging system when the lenses are placed in the main lens plane. 
 
Typically, in the capture process, the image of a reference plane is formed at the microlens plane. For 

that reason, during the 3D display, the image recorded at that plane is reconstructed at the microlens array 
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plane of the display system. The goal of this work is to move digitally the position of the reference plane 
of the plenoptic image once the image has been acquired. This can be achieved with a simple algorithm, 
which allow us to change at will which parts of the 3D scene are reconstructed in front of or behind the 
microlens plane. 

As shown in Figure 3, by shifting the subimages in one direction the convergence of the light rays is 
modified and, consequently, the position of the reference plane is changed. This shifting depends on both 
the vertical and horizontal position of the subimage inside the array of views and takes the zero value for 
the central subimage (see Figure 3). In order to shift the convergence plane, this process should be made 
for the vertical and horizontal axis. Finally, after modifying the subimages following this way and trans-
forming them back into a plenoptic image, the reference plane of the plenoptic image is permuted to 
another one. 

 
 

 
Figure 3 Illustration of how the position of the reference plane is moved in plenoptic systems. 

 
To prove this concept, we have calculated and shifted the subimages of the plenoptic image shown in 

Figure 4. In this image, the reference plane is placed at the pencil plane. We are interested in changing the 
reference plane to two new positions: the background and the mechanical pencil located at the front plane 
of the image. In order to achieve these new images, it is worth to mention that the direction of the dis-
placement of the subimages enables us to focus the background or the front plane. From the results shown 
in Figure 5 one can see that the reference plane is now located at the background (see Figure 5(a)) and at 
the mechanical pencil (see Figure 5(b)). 
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Figure 4 Plenoptic image used for the verification in which the reference plane is placed at the pencil 

plane. 
 
 

   
Figure 5 Plenoptic images obtained by using our proposal from the plenoptic image of Figure 4. The 

reference plane now at: (a) the background and (b) the front plane. 
 
Furthermore, we have made a computer reconstruction of the 3D visualization process of the three im-

ages in which the reference plane is changed. We show three different views that an observer can see by 
observing the 3D display. These results are depicted in Figure 6. In each set of images, we have plotted 
three lines to highlight the three reference planes under study. In the original plenoptic image (first col-
umn) it is shown that the central pencil does not move. However, for the other two columns, the plane 
that does not change is at the front mechanical pencil and the background, respectively. An observation of 
Figure 6 tell us that only the objects located at the reference plane remain still whereas the rest of them 
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are shifted. In addition, note that the reference plane will be reconstructed at the microlens plane during 
the 3D display. 

Summarizing, we have demonstrated our capacity to virtually change the reference plane of a plenop-
tic image without performing a new recording of the scene. Following this proposal we are able to modify 
the way in which the 3D scene is reconstructed in a 3D display. 

 

  
Figure 6 Computer reconstruction of the visualization process. Each column of images corresponds with 

one set of views obtained from the plenoptic image shown in Figure 4 and Figure 5. In each set of images, 
three lines have been plotted to highlight the invariance of the reference plane. 
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