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Towards 3D Television Through Fusion of Kinect and
Integral-Imaging Concepts

Seokmin Hong, Donghak Shin, Byung-Gook Lee, Adrián Dorado, Genaro Saavedra, and
Manuel Martínez-Corral

Abstract—We report a new procedure for the capture and pro-
cessing of light proceeding from 3D scenes of some cubic meters
in size. Specifically we demonstrate that with the information
provided by a kinect device it is possible to generate an array of
microimages ready for their projection onto an integral-imaging
monitor.We illustrate our proposal with some imaging experiment
in which the final result are 3D images displayed with full parallax.

Index Terms—Integral imaging, kinect, 3D monitors.

I. INTRODUCTION

C ONVENTIONAL photography is fully adapted for
recording in a 2D sensor the images of the 3D world.

Although the images produced by photography are essentially
2D, they carry many cues that account for the 3D nature of
the recorded scenes. This is the case, among others, of the per-
spective rules, which make closer objects to appear bigger than
further ones. This effect is due to the well-known fact that the
size of the image in the photographic sensor is determined by
the angular size of objects. Other cues are shadows, occlusions,
or defocus. In case of video recording, the relative speed of
moving objects (or static objects when the camera is moving)
is also a significant depth cue. For most of applications, the
capture and display of 2D images provides enough information
and/or satisfaction to users and minimizes the amount of data
to be stored, transmitted and displayed. This is the reason for
the still massive use of 2D photography and video.
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However, the need for capturing and displaying the 3D in-
formation of 3D scenes is increasing very fast in the 21st Cen-
tury. Its potential application in, for example, microscopy [1],
[2], medical imaging [3]–[6], optical inspection in production
chains [7], security monitoring [8], or virtual simulators for civil
or military applications [9], etc., makes the capture and display
of 3D images a hot topic in the research end/or engineering for
the next decade.
If we discard, at this moment, holography, which still needs

coherent illumination, or stereoscopy, which does not provide
real 3D experiences, we can affirm that technology based
on the Integral Photography principle is in the right way of
producing acceptable 3D experience. Integral Photography was
proposed, in 1908, by Gabriel Lippmann [10]. His proposal
intended to face the problem of conventional photographic
cameras which, when working with 3D scenes, do not have
the ability of recording the angular information carried by the
rays of light passing through their objective [10]. Instead, the
irradiance received by any pixel is proportional to the sum of
radiances of all the rays, regardless of their incidence angle. To
overcome this lack, Lippmann proposed to insert a microlens
array (MLA) in front of the photographic film. This permits
to register an array of microimages, which store a radiance
map with the spatial and angular information of all the rays
proceeding from the 3D scene.
The radiance map has been named in different ways, such

as integral photography [10], integral imaging [12], lightfield
map [13] or even plenoptic map [14], [15]. From this map it is
possible, for example, to tackle the challenge of displaying 3D
images with a flat monitor [16]–[19].
As for the methods for the capture of the integral imaging,

some application-dependent proposals have been made along
the past few years. When the 3D scene is small and close to the
camera, the plenoptic architecture, in which theMLA is inserted
at the focal plane of the camera lens, seems to be the best adapted
[20],[21]. Also interesting is the use of a small array of tiny
digital cameras [22], which can be inserted in a cellular phone.
However, due to low parallax, its utility is restricted to close
objects.
When the 3D scenes are much bigger, of the order of some

cubic meters, a different capture rig is necessary. In this case, the
most useful proposal have been based on the use of large camera
arrays, arranged either in 1D or in 2D grid [23], [24]. Note that
in this case, the proposed techniques need an extremely accurate
synchronization between the cameras, and make use of a huge
amount of data, which are unnecessary for display purposes.
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Our aim here is to propose the fusion between two concepts
that are very different, but which are very successful in the area
of 3D imaging and sensing. We refer to integral imaging and to
kinect technology. This kind of fusion was proposed previously,
but with different aim [25]. Kinect technology permits the regis-
tration, in real time, of accurate depth maps of big, opaque, dif-
fusing 3D scenes. This is obtained with low resolution, which,
however, matches perfectly with the requirements of resolution
of integral-imaging monitors. Then, we propose first to capture
the sampled depth map of a 3D scene with the Kinect. Second,
simulate with our software, the capture of the sampled depth
map with an array of digital cameras whose position, pitch and
resolution are in good accordance with the characteristics of the
integral-imaging monitor. And third, to project this information
onto the monitor, so that the lenses of the MLA integrate the
light emitted by the pixels, producing 3D scenes displayed with
continuous perspective and full parallax.

II. ACQUIRING 3D POINTS CLOUD WITH KINECT

Although, as stated above, there are different methods to
record the information of a three-dimensional scene, in this
contribution we used a Kinect device, which was initially
launched, by Microsoft1, as an add-on accessory for the Xbox
game console on 2010. Its unique features have been de-
terminant to find applications in human's full body tracking
[26], motion detection and voice recognition. However, the
distinctive hallmark of this device is its capability for recording
simultaneously the RGB image and the depth information
in real-time. This can be made because the Kinect has two
different cameras, which can operate with the same resolution
[27], a RGB camera and an infra-red (IR) one. The principle
behind the Kinect technology is based on depth mapping
obtained from projected structured IR patterns. The Kinect's
IR emitter projects a fixed pattern onto the target and both the
depth distance and the 3D reconstructed map are obtained from
the reflected pattern recorded by the IR camera [28], [29]. The
depth information provided by the Kinect is ranged between
800–6000 mm from the sensor plane. However, data should be
acquired, generally, between 1000 and 3000 mm. This is due to
the quality degradation of the depth data for larger distances as
result of the noise and its own low resolution [30].
Our aim here is to achieve a point cloud that includes the

information of 3D position and color intensity. Although the
Kinect provides such information, a limitation comes out from
the fact that the two cameras (RGB and IR) are physically sepa-
rated from each other and, therefore, their fields of view are dif-
ferent. Consequently, both scenes will not match properly, see
left picture in Fig. 1.
To overcome this drawback, we use the function named

‘NuiImageGetColorPixelCoordinateFrameFromDepthPix-
elFrameAtResolution’ which is provided by the software
development kit (SDK) of the Kinect, from Microsoft.2. This
function operates by matching depth information onto RGB
image and it works in real time. Fig. 1, right picture, shows the
final result after the proper matching between two cameras.

1Microsoft Kinect. [Online] Available: http://www.xbox.com/en-us/kinect/

Fig. 1. (left) Rawmapping result and (right) reconstructed mapping result after
our proposal method. See text for further details.

Fig. 2. Display of a 3D points-cloud. From both panels, it is clear that each
point is given by its (x, y, z) position and its color intensity.

After matching the two images, we reassign the information
into points located in a 3D virtual space using OpenGL environ-
ment. Now, each point is defined by six values: its (x, y, z) coor-
dinates and its RBG color intensities. Based on their depth po-
sitions, the correct arrangement of the whole points is satisfied
by using Standard Template Library (STL) and its associative
container that is called ‘multimap’.3, 4. In Fig. 2, the generated
3D point cloud is shown.

III. DEPTH ARRANGEMENT OF THE 3D POINTS-CLOUD

The next step of our procedure is to prepare the algorithm for
the calculation of the microimages for their projection onto the
integral-imaging monitor. To this end we need first to express
the spatial 3D coordinates of the points in a homogeneous way.
Take into account that coordinates of the 3D point cloud pro-
duced after the previous section, are expressed in pixels (x and
y coordinates) and in millimeters (z coordinate). To make the
system homogeneous we performed a calibration experiment,

2Kinect SDK. [Online] Available:http://msdn.microsoft.com/en-us/library/
hh855347.aspx

3STL. [Online] Available: http://en.wikipedia.org/wiki/Standard_Template
_Library

4STL-map. [Online] Available: http://msdn.microsoft.com/library/
1fe2x6kt(v=vs.110).aspx
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Fig. 3. Scheme of the algorithm for calculating the microimages. The number
of pixels of the integral image and the number of (x,y) pixels of the points cloud
are similar.

using a chessboard as the object, and concluded that in our case
one pixel was equal to two millimeters in the object space.
For the second step, the characteristics of the InI monitor need

to be known and expressed in pixel coordinates. Specifically, in
our experiment we used an iPad equipped with retina display
(264 pixels/inch), and a MLA consisting of 147 147 lenslets
of focal length mm and pitch mm (Model
630 from Fresnel Technology). Then, for our algorithms, any
microimage was composed by 11 pixels, the gap between the
microlenses and the display was fixed to px, and there-
fore the full size of the integral image would be at most 1617
1617.

IV. MICRO-IMAGES GENERATION

To generate the microimages we first resize laterally the 3D
points cloud from 480 640 pixels to 1213 1617 pixels. Note
that this change does not produce any distortion, since the ratio
is still 4:3. In our computer calculation we simulate an experi-
ment of capture of microimages. In this experiment we placed
the points cloud at a certain distance from a simulated pinhole
array. The distance is equal to the distance between the original
scene and the kinect (see Fig. 3). Note that from now and here-
after, the plane where the synthetic pinhole array is placed will
be named as the reference plane. Then we assigned the values
of the pixels of the microimages by back-projection through the
pinholes, as in [31].
Note that when these microimages are projected onto the

monitor and displayed through the microlenses, the result will
be a 3D image that is floating at a big distance from the mon-
itor. This can reduce drastically the resolution of the displayed
3D scene, and provide a windowed aspect to it. What is more
convenient is to prepare a set of microimages such that the dis-
played 3D image is in the neighborhood of the MLA, with some
parts in front of it and some other parts behind. To obtain this
directly with our algorithm, we can shift axially the 3D cloud
towards the synthetic pinhole array, so that the reference plane
is within the 3D scene (see Fig. 4). From the figure it is apparent
that the microimages strongly depend on the reference plane po-
sition.

Fig. 4. Scheme of the back-projection algorithm. (a) The reference plane is
close to the 3D point cloud; (b) The reference plane is within the 3D cloud.
Pixel assignment strongly depends on the cloud position.

Fig. 5. Collection of microimages generated from the 3D points cloud captured
with the kinect. (a) The full scene is in front of the pinhole array, like in the
scheme shown in Fig. 3. (b) The 3D points cloud was displaced toward the
pinhole array. In this case the front part of the seat of the red office chair is at
the pinhole-array plane.

Finally, following Okano [32], we rotate any microimage by
180 about its center to avoid the pseudoscopic display, and re-
size the matrix to 1145 1527 to take into account the resolu-
tion of the retina display (10.39 px/mm).

V. EXPERIMENTAL RESULTS

First we show, in Fig. 5, the microimages calculated for two
different positions of the reference plane.
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Fig. 6. Single-frame excerpt from video recording of the implemented InImon-
itor (Media 1). The video is composed of views of the monitor obtained from
different horizontal and vertical positions.

Fig. 7. Kinect output for a 3D scene with human model. (a) RGB picture. (b)
Depth map from the IR picture.

Then, the microimages shown in Fig. 5(b) were displayed on
iPad. The MLA was properly aligned so that pixels were close
to the focal plane. Exact adjustment could not be made, due to
the transparent plate that covers the retina display. This small
misadjustment, about 0.5 mm, resulted in some braiding effect
[33]. The InI monitor is shown in Fig. 6. It is apparent from the
movie that the monitor projects a full parallax 3D image. This
has been possible after a single shot capture thanks to the fusion
between the kinect capture and integral-imaging processing and
display.

Fig. 8. 3D points cloud of the captured scene. In green text we show the pa-
rameters for the microimages calculation and the position of the reference (or
pinhole-array) plane.

Fig. 9. Integral image ready for its projection onto the InI monitor. Note that
the reference plane was set just behind the back of the human model.

Fig. 10. Single-frame excerpt from video recording of the implemented InI
monitor (Media 2).

To confirm the utility of our approach we did a second ex-
periment and applied the procedure to a 3D scene with a human
model. In Fig. 7 we show the RGB and the depth-map images
obtained with the kinect. From this information we calculated
the 3D points cloud shown in Fig. 8. In such figure we show
also the parameters for the microimages calculation. Finally,
in Fig. 9 we show the microimages obtained after application
of our algorithm, which are ready for their projection onto the
retina display of the iPad.
Again we aligned the MLA, just placed in contact with the

cover plate of the retina display, and arranged the InI monitor



898 JOURNAL OF DISPLAY TECHNOLOGY, VOL. 11, NO. 11, NOVEMBER 2015

for displaying the 3D image of the human model. Note that in
this case we set the reference plane just behind the back of the
model, so that all the body and mainly the left hand were recon-
structed floating (about 3 cm the hand) in front of the monitor.
This cannot be perceived in the video, but was clear for binoc-
ular observers. To show here the 3D nature of the displayed
image we have recorded a video composed by views of the mon-
itor obtained from different horizontal and vertical perspectives.

VI. CONCLUSION

In this paper, we have reported a novel procedure for the
capture, processing and projection of integral images. Whereas
the plenoptic camera is the best suited for the capture of inte-
gral images of small 3D scenes, the method proposed here can
gain competitive advantage over other methods for the capture
of integral images of big 3D scenes. Main advantage of fusing
the kinect and the integral imaging concepts is the acquisition
speed, and the small amount of handled data. Also the algo-
rithms proposed are simple. We have demonstrated the utility
of our method with two experiments, which show that full-par-
allax 3D images can be displayed by an InI monitor, and that
calculated microimages can be adapted to the characteristics of
the monitor. In further research we will combine the 3D points
clouds obtained with a pair of Kinect, in order to tackle the
problem of potential occlusions.
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