Abstract—We exploit the Kinect capacity of picking up a dense depth map, to display static three-dimensional (3D) images with full parallax. This is done by using the IR and RGB camera of the Kinect. From the depth map and RGB information, we are able to obtain an integral image after projecting the information through a virtual pinhole array. The integral image is displayed on our integral-imaging monitor, which provides the observer with horizontal and vertical perspectives of big 3D scenes. But, due to the Kinect depth-acquisition procedure, many depthless regions appear in the captured depth map. These holes spread to the generated integral image, reducing its quality. To solve this drawback we propose here, both, an optimized camera calibration technique, and the use of an improved hole-filtering algorithm. To verify our method, we performed an experiment where we generated and displayed the integral image of a room size 3D scene.

Index Terms—Bilateral filter, bilinear interpolation, camera calibration, integral imaging, Kinect, median filter, 3D display.

I. INTRODUCTION

O NVENTIONAL photography is fully adapted to record the 3D world scenes into a two-dimensional (2D) sensor. Although 2D images carry some cues from the 3D nature of scenes, they still lack important information. Fortunately, nowadays there are techniques that are able to record 3D information from 3D scenes. One interesting method is to record a depth map. A depth map can be obtained, for example, by the stereo vision technique, which takes profit from the disparity between the images captured with two cameras arranged horizontally [1, 2]. Other techniques are based on the projection of a random IR dot pattern [3, 4], or on time-of-flight technology [5–7]. Also interesting is to take profit from the vertical and horizontal views captured in with integral-imaging (InI) technology [8–12]. InI can provide 3D images in color with, quasi-continuous, horizontal and vertical parallax. For this reason it has been considered as one of the most promising technologies for next generation of 3D displays [13–18].

The Kinect device is well known for its capacity of capturing simultaneously, with two different types of camera, both, a color image and a dense depth map [19]. However, the field-of-view (FOV) of the two cameras are not matched properly. One solution to this drawback is the well known Camera Calibration Technique [20–25], which is able to correct the camera-lens distortions, to figure out the focal length and to estimate the 3D location of a camera in real world coordinate system. Furthermore, this process can determine the correlation between the camera’s own coordinate’s unit (image’s pixel coordinate) and the real world’s measurement unit (millimeters, centimeters, etc.).

In a previous work we proposed the use of the depth map and a RGB image obtained with a Kinect to calculate an integral image and project it onto a 3D display system [14]. Although innovative, this research provided results that must be improved. The main problem of this previous research was the appearance of big holes in the depth map, which propagate up to the generated integral image. Another problem comes from the use the Kinect’s software-development-kit (SDK). This method implements a mapping from IR camera to the RGB camera of the Kinect in order to merge the views of both cameras. But after applied, the SDK function produces some noise due to an error in decimal computation. In addition, this method can’t make the mapping in the opposite direction.

In order to solve these problems, we propose some alternatives. First, we propose a new method for the camera calibration process between the two different sensors presented in the Kinect. This procedure is described in Section II. (Fig. 1(a) and (b)) Second, we propose to recover the lost depth information by using a filtering algorithm, which is explained in Section III (Fig. 1(c) and (d)). By applying these changes, we are able to obtain a better depth map, with lesser holes, due to the filtering and a better calibration process. With this improved 3D information, we generate higher quality of microimages. The microimages generation process is described in Section IV. Finally, in Sections V and VI, we provide experimental results and conclusions respectively (Fig. 1(e)).

II. CALIBRATION BETWEEN THE TWO DIFFERENT TYPE OF CAMERAS OF THE KINECT

The Kinect device is well known for its capacity of capturing simultaneously, with two different types of camera, both, a color image and a dense depth map [19]. However, the field-of-view (FOV) of the two cameras are not matched properly. One solution to this drawback is the well known Camera Calibration Technique [20–25], which is able to correct the camera-lens distortions, to figure out the focal length and to estimate the 3D location of a camera in real world coordinate system. Furthermore, this process can determine the correlation between the camera’s own coordinate’s unit (image’s pixel coordinate) and the real world’s measurement unit (millimeters, centimeters, etc.).

The calibration is a two-step process. First, in order to find a relationship between two cameras (that is, in order to obtain their intrinsic and extrinsic parameters) a special pattern must be captured. Second, the two captures are merged together using...
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Fig. 1. From left to right: (a) Captured raw color intensity image. (b) Processed image: coordinate conversion from color intensity camera to Infra-Red (IR) camera of the Kinect by using calibrated camera parameters with bilinear interpolation method. (c) Captured raw depth map image. (d) Image obtained using our proposed depth-hole filtering algorithm. (e) Final result: single-frame excerpt from the recorded video of the implemented integral imaging monitor.

Fig. 2. Sequential steps of the process to detect the chessboard pattern: the image is segmented into different parts. Otsu threshold is applied to each part and the results are accumulated. The procedure depends on the scene; therefore, we applied several segmentations to the captured scene, from 1 to 15 times flexibly. Upper row shows the results of original Otsu algorithm. Bottom row shows the result of adding accumulative procedure.

Table: Sequential steps of the process to detect the chessboard pattern

<table>
<thead>
<tr>
<th>Input</th>
<th>1 time division &amp; otsu threshold</th>
<th>5 times division &amp; otsu threshold</th>
<th>10 times division &amp; otsu threshold</th>
<th>15 times division &amp; otsu threshold</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="a" alt="Image" /></td>
<td><img src="b" alt="Image" /></td>
<td><img src="c" alt="Image" /></td>
<td><img src="d" alt="Image" /></td>
<td><img src="e" alt="Image" /></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Processed result using the proposed threshold technique. (a) Raw image from IR camera; (b) raw image from RGB camera; (c) thresholded image from (a); and (d) thresholded image from (b). Chessboard’s corner points are found correctly even when the image has low illumination.

It is worth to note that the image of the chessboard recorded with the IR camera is very dark, see for example Fig. 3(a) [27]. In order to overcome this drawback we propose to use a new algorithm that is based in the application of well-known Otsu thresholding method [28], but in iterative accumulative way. Our algorithm works as follows:

First, the image \( I \) is divided into \( i \) different parts, with a sequential ratio \( S_i = 1/i \). Then, Otsu algorithm, \( T \), is applied to each individual part \( I_i \). Finally, the results are saved accumulatively into destination \( I_{dst} \), as shown in Eqs. (1) and (2)

\[
I_{dst} = \sum_{i=1}^{n} \left\{ \frac{T(I_i) + I_{dst}}{2} \right\}
\]

where

\[
I_i = S_i \left( I \right)
\]

The main feature of this new algorithm is that, independently of the complexity of the whole image, it highlights the chessboard pattern. Figs. 2 and 3 show this procedure in detail.

Once applied our algorithm, we can calculate the intrinsic and extrinsic parameters of the cameras. The intrinsic parameters are: the focal length, the aspect ratio and the central point of the view. The extrinsic parameters are the camera 3D location and orientation. We can use the values of theses parameters to fuse both cameras coordinate systems. The matrix Eqs. (3) to (5) rule the process to merge the FOV of the two cameras. In these equations \( K \) represents the intrinsic parameters; 2D point coordinate within each image is represented by \( p \); \( P \) is each camera’s...
coordinate 3D point. Finally \( R \) and \( T \) are rotation and translation matrices. These equations also permit to do an inverse mapping, so that it is possible to make the mapping (merging the FOV) between the two cameras in both directions

\[
P_{\text{rgb}} = \text{inv} \left( K_{\text{rgb}} \right) \times p_{\text{rgb}} \quad (3)
\]

\[
P_{\text{ir}} = R \times P_{\text{rgb}} + T \quad (4)
\]

\[
p_{\text{ir}} = K_{\text{ir}} \times P_{\text{ir}} \quad (5)
\]

Unfortunately, there is still another problem related with the calibration process. The position of a pixel in an image is given in natural numbers. The final calibrated pixel coordinate (the one with the merged FOV) is represented by real numbers, which are rounded. This generates some gaps within calibrated pixels, see Fig. 4(b). As result, many pixels are misaligned in the calibrated image and therefore, into the 3D point cloud also same. To solve this problem, we applied a bilinear interpolation to the empty pixels between calibrated pixels; see Fig. 4(c).

Finally, taking this into account, the calibrated RGB image can be mapped well to the IR image. Also, we are able to display in real time the calibrated images of both cameras. After all this calibration process, now it is possible to use the depth map and the RGB image to generate a 3D virtual point cloud in which we assign to each point its corresponding 3D position and RGB intensity. The Fig. 5 shows two views of a single shot of the virtual 3D point cloud corresponding to the recorded scene.

### III. DEPTH HOLE FILTERING

From the information captured with the Kinect we can compose a collection of microimages ready to be displayed on an InI monitor, as we showed in our previous paper [14]. However, that research had an important drawback. There were depthless pixels in the recorded depth map, which generated noise into the calculated microimages.

In the Kinect, the IR light source emits a known pattern and the depth information is calculated after comparison, by using triangulation method, between the known illumination pattern and the observed dots at the captured scene [29]. The problem arises when some reflective surfaces reflect IR light into another direction or when the IR light penetrates into transparent surfaces. This produces a loss in the depth information provided by the Kinect and thus, generates the holes in the depth map.

To avoid this drawback, we propose here the use of a depth-hole filtering process based on Camplani and Salgado work [30]. In order to make the algorithm more efficient, we propose here some improvements on the original version of the algorithm. The key idea of Camplani and Salgado filtering process is iteration. In their proposal the depth map is captured several times. Every acquired depth-map frame is filtered in order to remove the spatial noise and purify the object boundaries. This filtered depth map is used to update both, the depth model and the filtering algorithm. Therefore, each acquired depth map increases the quality of the depth model and the applied filter. So, after any iteration more reliable depth information is obtained.

The flow chart of the hole-filtering algorithm, including our proposed improvement, is shown in Fig. 7. The real depth information \( D \) and the color intensity \( I \) are captured at every loop. A computed depth-map model \( D_{\text{model}} \) and consistent depth map \( C_{\text{depth}} \) are the core of this algorithm. The \( D_{\text{model}} \) is the result of applying the filter to the depth map and the \( C_{\text{depth}} \) is a version of the depth map that only stores the maximum depth values of all the iterations results.
Fig. 6. Comparison between original (1-(a)–(e), see also Media 1) and proposed (2-(a)–(e), see also Media 2) filtering algorithm: (a) is initial frame, (b) 5 iterations, (c) 20 iterations, (d) 80 iterations, and (e) 219 iterations. Through the panels, we can compare the process clearly. Above all things, the proposed strategy can recover the depthless pixel more efficient than the original method.

Fig. 7. Flow chart of the proposed hole filtering strategy.

After capturing the 3D scene information, the second step is collecting and classifying the depthless pixels by using the captured depth information and a computed depth-map model. If $D$ has depthless pixels, they are replaced by the corresponding pixel of $D_{\text{model}}$ if the pixel value is reliable (if $C_{\text{depth}}$ is greater than threshold value $d_{\text{thres}}$). And if $D_{\text{model}}$ has depthless pixels, they are replaced by the corresponding pixel from $D$. Due to this change in information, $D$ and $D_{\text{model}}$ become $D'$ and $D'_{\text{model}}$ respectively. Note that on the first iteration, the value of $D_{\text{model}}$ and $C_{\text{depth}}$ are 0, and $D'$ will be assigned with the value of $D$.

Next, the depth data is filtered using a joint (or cross) bilateral filter (JBF) [31], in order to improve the classified depth information’s accuracy. JBF makes depth values reliable and is able to distinguish edges from surface’s regions by checking and comparing neighbor pixels on both, the depth map and the RGB image. Note that JBF is an improved version of the similarity kernel of the bilateral filtering technique. The bilateral filtering is an edge-preserved and noise-reduced smoothing filter. To manage each pixel the filter has only two main kernel functions: the similarity kernel and the closeness kernel. These kernels are based on a Gaussian distribution and the pixel value is replaced by a weighted-average from their neighbor pixels [32].

The JBF works as follows; $c(j, k)$ is the domain term like as bilateral filter, $s(||D'_{\text{model}} - D'_{\text{model}}||)$ is the similarity kernel in classified $D_{\text{model}}$ and $s(||I - I'||)$ is from the similarity kernel of color intensity. The scalar $R'$ is a normalization factor, and all of its calculated result is represented by $D'_{\text{filtered}}$ [see, the Eqs. (6) and (7)]

$$D'_{\text{filtered}} = 1/R' \int \int_{k \in \Omega_j} D'_{\text{model}} c(j, k) s \left( ||D'_{\text{model}} - D'_{\text{model}}|| \right) s \left( ||I - I'|| \right)$$  \hspace{1cm} (6)

where

$$R' = \int \int_{k \in \Omega_j} c(j, k) s \left( ||D'_{\text{model}} - D'_{\text{model}}|| \right) s \left( ||I - I'|| \right)$$  \hspace{1cm} (7)

The fourth step consists on improving the previous filtered result. If $D'_{\text{filtered}}$ still has some depthless pixels or regions, some of the missing depth information can still be recovered using all the data previously obtained. $H(C_{\text{depth}}, \Omega_j)$ is a binary function that evaluates which pixels need to be updated with the information stored in $D'$ and $I$. $c(j, k)$ and $s(I - I')$ are the same filtering functions as Eq. (6)

$$D''_{\text{filtered}} = H(C_{\text{depth}}, \Omega_j) / R' \int \int_{k \in \Omega_j} D'_{\text{filtered}} c(j, k)$$  \hspace{1cm} (8)

where

$$R' = \int \int_{k \in \Omega_j} D'_{\text{filtered}} c(j, k) s \left( ||I - I'|| \right)$$  \hspace{1cm} (9)
Fig. 8. Collection of microimages generated from the 3D points cloud captured with the Kinect. These panels show about different focused planes; (a) is focused in 870 mm, (b) is 1290 mm, (c) is 1520 mm, (d) is 2385 mm, (e) is 3145 mm, respectively. Each focused plane shows an object with clear shape.

\[
H(C_{\text{depth}}, \Omega_j) = \begin{cases} 
1 & \text{if } \text{count}[C_{\text{depth}}(\Omega_j) > d_{\text{thres}}] / \text{Area}(\Omega_j) > th\% \\
0 & \text{otherwise} 
\end{cases} 
\]

(10)

The fifth step is to update the filtered depthless pixels into both, \(C_{\text{depth}}\) and \(D_{\text{model}}\). Parameter \(\alpha\) is a constant weight factor whose value is obtained from our empirical evidence. The aim of this value is to obtain stability on the process, giving more importance to the previous results

\[
D^j_{\text{model}} = \alpha D^j_{\text{filtered}} + (1 - \alpha) D^j_{\text{model,OLD}} \quad (11)
\]

\[
C^j_{\text{depth}} = \begin{cases} 
D^j_{\text{model}} & \text{if } D^j_{\text{model}} > C^j_{\text{depth}} \\
\text{otherwise} & \text{otherwise} 
\end{cases} 
\]

(12)

The last step is the application of a median filter, which is our contribution to the process. It helps to expand reliable depth values into their neighbor pixels or clean up the noise in object’s boundary/edge regions. The filter chooses the medium value between its neighbor pixels. For that reason, it can remove efficiently and correctly small rubbish particles and, as result, \(D_{\text{model}}\) and \(C_{\text{depth}}\) are updated and becomes a reliable filtered and computed result.

After a few repetitions using this proposed filtering process, we can get a clear hole-filled depth map. Fig. 6 shows the results of applying both, the original algorithm and the proposed one, to some specific frames. All the images in Fig. 6 correspond to the consistent depth map \(C_{\text{depth}}\). Note that when we add the median filter, the small and big depth-hole regions were recovered more efficiently than in the original algorithm [30]. Also, instead of the traditional 256 depth scales used in the original paper we used a real depth scale of 3976 (chosen for empirical reasons). This means that we have more abundant depth information than the original one.

To finish this section we summarize the parameters used in the algorithm in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\delta) for closeness filter (c)</td>
<td>4.5</td>
</tr>
<tr>
<td>(\delta) for similarity filter (s) for the depth (0 - 3975 scales)</td>
<td>9 \times 9</td>
</tr>
<tr>
<td>(\delta) for similarity filter (s) for the color (0 - 255 scales)</td>
<td>9 \times 9</td>
</tr>
<tr>
<td>(d_{\text{thres}})</td>
<td>5</td>
</tr>
<tr>
<td>(th%)</td>
<td>0.65</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>0.04</td>
</tr>
<tr>
<td>Median filter size</td>
<td>7 \times 7</td>
</tr>
</tbody>
</table>

IV. MICROIMAGES GENERATION

In order to generate the microimages, we follow a process equivalent to the one reported in our previous paper [14], but adapted to a new display device. Specifically, in our experiment the InI monitor is composed by a Samsung SM-T700 (359 pixels/inch), and a micro-lenslet-array (MLA) consisting of 113 \times 113 lenslets of focal length \(f_L = 3.3\) mm and pitch \(p = 1.0\) mm (Model 630 from Fresnel Technology). The generated microimages are then composed by 15 \times 15 px, the gap between the microlenses and the display is fixed to \(g = 49.5\) px, and the full size of the integral image is 1695 \times 1095 px.

The VPA used to capture the synthetic microimages is placed into the point cloud’s coordinate system. Note that the position of the VPA will determine the reference plane. Then we project, using projection mapping, each point of the 3D cloud through each pinhole of the VPA to obtain the microimages, as in [33]. We resize the image to 1597 \times 1197 px to take into account the resolution of the display system (14.13 px/mm).
In particular we show, in Fig. 8, the microimages calculated from a VPA situated at different positions. The reference plane position determines which parts of the 3D image are in front or behind the screen.

V. DISPLAYED 3D IMAGE

Finally, the generated microimages are displayed onto our InI monitor. The MLA was properly aligned in front of the display system. The InI monitor displays and integrates the microimages.
towards the observer’s eyes. Thus, a binocular observer can see some parts of the displayed scene in front of the monitor and some other behind. However this full-parallax effect cannot be directly observed in a manuscript or even in a video. In order to demonstrate here this effect we proceeded as follows. First we replaced the observer by a monocular digital camera. The Fig. 9 shows our experimental system’s overview. Then we obtained a collection of pictures after displacing horizontally and vertically the camera along a region of $58 \times 58$ mm. With these pictures we composed a video in which the InI monitor was observed from different horizontal and vertical perspectives. The Figs. 10 and 11 show the experimental results with more clarity. As you can see in Fig. 10, the hole-filtered depth map generates better images, recovering some of the lost depth information in the original one. In Fig. 10, we have highlighted with color rectangles the areas where the differences are clearly shown. Finally, Fig. 11 shows the different perspectives, vertical and horizontal, of the InI display system.

VI. CONCLUSION

In this paper, we have reported how to generate improved microimages using manipulated 3D information, obtained with a Kinect device. For that, we use the camera calibration technique with bilinear interpolation method. Also, we have proposed an efficient hole-filtering algorithm to fill the depth holes, which appear in the depth map captured by the Kinect. Therefore, this well-refined depth information reduces the noise in the recorded 3D information. In order to project our synthesized 3D information onto an InI display system, we generate microimages by using projection mapping through a VPA. To demonstrate the utility of our proposal, we projected the microimages onto an InI monitor, providing different, depth-hole free and continuous horizontal and vertical perspectives to the observer.
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