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Three-Dimensional Integral-Imaging Display
From Calibrated and Depth-Hole Filtered

Kinect Information
Seokmin Hong, Adrian Dorado, Genaro Saavedra, Juan Carlos Barreiro, and Manuel Martinez-Corral

Abstract—We exploit the Kinect capacity of picking up a dense
depth map, to display static three-dimensional (3D) images with
full parallax. This is done by using the IR and RGB camera of
the Kinect. From the depth map and RGB information, we are
able to obtain an integral image after projecting the information
through a virtual pinhole array. The integral image is displayed
on our integral-imaging monitor, which provides the observer with
horizontal and vertical perspectives of big 3D scenes. But, due to
the Kinect depth-acquisition procedure, many depthless regions
appear in the captured depth map. These holes spread to the gen-
erated integral image, reducing its quality. To solve this drawback
we propose here, both, an optimized camera calibration technique,
and the use of an improved hole-filtering algorithm. To verify our
method, we performed an experiment where we generated and
displayed the integral image of a room size 3D scene.

Index Terms—Bilateral filter, bilinear interpolation, camera
calibration, integral imaging, kinect, median filter, 3D display.

I. INTRODUCTION

CONVENTIONAL photography is fully adapted to record
the 3D world scenes into a two-dimensional (2D) sen-

sor. Although 2D images carry some cues from the 3D nature of
scenes, they still lack important information. Fortunately, nowa-
days there are techniques that are able to record 3D information
from 3D scenes. One interesting method is to record a depth
map. A depth map can be obtained, for example, by the stereo
vision technique, which takes profit from the disparity between
the images captured with two cameras arranged horizontally
[1], [2]. Other techniques are based on the projection of a ran-
dom IR dot pattern [3], [4], or on time-of-flight technology
[5]–[7]. Also interesting is to take profit from the vertical and
horizontal views captured in with integral-imaging (InI) tech-
nology [8]–[12]. InI can provide 3D images in color with, quasi-
continuous, horizontal and vertical parallax. For this reason it
has been considered as one of the most promising technologies
for next generation of 3D displays [13]–[18].
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In a previous work we proposed the use of the depth map and
a RGB image obtained with a Kinect to calculate an integral
image and project it onto a 3D display system [14]. Although
innovative, this research provided results that must be improved.
The main problem of this previous research was the appearance
of big holes in the depth map, which propagate up to the gen-
erated integral image. Another problem comes from the use the
Kinect’s software-development-kit (SDK). This method imple-
ments a mapping from IR camera to the RGB camera of the
Kinect in order to merge the views of both cameras. But after
applied, the SDK function produces some noise due to an error
in decimal computation. In addition, this method can’t make the
mapping in the opposite direction.

In order to solve these problems, we propose some alterna-
tives. First, we propose a new method for the camera calibra-
tion process between the two different sensors presented in the
Kinect. This procedure is described in Section II. (Fig. 1(a) and
(b)) Second, we propose to recover the lost depth information
by using a filtering algorithm, which is explained in Section
III (Fig. 1(c) and (d)). By applying these changes, we are able
to obtain a better depth map, with lesser holes, due to the fil-
tering and a better calibration process. With this improved 3D
information, we generate higher quality of microimages. The
microimages generation process is descripted in Section IV. Fi-
nally, in Sections V and VI, we provide experimental results and
conclusions respectively (Fig. 1(e)).

II. CALIBRATION BETWEEN THE TWO DIFFERENT TYPE

OF CAMERAS OF THE KINECT

The Kinect device is well known for its capacity of captur-
ing simultaneously, with two different types of camera, both, a
color image and a dense depth map [19]. However, the field-of-
view (FOV) of the two cameras are not matched properly. One
solution to this drawback is the well known Camera Calibra-
tion Technique [20]–[25], which is able to correct the camera-
lens distortions, to figure out the focal length and to estimate
the 3D location of a camera in real world coordinate system.
Furthermore, this process can determine the correlation be-
tween the camera’s own coordinate’s unit (image’s pixel co-
ordinate) and the real world’s measurement unit (millimeters,
centimeters, etc.).

The calibration is a two-step process. First, in order to find
a relationship between two cameras (that is, in order to obtain
their intrinsic and extrinsic parameters) a special pattern must be
captured. Second, the two captures are merged together using
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Fig. 1. From left to right: (a) Captured raw color intensity image. (b) Processed image: coordinate conversion from color intensity camera to Infra-Red (IR)
camera of the Kinect by using calibrated camera parameters with bilinear interpolation method. (c) Captured raw depth map image. (d) Image obtained using our
proposed depth-hole filtering algorithm. (e) Final result: single-frame excerpt from the recorded video of the implemented integral imaging monitor.

Fig. 2. Sequential steps of the process to detect the chessboard pattern: the image is segmented into different parts. Otsu threshold is applied to each part and
the results are accumulated. The procedure depends on the scene; therefore, we applied several segmentations to the captured scene, from 1 to 15 times flexibly.
Upper row shows the results of original Otsu algorithm. Bottom row shows the result of adding accumulative procedure.

Fig. 3. Processed result using the proposed threshold technique. (a) Raw
image from IR camera; (b) raw image from RGB camera; (c) thresholded image
from (a); and (d) thresholded image from (b). Chessboard’s corner points are
found correctly even when the image has low illumination.

a transformation that takes into account the data previously
obtained. Therefore, in order to calibrate we use a chessboard
as the reference pattern for both cameras. The main reason of
using a chessboard is that a regularized pattern improves the
accuracy of the calibration [26].

It is worth to note that the image of the chessboard recorded
with the IR camera is very dark, see for example Fig. 3(a) [27].
In order to overcome this drawback we propose to use a new
algorithm that is based in the application of well-known Otsu
thresholding method [28], but in iterative accumulative way.
Our algorithm works as follows:

First, the image I is divided into i different parts, with a
sequential ratio Si = 1/i1/i. Then, Otsu algorithm, T , is
applied to each individual part IiI . Finally, the results are saved
accumulatively into destination Idst , as shown in Eqs. (1) and (2)

Idst =
∑n

i=1
[{T (Ii) + Idst} /2] (1)

where

Ii = Si (I) (2)

The main feature of this new algorithm is that, indepen-
dently of the complexity of the whole image, it highlights the
chessboard pattern. Figs. 2 and 3 show this procedure in detail.

Once applied our algorithm, we can calculate the intrinsic
and extrinsic parameters of the cameras. The intrinsic parame-
ters are: the focal length, the aspect ratio and the central point of
the view. The extrinsic parameters are the camera 3D location
and orientation. We can use the values of theses parameters to
fuse both cameras coordinate systems. The matrix Eqs. (3) to (5)
rule the process to merge the FOV of the two cameras. In these
equations K represents the intrinsic parameters; 2D point coor-
dinate within each image is represented by p; P is each camera’s
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Fig. 4. From left to right: (a) Raw RGB intensity image; (b) calibrated RGB image from RGB camera to IR camera, (c) interpolated image’s result and (d) and
(e) raw mapping result in original and calibrated scene respectively. We can see that there are gaps (like as black stripes) in image (b). This is due to an error
coming from the decimal computation procedures between each calibrated pixels. We can fix this by using a bilinear interpolation; the result of the interpolation
is shown in (c). To attest this calibrated result, we make a mapping between the RGB image and depth map image. From the panel (e), we can check that the
calibrated RGB image fuses to depth map image well.

coordinate 3D point. Finally R and T are rotation and translation
matrices. These equations also permit to do an inverse mapping,
so that it is possible to make the mapping (merging the FOV)
between the two cameras in both directions

Prgb = inv (Krgb) × prgb (3)

Pir = R × Prgb + T (4)

pir = Kir × Pir (5)

Unfortunately, there is still another problem related with the
calibration process. The position of a pixel in an image is given
in natural numbers. The final calibrated pixel coordinate (the one
with the merged FOV) is represented by real numbers, which
are rounded. This generates some gaps within calibrated pixels,
see Fig. 4(b). As result, many pixels are misaligned in the cali-
brated image and therefore, into the 3D point cloud also same.
To solve this problem, we applied a bilinear interpolation to the
empty pixels between calibrated pixels; see Fig. 4 (c).

Finally, taking this into account, the calibrated RGB image
can be mapped well to the IR image. Also, we are able to display
in real time the calibrated images of both cameras. After all this
calibration process, now it is possible to use the depth map and
the RGB image to generate a 3D virtual point cloud in which
we assign to each point its corresponding 3D position and RGB
intensity. The Fig. 5 shows two views of a single shot of the
virtual 3D point cloud corresponding to the recorded scene.

III. DEPTH HOLE FILTERING

From the information captured with the Kinect we can com-
pose a collection of microimages ready to be displayed on an
InI monitor, as we showed in our previous paper [14]. However,
that research had an important drawback. There were depthless
pixels in the recorded depth map, which generated noise into
the calculated microimages.

In the Kinect, the IR light source emits a known pattern
and the depth information is calculated after comparison, by
using triangulation method, between the known illumination
pattern and the observed dots at the captured scene [29]. The
problem arises when some reflective surfaces reflect IR light into
another direction or when the IR light penetrates into transparent
surfaces. This produces a loss in the depth information provided
by the Kinect and thus, generates the holes in the depth map.

Fig. 5. 3D point cloud in the virtual space. From both panels, it is clear that
each point has its own (x, y, z) position and RGB color intensity. Note that each
3D point is ordered on the basis on real world’s measurement unit.

To avoid this drawback, we propose here the use of a depth-
hole filtering process based on Camplani and Salgado work [30].
In order to make the algorithm more efficient, we propose here
some improvements on the original version of the algorithm. The
key idea of Camplani and Salgado filtering process is iteration.
In their proposal the depth map is captured several times. Every
acquired depth-map frame is filtered in order to remove the
spatial noise and purify the object boundaries. This filtered depth
map is used to update both, the depth model and the filtering
algorithm. Therefore, each acquired depth map increases the
quality of the depth model and the applied filter. So, after any
iteration more reliable depth information is obtained.

The flow chart of the hole-filtering algorithm, including our
proposed improvement, is shown in Fig. 7. The real depth infor-
mation D and the color intensity I are captured at every loop. A
computed depth-map model Dmodel and consistent depth map
Cdepth are the core of this algorithm. The Dmodel is the result of
applying the filter to the depth map and the Cdepth is a version
of the depth map that only stores the maximum depth values of
all the iterations results.
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Fig. 6. Comparison between original (1-(a)–(e), see also Media 1) and proposed (2-(a)–(e), see also Media 2) filtering algorithm: (a) is initial frame,
(b) 5 iterations, (c) 20 iterations, (d) 80 iterations, and (e) 219 iterations. Through the panels, we can compare the process clearly. Above all things, the
proposed strategy can recover the depthless pixel more efficient than the original method.

Fig. 7. Flow chart of the proposed hole filtering strategy.

After capturing the 3D scene information, the second step
is collecting and classifying the depthless pixels by using the
captured depth information and a computed depth-map model.
If D has depthless pixels, they are replaced by the corresponding
pixel of Dmodel if the pixel value is reliable (if Cdepth is greater
than threshold value dthres). And if Dmodel has depthless pixels,
they are replaced by the corresponding pixel from D. Due to this
change in information, D and Dmodel become D′ and D′

model
respectively. Note that on the first iteration, the value of Dmodel
and Cdepth are 0, and D′ will be assigned with the value of D.

Next, the depth data is filtered using a joint (or cross) bilat-
eral filter (JBF) [31], in order to improve the classified depth
information’s accuracy. JBF makes depth values reliable and is
able to distinguish edges from surface’s regions by checking and
comparing neighbor pixels on both, the depth map and the RGB
image. Note that JBF is an improved version of the similarity
kernel of the bilateral filtering technique. The bilateral filter-
ing is an edge-preserved and noise-reduced smoothing filter. To
manage each pixel the filter has only two main kernel functions:
the similarity kernel and the closeness kernel. These kernels are

based on a Gaussian distribution and the pixel value is replaced
by a weighted-average from their neighbor pixels [32].

The JBF works as follows; c(j, k) is the domain term like as
bilateral filter, s(‖D′j

model − D′k
model‖) is the similarity kernel in

classified Dmodel and s(‖Ij − Ik‖) is from the similarity kernel
of color intensity. The scalar Rj is a normalization factor, and
all of its calculated result is represented by D′

filtered [see, the
Eqs. (6) and (7)]

D′j
filtered= 1/Rj

∫∫

k∈Ωj

D′k c (j, k) s
(∥∥∥D′j

model − D′k
model

∥∥∥
)

s
(
‖Ij − Ik‖

)
(6)

where

Rj =
∫∫

k∈Ωj

c (j, k) s
(∥∥∥D′j

model − D′k
model

∥∥∥
)

s
(∥∥Ij − Ik

∥∥)

(7)
The fourth step consists on improving the previous filtered

result. If D′
filtered still has some depthless pixels or regions,

some of the missing depth information can still be recovered
using all the data previously obtained. H(Cdepth, Ωj ) is a binary
function that evaluates which pixels need to be updated with the
information stored in D′ and I. c(j, k) and s(Ij − Ik ) are the
same filtering functions as Eq. (6)

Dj
filtered = H (Cdepth ,Ωj ) /Rj

∫∫

k∈Ωj

D′k c (j, k)

s
(∥∥Ij − Ik

∥∥)
(8)

where

Rj =
∫ ∫

k∈Ωj

D′k c (j, k) s
(∥∥Ij − Ik

∥∥)
(9)
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Fig. 8. Collection of microimages generated from the 3D points cloud captured with the Kinect. These panels show about different focused planes; (a) is focused
in 870 mm, (b) is 1290 mm, (c) is 1520 mm, (d) is 2385 mm, (e) is 3145 mm, respectively. Each focused plane shows an object with clear shape.

H (Cdepth ,Ωj ) =
{

1 if count [Cdepth (Ωj ) > dthres ] /Area (Ωj ) > th%

0 otherwise
.

(10)

The fifth’s step is to update the filtered depthless pixels into
both, Cdepth and Dmodel . Parameter α is a constant weight factor
whose value is obtained from our empirical evidence. The aim
of this value is to obtain stability on the process, giving more
importance to the previous results

Dj
model = αDj

filtered + (1 − α) Dj
model OLD (11)

Cj
depth =

{
Dj

model if Dj
model > Cj

depth
otherwise

. (12)

The last step is the application of a median filter, which is
our contribution to the process. It helps to expand reliable depth
values into their neighbor pixels or clean up the noise in ob-
ject’s boundary/edge regions. The filter chooses the medium
value between its neighbor pixels. For that reason, it can re-
move efficiently and correctly small rubbish particles and, as
result, Dmodel and Cdepth are updated and becomes a reliable
filtered and computed result.

After a few repetitions using this proposed filtering process,
we can get a clear hole-filled depth map. Fig. 6 shows the results
of applying both, the original algorithm and the proposed one, to
some specific frames. All the images in Fig. 6 correspond to the
consistent depth map Cdepth . Note that when we add the median
filter, the small and big depth-hole regions were recovered more
efficiently than in the original algorithm [30]. Also, instead of
the traditional 256 depth scales used in the original paper we
used a real depth scale of 3976 (chosen for empirical reasons).
This means that we have more abundant depth information than
the original one.

To finish this section we summarize the parameters used in
the algorithm in Table I.

IV. MICROIMAGES GENERATION

In order to generate the microimages, we follow a process
equivalent to the one reported in our previous paper [14], but

Fig. 9. The overview of our experimental system. We moved the record-
ing device vertically and horizontally to record different perspectives of the
integrated image.

TABLE I
ALGORITHM PARAMETERS

δ for closeness filter c 4.5
δ for similarity filter s for the depth (0 – 3975 scales) 9 × 9
δ for similarity filter s for the color (0 – 255 scales) 9 × 9
dt h r e s 5
th% 0.65
α 0.04
Median filter size 7 × 7

adapted to a new display device. Specifically, in our experi-
ment the InI monitor is composed by a Samsung SM-T700
(359 pixels/inch), and a micro-lenslet-array (MLA) consisting
of 113 × 113 lenslets of focal length fL = 3.3 mm and pitch
p = 1.0 mm (Model 630 from Fresnel Technology). The gen-
erated microimages are then composed by 15 × 15 px, the gap
between the microlenses and the display is fixed to g = 49.5 px,
and the full size of the integral image is 1695 × 1695 px.

The VPA used to capture the synthetic microimages is placed
into the point cloud’s coordinate system. Note that the position
of the VPA will determine the reference plane. Then we project,
using projection mapping, each point of the 3D cloud through
each pinhole of the VPA to obtain the microimages, as in [33].
We resize the image to 1597 × 1197 px to take into account the
resolution of the display system (14.13 px/mm).
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Fig. 10. Comparison between the original method (Top-Left image, and also Media 3) and the proposed method (Top-Right image, and also Media 4). We have
highlighted some specific parts of the images. It is clear that the result obtained with our proposed method shows more abundant 3D information.

Fig. 11. Different views of the InI monitor in the vertical and horizontal direction, showing that the InI monitor has full parallax. The distance between different
images is 29 mm. The total viewing zone is of 58 × 58 mm. A video of the views is shown in Media 4.

In particular we show, in Fig. 8, the microimages calculated
from a VPA situated at different positions. The reference plane
position determines which parts of the 3D image are in front or
behind the screen.

V. DISPLAYED 3D IMAGE

Finally, the generated microimages are displayed onto our InI
monitor. The MLA was properly aligned in front of the display
system. The InI monitor displays and integrates the microimages
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towards the observer’s eyes. Thus, a binocular observer can see
some parts of the displayed scene in front of the monitor and
some other behind. However this full-parallax effect cannot be
directly observed in a manuscript or even in a video. In order to
demonstrate here this effect we proceeded as follows. First we
replaced the observer by a monocular digital camera. The Fig. 9
shows our experimental system’s overview. Then we obtained a
collection of pictures after displacing horizontally and vertically
the camera along a region of 58 × 58 mm. With these pictures
we composed a video in which the InI monitor was observed
from different horizontal and vertical perspectives. The Figs. 10
and 11 show the experimental results with more clarity. As
you can see in Fig. 10, the hole-filtered depth map generates
better images, recovering some of the lost depth information
in the original one. In Fig. 10, we have highlighted with color
rectangles the areas where the differences are clearly shown.
Finally, Fig. 11 shows the different perspectives, vertical and
horizontal, of the InI display system.

VI. CONCLUSION

In this paper, we have reported how to generate improved mi-
croimages using manipulated 3D information, obtained with a
Kinect device. For that, we use the camera calibration technique
with bilinear interpolation method. Also, we have proposed an
efficient hole-filtering algorithm to fill the depth holes, which
appear in the depth map captured by the Kinect. Therefore, this
well-refined depth information reduces the noise in the recorded
3D information. In order to project our synthesized 3D infor-
mation onto an InI display system, we generate microimages by
using projection mapping through a VPA. To demonstrate the
utility of our proposal, we projected the microimages onto an
InI monitor, providing different, depth-hole free and continuous
horizontal and vertical perspectives to the observer.
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at The Institute of Optics, University of Rochester, Rochester, NY, USA. His
current research interests include optical diffraction, high-resolution optical mi-
croscopy, and integral imaging. Besides that, he is actively involved in promoting
Physics and Optics Education through outreach activities.

Manuel Martinez-Corral was born in Spain in 1962.
He received the M.Sc. and Ph.D. degrees in physics
from the University of Valencia, Valencia, Spain, in
1988 and 1993, respectively.

He is currently a Full Professor of optics at the
University of Valencia, where he is Coleader of the
“3D Imaging and Display Laboratory.” His research
interests include resolution procedures in 3D scan-
ning microscopy, and 3D imaging and display tech-
nologies. He has published over hundred technical
articles in major journals, and pronounced more than

40 invited and five keynote presentations in international meetings. He is a
Topical Editor of the IEEE/OSA JOURNAL OF DISPLAY TECHNOLOGY.

Dr. Martinez-Corral has supervised 12 Ph.D. theses, three of them received
the Ph.D. Extraordinary Award. In 1993 the University of Valencia honored him
with the Ph.D. Extraordinary Award. He has been a Member of the Scientific
Committee for more than 20 international meetings. He is Cochair of the Three-
Dimensional Imaging, Visualization, and Display Conference within the SPIE
meeting in Defense, Security, and Sensing (Baltimore). In 2010 he was named
Fellow of the SPIE.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


