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Head Tracking Three-Dimensional Integral Imaging
Display Using Smart Pseudoscopic-to-Orthoscopic
Conversion

Xin Shen, Manuel Martinez Corral, and Bahram Javidi, Member, IEEE

Abstract—A novel head tracking three-dimensional (3D) inte-
gral imaging display is presented. By means of proper application
of the smart pseudoscopic-to-orthoscopic conversion (SPOC)
method, our display allows an extended viewing angle accommo-
dated to the viewer's position which is obtained by a head/eye
tracking system. Using the SPOC, new sets of elemental images
are calculated and adapted to any specific viewing position. Ad-
ditionally, the crosstalk which is typical in conventional integral
imaging, is eliminated for a large viewing angle. By performing
the rotation transformation in the simulated display, viewing a
3D scene with head rotation can be realized for robust display.
Experimental results verify the feasibility of our proposed method.

Index Terms—Head tracking, integral imaging, smart pseudo-
scopic-to-orthoscopic conversion, 3D display.

I. INTRODUCTION

NTEGRAL IMAGING [1] is a very promising three-di-
mensional (3D) technology which has drawn substantial in-
terest for 3D TV and displays [2]-[14]. Integral imaging of-
fers many advantages such as continuous viewing points and
visualization without special viewing glasses, etc. One of its
shortcomings is the limited viewing angle of the 3D display.
The viewing angle or field of view of a conventional integral
imaging display mainly depends on the f-number of the lenslet
and the distance between the lenslet and the display screen. If an
observer views the 3D image with a viewing angle that exceeds
the field of view of the display, the quality of the 3D image will
be degraded. Many works have been done to analyze and solve
this problem [15]-[18].
In this paper, we propose a novel head tracking 3D inte-
gral imaging display for extended viewing angle and 3D scene
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rotation by utilizing the pseudoscopic-to-orthoscopic conver-
sion (SPOC). The SPOC method [21]-[23] was proposed for
the 3D image transformation from pseudoscopic to orthoscopic
format with full control over the display parameters. With this
method, we are able to computationally generate a new set of
elemental images from the real captured elemental images for
head tracking 3D display. Instead of using computer software
to only generate virtual 3D scenes, the proposed method can be
used for real time head tracking integral imaging [24]-[26] for
both real and virtual 3D scenes.

For the SPOC in integral imaging, the conventional real
captured 3D scene [19], [20] is recorded by a set of 2D images,
which are referred to as the captured elemental images [21]. The
captured elemental images will first be virtually reconstructed
in the 3D space. Considering the parameters of the display
system, a virtual pinhole array will be set for capturing the vir-
tually reconstructed image. A new set of elemental images for
head tracking 3D display corresponding to the specific viewing
position will be generated. The head tracking 3D display can
eliminate the crosstalk problem for the observation with a large
viewing angle. This allows for an improvement of the viewing
angle without any additional optical equipment. In addition,
by utilizing the image transformation in the proposed method,
the visualization of rotated 3D scene can be computationally
calculated corresponding to the rotation degree of the observer's
head. Experimental results show the feasibility of our proposed
method. We believe that the 3D display with head tracking
has a wide range of applications for head mounted display,
augmented reality, etc [28].

This paper first derives the viewing angle of a conventional
integral imaging display and head tracking integral imaging
with a specific viewing position. Then the proposed method is
explained to generate a new set of elemental images for head
tracking 3D display, along with the details of the 3D display
experimental results. Conclusions are given in the end of this

paper.

II. VIEWING ANGLE OF INTEGRAL IMAGING DISPLAY

For the conventional integral imaging display, the viewing
angle is based on the parameters of the 3D display system. As
shown in Fig. 1(a), an observer is able to view high quality 3D
image within the viewing zone. The viewing angle of the system
is [27]

61 = 2arctan <£> (1)
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Fig. 1. Viewing angle of an integral imaging display. (a) For the conventional
integral imaging. (b) For the head tracking integral imaging with a specific
viewing position. p is the pitch of the lenslet, p.; and preaa are the elemental
image size of conventional and head tracking display, respectively. ¢; and 8
are the viewing angle of conventional and head tracking integral imaging, re-
spectively.

where p is the pitch of the lenslet, g is the distance between the
elemental images and their corresponding lenslets. To avoid the
crosstalk, the size of each elemental image (p,;) is identical to
the pitch of the lenslet (p).

However, if the observer watches the 3D image with a large
viewing angle, such as at the viewing position of V7 in Fig. 1(a),
the viewing angle will exceed the field of view of the system.
In this case, pixels from the adjacent elemental images will pass
through the lenslet and integrate in the 3D space as a 3D image.
Due to the crosstalk, the 3D display quality may be degraded
substantially because of the flipped 3D images.

To provide high quality 3D display with a large viewing
angle, we utilize the head tracking technology for integral
imaging display [29]. With an image sensor and head/eye
tracking software, the viewing parameters in the 3D space can
be obtained. A new set of elemental images corresponding
to the detected viewing position needs to be generated for
head tracking 3D display. As shown in Fig. 1(b), the original
coordinate is set to the top left of the lenslet array. By fully uti-
lizing the lenslets, the viewing angle of head tracking integral
imaging with the specific viewing position V}ea4(x, 0,2), can
be expressed as

0, =/ AOB
4gpz? + 4¢9%npz
22 — p222 — 2np?gzr — dnpg?x + 49222
)

where p is the pitch of the lenslet, 7 is the number of the lenslets
in the 2 axis, (x,0,2) is the coordinate of the viewing posi-
tion and g is the distance between the elemental image and the
lenslet. A and B are the first and last pixel on the elemental
image plane, respectively. O is the point intersection between
the lines for the edges of the field of view.

= arctan
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Fig. 2. Generation of synthetic elemental images for head tracking integral
imaging display.

The size (mm) and resolution (pixel) of each elemental image
for the head tracking 3D display are denoted as phead and rhead,
respectively, which can be expressed as:

g
DPhead =P (1 + ;) s (3)
Phead P 1+ Z
Thead = = ( g/ ) “)
Spixel Spixel

where spixel 1S the pixel size (mm/pixel).

Comparing with the elemental image size (p.;) for conven-
tional integral imaging discussed before, the size of each head
tracking elemental image (Pnead) has an additional part of p x
g/ %, which also depends on the observation distance (z) and the
parameter of the display system (g). By correct pixel mapping,
the newly generated elemental images can be integrated into
3D images for the specific viewing position without crosstalk
to avoid the flipped images. For a virtual 3D scene, computer
software can generate new elemental images corresponding to
any specific viewing angle [17]. However, for a practical real 3D
scene, it is not possible to pre-capture various sets of elemental
image arrays with different perspectives. We propose the head
tracking synthetic capture method to generate elemental images
for 3D integral imaging with specific viewing position.

III. HEAD TRACKING INTEGRAL IMAGING DISPLAY USING
PSEUDOSCOPIC-TO-ORTHOSCOPIC CONVERSION METHOD

Fig. 2 illustrates the principle of the proposed method to gen-
erate new set of elemental images for head tracking 3D display.
The original coordinate is set to the top left of the virtual pin-
hole array. The proposed method includes four general stages:
(1) real capture; (2) simulated display; (3) viewing position de-
tection; and (4) head tracking synthetic capture. A set of 2D im-
ages, referred to as captured elemental images, are first captured
by the conventional integral imaging pickup system. A lenslet
array or camera array can be used for the real capture. The cap-
tured elemental images are the input to the proposed method and
the optical axes in the real capture are parallel with each other.
Secondly, the captured elemental images will be computation-
ally reconstructed in the virtual 3D space. A reference plane
(RP) is selected at the distance d; from the lenslet array cor-
responding to the depth of the 3D scene for simulated display.
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The simulated display is the computational reconstruction of in-
tegral imaging, so that the reference plane can be regarded as the
reconstruction plane. The pixel intensity on the reference plane
can be calculated by the computational reconstruction process
shown in (5) at the bottom of the page [11], [13], where (2, y) is
the pixel index on the reference plane, 3 and IV are the number
of the lenslet in the x and y axes, My = d; /g1 is the magnifi-
cation factor, (5%, Si7) is the position of the 7jth lenslet.

The detection of the viewing position can be obtained by
a commercial head/eye detection system, which contains an
image sensor and feature detection software. For the head
tracking synthetic capture stage, a new set of elemental images,
called synthetic elemental images, is generated corresponding
to the detected viewing position. A virtual pinhole array is set
in the 3D space for the synthetic capture. As the capture and
display of integral imaging is a pair of inverse processes, the
parameters of the virtual pinhole array should be identical to
the display system to match the format of 3D display [30],
[31]. The distance (d2) between the reference plane and the
virtual pinhole array depends on the depth range of the display
system. The distance (g2) between the virtual pinholes and
the synthetic elemental images depends on the focal length
of the lenslet array in the 3D display. Also, the pitch (ps2) of
the virtual pinhole is identical to the pitch of the lenslet used
for the 3D display. The size and resolution of the synthetic
elemental images can be calculated by (3) and (4), based on the
parameters of the viewing position and the display system.

To further explain the synthetic capture, we first calculate the
region for each of the synthetic elemental images. For simplifi-
cation, two dimensional (x-z axes) case is taken into considera-
tion. The original position is set on the top of the virtual pinhole
array as (0, 0, 0), as shown in Fig. 2. An image sensor is used
for detecting the viewing position. Let us assume that the de-
tected viewing position is at Vi (z, 0, z) and a total of K virtual
pinholes are set in the 3D space. The coordinate of the first pixel
for each synthetic elemental image (SEI) is

x—(i—l)xpz

SEL;II(Z'—l)sz—ng{ .

] (6)

where i is the index of virtual pinholes, ps is the pitch of the vir-
tual pinhole, and g¢- is the distance between the virtual pinhole
and the synthetic elemental image.

Once the positions of the first pixels (SEI} ) for each synthetic
elemental image are obtained, the synthetic elemental image
plane can be classified into K groups corresponding to the K
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Fig. 3. Generation of synthetic elemental images with 3D scene rotation.

pinholes. The last step for the synthetic capture is the pixel map-
ping between the synthetic elemental image (SEI) plane and the
reference plane. Based on the pinhole model, the pixel coordi-
nate (xfp ) on the reference plane corresponding to the jth pixel
on the SEI plane can be described as given by (7), shown at the
bottom of the page, where j is the pixel index on the synthetic
elemental image plane, |.| is the floor operation for the index
of the synthetic elemental images, SEI} is the coordinate of the
first pixel on the synthetic elemental image plane which can be
obtained by (6). Preaq and rheaq can be calculated by (3) and (4).
We are able to obtain the pixel coordinate for the y axis (y]RP )in
the same way. Combining (5)—(7), the pixel mapping between
the real captured elemental images and the synthetic elemental
images are realized. Thus, the new set of elemental images for
head tracking integral imaging is generated.

In some cases, the viewing position (z, y, z, ) may also have
a rotation degree of a. To display 3D images corresponding to
observer's head movement, it is necessary to discuss the integral
imaging with 3D scene rotation for accommodating viewing the
3D scene. As the real captured elemental images contain mul-
tiple perspectives to the 3D scene, it is impossible to display
rotated 3D scenes by rotation of the elemental image directly.
With SPOC method, it is possible to solve the problem and re-
alize the 3D scene rotation for head tracking 3D display. As
shown in Fig. 3, once the head rotation degree is obtained, we
can implement the rotation transformation on the simulated dis-
play stage. The inverse transformation to the image rotation is

—sin(a) | [2'] _ |=
cos(a) } [y’} B [?J] ®)
where « is the rotation degree of the viewing point, which can

be detected by a head/eye tracking system, (x, y) is the original
pixel coordinate on the reference plane, and (2, y’) is the new

cos(a)
sin{a)

M N
1 N 1 .. 1 ..
Pla,y.dy) = EI — 87y + =57
RP(x,y,ds) UV;; <x+]\1051 .V+MOSy> (5)

g2

_ (G preaa) = SELL = (|5 | xpa+2) | x da n Q J

J Xp2+%> (7

Thead



SHEN et al.: HEAD TRACKING 3D INTEGRAL IMAGING DISPLAY

sensor
" Lenslet S

‘ array \ [

Display | &

Fig. 4. Experimental setup for the head tracking 3D display.

pixel coordinate after 3D scene rotation. We can combine (5)
and (8) to achieve the pixel mapping between the real captured
elemental images and the reference plane with 3D scene rota-
tion. The new set of elemental images with 3D rotation can be
generated by the synthetic captured stage as discussed before.

IV. 3D INTEGRAL IMAGING EXPERIMENTAL
DISPLAY RESULTS

To show the feasibility of our proposed methods, conven-
tional and head tracking integral imaging experiments using
SPOC were implemented. A smart phone (HTC-One) and
lenslet array were used as a 3D display system. A digital
camera (Canon 5D) was used as an observer and placed at
different viewing positions. A head tracking device TrackIR
5.2™ includes an LED track clip and a head tracking sensor
was used in the experiments. The position of the LED track
clip was affiliated with the camera, and the sensor was located
on the display plane to obtain the viewing position.

A 3D scene was generated by software (3dsMax), and the
captured elemental images were obtained by the synthetic aper-
ture integral imaging technique [32]. The 3D scene consists of
characters “3” and “D”, which are located at 40 mm and 60
mm from the lenslet array, respectively. A total of 7 (H) x 7
(V) elemental images were obtained, and the distance (g;) be-
tween the captured elemental images and the lenslet array was
6.01lmm. The reference plane was set in the center of the 3D
scene (d; = 50 mm) for the simulated display.

The resolution of the display screen (HTC-One) is 1920 (H)
x 1080 (V) pixels with the pixel size of ~54 gzm. The pitch of
the lenslet is 1 mm, and the distance (g2) between the lenslet
array and the display screen is 3.3 mm. A set of 104 (H) x 58
(V) synthetic elemental images was generated. The resolution of
each elemental image is 18 (H) x 18 (V) pixels. The parameters
for the synthetic capture are based on the 3D display system.
We set the distance (dy) between the reference plane and the
virtual pinhole array as 20 mm. As a result, the 3D image can
be displayed around 20 mm from the lenslet array.

Fig. 4 illustrates the experimental setup. The specifications
of the real capture and synthetic capture for the head tracking
experiments are shown in Table I.

The center of the display screen is set as the viewing center
for calculating the viewing angle. The viewing angle for the
conventional integral imaging display in our experiments is
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TABLE I
SPECIFICATIONS OF THE REAL CAPTURE AND SYNTHETIC CAPTURE FOR THE
EXPERIMENTS
Specifications Real capture Synthetic capture
g (mm) 6.03 (g1) 330(g)
d (mm) 50 () 20 (d>)
Elemental images (EI) 7H)x7 (V) 104 (H) x 58(V)
Size of EI (mm) 5x5 1x1
Resolution of EI (pixel) 2000 x 2000 18x18

m 2 .- © P4(-80,0,500)
X i
sensor

Display
screen

Lenslet
array

O Py(80,0,500)

(i)

(i)
Fig. 5. (a) 3D display with different viewing positions (left view Py, center
view P2 and right view Pg). Display results with (b) conventional integral
imaging, and (c) head tracking integral imaging. Observed display results from

(i) left view, (ii) center view, and (iii) right view. The original coordinate is set
to the top center of the lenslet array.

ii (iii)

17.2°(+8.6°). If an observer views the 3D image with an even
larger viewing angle, the display results will be degraded with
flipped 3D images due to the crosstalk. Fig. 5(a) illustrates the
head tracking experiments with different viewing positions.

In the experiments, the camera was first placed at three dif-
ferent viewing positions corresponding to the left perspective
Py (—80, 0, 500), center perspective P, (0, 0, 500) and right per-
spective P3 (80, 0, 500), in front of the 3D display. The spec-
ifications are illustrated in Table II. The viewing positions Py
and P3 have a viewing angle of (+) 9.1° which are out of the
acceptable viewing angle for the conventional integral imaging.
The observed 3D images are flipped because of the crosstalk, as
shown in Fig. 5(b), (i) and (iii), respectively. By using the pro-
posed method, two new sets of elemental images are generated
for the observer at P; and P3, respectively. The display results
are improved without image flipping, as shown in Fig. 5(c), (1)
and (iii) for the viewing positions of P; and Pj, respectively.
When the observer watches the 3D display from the center po-
sition, Py, which is in the acceptable viewing angle of the con-
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TABLE 11
SPECIFICATIONS OF THE HEAD TRACKING EXPERIMENTS WITH DIFFERENT
VIEWING POSITIONS. ‘IN’ INDICATES THAT THE RECONSTRUCTION IS WITHIN
THE FIELD OF VIEW

Observation Integral Imaging
Viewing Viewing Conventional Head tracking
position (mm) angle (£8.69 P. | P, | P
P1(-=80, 0, 500) -9.1° Distorted In
P2 (0,0, 500) 0 In In
Ps5 (80, 0, 500) 9.1° Distorted In
o A
z_uu I 100 : H 'E 100
Z, 0} H ) f [ 3 i )
Qo 0 { : i § &
£ wf o Iy f £ i t w0
0 I O S T O O I ;
L 4 d Bd by S e
A pixel pixel Vpixel
(a) (b) ()
Fig. 6. 1D intensity profiles along the yellow lines in Fig. 5(b) and (c) to illus-

trate the comparison between the display results of the conventional and head
tracking integral imaging. (a) Left view. (b) Center view. (c) Right view.

ventional integral imaging, both of the conventional and head
tracking sets of elemental images provide high quality of 3D re-
construction, as shown in (ii) of Fig. 5(b) and (c), respectively.
Comparing the display results from the three different perspec-
tives (left, center and right) in Fig. 5(c) (i)-(iii), the relative posi-
tion between the two objects ‘3’ and ‘D’ indicates that the orig-
inal 3D directional information can be retained with the pro-
posed method for head tracking integral imaging display.

Fig. 6 presents the one dimensional intensity profiles along
the yellow lines in Fig. 5(b) and (c) for comparison between
the display results of the conventional and head tracking inte-
gral imaging. The blue dashed lines represent the intensity of
the conventional 3D display, corresponding to Fig. 5(b). The
pink lines represent the intensity of the head tracking 3D display,
corresponding to Fig. 5(c). The comparison also shows that the
head tracking 3D display quality has been improved for the large
viewing angle from left and right perspectives in Fig. 6(a) and
(c). If the viewing angle is within the acceptable field of view
of the 3D display, both the conventional and head tracking inte-
gral imaging are able to provide high quality display results, as
shown in Fig. 6(b).

Integral imaging is able to display 3D images with full par-
allax, and observers can accurately see the 3D scene from dif-
ferent perspectives. There may be cases such as mobile device
displays or augmented reality displays when providing a rotated
reconstructed image may be beneficial for the viewer. Another
group of experiments was conducted for the case of a viewer
with rotated head. The camera and the LED track clip were
rotated with multiple degrees. Three groups of synthetic ele-
mental images and the corresponding display results are shown
in Fig. 7(a) and (b) for the head tracking 3D display with head
rotation of 0°, 30° and 90°, respectively. The enlarged ele-
mental images in Fig. 7(a), shows that with the image trans-
formation in the simulated display, new set of elemental images
with virtually rotated 3D information can be obtained.

JOURNAL OF DISPLAY TECHNOLOGY, VOL. 12, NO. 6, JUNE 2016

(ii) (iii)

Fig. 7. Experimental results for viewer head rotation. (a) Generated synthetic
elemental images and (b) the 3D display results with rotation degrees of (i) 0°,
(ii) 302, and (iii) 90°.

Note that the proposed method is performed using compu-
tational pixel mapping between the captured elemental images
and the synthetic elemental images. The algorithm does not re-
quire heavy computational calculations. The latency of the dis-
play system depends on the resolution of the display screen. In
our experiments, the latency for the process of simulated dis-
play and synthetic capture is 12.5 seconds using Matlab which is
not intended to be computationally efficient software. We used
an Inter(R) 17 (CPU, 3.30 GHz) processor for our experiment.
The latency of the system can be substantially improved by op-
timizing our code for real time implementation and by using
GPU [33] or parallel processing for real time head tracking 3D
display.

V. CONCLUSION

In conclusion, a head tracking 3D integral imaging display
for an extended viewing angle and 3D scene rotation is pre-
sented by implementing the pseudoscopic-to-orthoscopic con-
version. A new set of elemental images corresponding to a spe-
cific viewing position can be generated by applying pixel map-
ping in the simulated display and synthetic capture stages. The
crosstalk can be eliminated for a large viewing angle with the
proposed system. By performing the rotation transformation in
the simulated display, 3D scene displays can be achieved for ro-
tated viewer head. Experimental results verify the feasibility of
the proposed system.
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