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In this paper, we propose a new 3D passive image sensing and visualization technique to improve lateral res-
olution and depth of field (DoF) of integral imaging simultaneously. There is a resolution trade-off between
lateral resolution and DoF in integral imaging. To overcome this issue, a large aperture and a small aperture
can be used to record the elemental images to reduce the diffraction effect and extend the DoF, respectively.
Therefore, in this paper, we utilize these two pickup concepts with a non-uniform camera array. To show
the feasibility of our proposed method, we implement an optical experiment. For comparison in details, we
calculate the peak signal-to-noise ratio (PSNR) as the performance metric. © 2018 Optical Society of America

OCIS codes: (100.0100) Image processing; (110.6880) Three-dimensional image acquisition; (100.6890) Three-dimensional image

processing.
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1. INTRODUCTION

Integral imaging is one of the passive three-dimensional (3D)
imaging techniques for sensing and visualization of real 3D
objects [1–7]. Conventional integral imaging consists of pickup
and reconstruction. In pickup, 2D images with different per-
spectives called elemental images can be obtained through a
lenslet or camera array. In reconstruction, 3D images can be
displayed or reconstructed in 3D space by back-projecting
the recorded elemental images through a lenslet or virtual pin-
hole array. Integral imaging can provide full-color, full-parallax,
and continuous viewing points without special glasses and
coherent light sources. However, it still has unsolved problems
such as low lateral resolution (viewing resolution), narrow view-
ing angle, and low depth of field (DoF).

To improve these problems, much research has been
reported in the past decades [8–32]. Some of these studies have
shown better results than conventional integral imaging by
adding special devices or by developing image enhancement
algorithms [11–17]. However, they can be the source of other
problems because they are not cost effective and their imple-
mentation may be complicated. In addition, these methods
can solve only a single problem of integral imaging. Therefore,
it is difficult to improve both lateral resolution and DoF
simultaneously.

One of the other studies [18–20] sought to improve 3D
resolution by changing the conventional integral imaging
method without adding devices and algorithms. The pixels of
elemental images rearrangement technique (PERT) [18,19] is a
method to improve the visual quality of 3D images by rearrang-
ing pixels on the reconstruction plane. In the case of a light field
camera [20], a method was suggested to acquire 3D images by
locating the microlens array between the imaging lens and the
image sensor. This improves resolution by reconstructing the
details of the image and refocuse the image through digital
reconstruction.

These problems in integral imaging are caused by some
trade-offs between different system parameters such as the
f -number (ratio between focal length and aperture size) of each
lenslet or camera lens, the resolution of the image sensor, the
lenslet fill factor, the total parallax of the lenslet or camera array,
and so on. For example, when the viewing angle is wide, the
DoF is shallow. Also, when the sharpness is improved, the DoF
is degraded since there is a trade-off between the spot size and
the DoF. Therefore, it is difficult to enhance both lateral
resolution and DoF in integral imaging simultaneously.

To partially solve some of these problems in integral imaging,
resolution priority integral imaging (RPII) and depth priority
integral imaging (DPII) have been reported in Refs. [21–29].
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In RPII, the spot size of the 3D image can beminimized (i.e., the
best lateral resolution) by setting the distance between the lenslet
array and elemental image plane bigger than the focal length of
each lenslet. However, the DoF is sacrificed. On the other hand,
in DPII, since the distance between the lenslet array and the
elemental image plane is the same as the focal length of each
lenslet, the DoF can be improved while the lateral spot size
becomes the size of each lenslet. It is noticed that the perfor-
mance of these techniques depends on the system parameters
in integral imaging. To optimize these system parameters, inte-
gral imaging analysis has been reported in Refs. [21–32].
However, in previous research, there have still been trade-offs
between lateral resolution and the DoF. Here, we call these con-
straints the resolution trade-offs.

In this paper, we propose a new 3D integral imaging tech-
nique that can alleviate these resolution constraints in integral
imaging. In our proposed method, we try to overcome the
resolution trade-off by using non-uniform [30–32] system
parameters, such as the f -number of the lens and sensor size.
In addition, we optimize the location of the reference plane by
using the hyperfocal distance as the image distance for the lens-
lets. Note that this distance is the basis for obtaining the prac-
tical DoF. In our analysis, the permitted circle of confusion is
used as the criteria of resolution trade-off in integral imaging.
The effect of diffraction at each lenslet is used to compute the
individual blur spot sizes of the 3D images.

This paper is organized as follows. In Section 2, we describe
optical image formation and resolution analysis of integral im-
aging. Then, in Section 3, we present our proposed method
with a non-uniform camera array. We show and discuss the
experimental results for supporting our proposed method in
Section 4. Finally, we conclude with a summary in Section 5.

2. LATERAL RESOLUTION AND DOF FOR
OPTICAL IMAGE FORMATION

A. Optical Image Formation
For recording the object scene, a conventional optical imaging
system consists of at least a single imaging lens and an image
sensor. By adjusting the imaging system parameters, such as the
lens parameters (e.g., focal length, aperture size, and shape) and
the image sensor parameters (e.g., sensor size, pixel size, and
sensitivity), recorded images with various visual qualities can
be obtained. In addition, the parameters of the object scene
(e.g., size, distance, brightness, sharpness, and so on) are im-
portant to determine the imaging system parameters. Lateral
resolution is defined as the size of the permitted circle of con-
fusion Cp [33–36]. This parameter is defined as the largest
acceptable spot size diameter that a point is allowed to spread
out onto the sensor.

Figure 1 illustrates optical image formation from the geo-
metrical optics point of view. When the imaging lens with focal
length f is ideal, an axial point light source at d o from the lens
focuses on the image plane at a distance d i. According to the
Gauss form of the lens equation, these distances are related by
the following formula [33]:

1

d o
� 1

d i
� 1

f
: (1)

When the point light source is located at different distances d ob
and d of from d o, image distances d ib and d if are different from
the image plane d i, respectively. Then, the point light sources at
d ob and dof form a blur spot in the image plane d i. When this
spot made by a light coming from an arbitrary distance matches
the permitted circle of confusion Cp, those distances define the
limits for the axial (focused) field of the imaging lens. The
length of this axial interval is the DoF of the lens. In this case,
according to Fig. 1, we can find this spot C made by a light
coming from an arbitrary distance,

C � Djd i − d ibj
d ib

� Djd if − d ij
d if

, (2)

where D is the diameter of the lens.
For illustration purposes, let us assume that the permitted

circle of confusion is 0.029 mm, which is a conventional value
used in the assessment of typical full-frame (36 mm × 24 mm)
photographic cameras. Figure 2 shows graphs for the spot size
onto the sensor (blue line) at various object distances and for
two diameters of the lens aperture (e.g., f ∕# � 36, 5.6). We
also assume that the fixed focal length is 50 mm and the refer-
ence object plane is 250 mm. As the object and focused image
distances are different from the reference object and image dis-
tances (forward or backward of the object and image planes),
respectively, the diameter of the blur spot increases and an im-
age is blurred on the reference image plane. When blur spot
matches the permitted circle of confusion, this range is the
DoF of the camera. In case of Fig. 2(a), when the diameter
of aperture is about 1.4 mm (e.g., f ∕# � 36), the DoF is
42.05 mm (dof � 230.73 mm, dob � 272.78 mm). When
the diameter of the aperture is about 8.9 mm (e.g.,
f ∕# � 5.6) as shown in Fig. 2(b), the DoF is 6.5 mm
(dof � 246.79 mm, dob � 253.29 mm).

From this result, and using Eq. (1), the DoF is given
by [33–36]

DoF � jd ob − d of j, (3)

dob �
d o�H − f �

H � d o − 2f
, (4)

dof � d o�H − f �
H − d o

, (5)

Fig. 1. Optical image formation using geometrical optics for DoF.
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H � f 2

�f ∕#�Cp
� f , (6)

where H is the so-called hyperfocal distance and f ∕# � f ∕D
is the f -number of the lens. Note that H is the focusing dis-
tance at which the distance d of goes to infinity. It is, in fact, the
focusing distance that maximizes the effective DoF of the
imaging system. It is worth pointing out here that when this
optimized (respect to the DoF) focusing distance is used, the
smaller the value of Cp, the smaller the DoF. This means that
the higher the transverse resolution, the lower the axial range
for proper 3D reconstruction, as stated previously. On the other
hand, it is straightforward to find from Eqs. (1)–(6) that the
higher the aperture D for a fixed focal length f , the smaller
the DoF.

We investigate the parameters affecting DoF for a more
detailed analysis. Figure 3 shows the DoF range according
to f -number, focal length, and diameter of the aperture. As
shown in Fig. 3, DoF is large when the f -number is large.

It is the same result as shown in Fig. 2. Note that the focal
length and the diameter of the aperture are proportional to
the f -number of camera. Figure 3(a) illustrates a relationship
between DoF and focal length via various f -numbers. The
longer the focal length, the smaller the DoF because of the fixed
f -number. However, the largest f -number can obtain the best
DoF. As shown in Fig. 3(b), it shows that the smaller diameter
of aperture, the larger the DoF in each f -number.
Furthermore, it can be seen that even if the diameter of the
aperture size is the same, it has a different DoF value depending
on the f -number. As a result, for a large DoF, we need to set
the largest f -number.

B. Trade-Off Between Sharpness and DoF of the
Integral Imaging System
In the above section, we mentioned the circle of confusion,
which is a kind of blur. This is a parameter that defines the
DoF range, and it has blurring that affects the image of the
object outside the DoF range. We confirm that the circle of
confusion value is affected by the diameter of aperture. The
Airy disk, which is caused by diffraction, is another kind of
blur. This is a parameter that affects the image of the object

Fig. 2. Circle of confusion via various object point light source
distances when (a) the diameter of the aperture is about 1.4 mm
(e.g., f ∕# � 36) and (b) the diameter of the aperture is about
8.9 mm (e.g., f ∕# � 5.6).

Fig. 3. DoF via various parameters. (a) Focal length and (b) diameter
of aperture.
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within the DoF range. This is also affected by the diameter of
aperture.

In photography, in fact, the blur value has been considered
independent of the aperture size D. In this paper, however, we
will consider the diffraction effect by the finite aperture of the
lens. Even though the imaging system is ideal, it creates a mini-
mum blur spot (for perfectly focused images) [36–38]. The
Airy disk for a circular clear pupil, as used throughout this
paper, is given by

A � 2.44
λ · d i

D
, (7)

where λ is the wavelength of the illumination light. As a result,
note that the smaller the blur size, the clearer the image can be
maintained.

Figure 4 shows the calculated Airy disk by Eq. (7) via various
aperture sizes at the reference image distance d o � 250 mm.
Here, we set λ � 0.5 μm, and the focal length is 50 mm.
As the size of the aperture increases (e.g., the value of F∕# de-
creases), it shows that the size of Airy disk decreases nonlinearly.
We will consider that this minimum blur spot defines the value
A for each aperture diameter of the camera lens within the DoF
range. Thus, we can define the resolution trade-off as a function
of the aperture size.

Figure 5 shows the Airy disk size depending on focal length
and diameter of aperture with a fixed f -number. As illustrated
in Fig. 5, the larger the f -number, the bigger the Airy disk size.
Figure 5(a) represents the Airy disk size via various focal lengths
with a fixed f -number. We can figure out that the shorter the
focal length, the smaller the Airy disk size. Figure 5(b) shows
the relation between diameter of aperture and the Airy disk size.
When the diameter of aperture is getting large, the Airy
disk size is also large because focal length changes via fixed
f -number. In addition, if the permitted circle of confusion
is 0.029 mm, we should select the f -number that is smaller
than at least f ∕16 for the sharpness of the image.

As a summary, we have analyzed the relationship of each
parameter when the focal length is fixed. For example, in case

of large aperture size, the DoF is shallow, but the spot size of the
recorded image on the image sensor is sharp since the permitted
circle of confusion range is narrow, as shown in Fig. 2(b), and
the diameter of the Airy disk is small, as shown in Fig. 4. On the
other hand, when aperture size is small, DoF increases as shown
in Fig. 2(a). However, the spot size of the recorded image in-
creases since the diameter of Airy disk is large, as shown in
Fig. 4. When the focal length is not fixed within a selected
f -number, we find that there is a precise trade-off relationship.
As shown in Fig. 3, the relationship between focal length and
DoF is confirmed by using the focal length and diameter of
aperture relationship through the f -number. In addition,
not only small diameter size but also large focal length can
be known to cause the Airy disk size to increase in Fig. 5.
Here, the magnification problem with different focal lengths
should also be considered. Therefore, we should select the
system parameters through the above analysis. As a result, to
combine these resolution trade-off features, in this paper, we
propose a new method of integral imaging using a non-uniform
camera array where the f -numbers of the camera lenses are
non-uniform.

Fig. 4. Airy disk via various aperture sizes at the reference image
distance d i � 250 mm.

Fig. 5. Airy disk size via various parameters. (a) Focal length and
(b) diameter of aperture.
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3. THREE-DIMENSIONAL INTEGRAL IMAGING
USING NON-UNIFORM CAMERA ARRAY
SYSTEM PARAMETERS

The resolution trade-off stated above imposes the limitation
that with a single imaging system both lateral resolution and
DoF cannot be optimized simultaneously. The two different
schemes used in integral imaging (RPII and DPII) can only
improve either the lateral resolution or the DoF. Although
some optimization of 3D resolution has been addressed by
several studies [8–10,30–32], this resolution trade-off has
not yet been overcome.

The proposed method for improving the resolution trade-off
is divided by two steps based on computational integral imag-
ing. First, the pickup step of the proposed method generates
elemental images with various parameter values. Then, in
the proposed reconstruction step, reconstructed images are
produced by combining with all elemental images.

A. Elemental Image Pickup Using Non-Uniform
System Parameters
For obtaining the elemental images, we consider here a camera
array system instead of a lenslet array system since it is easier to
adjust the system parameters such as the focal length, aperture
size, and focusing distance. The elemental images are the most
important information for the 3D performance of integral im-
aging since they include the lateral resolution andDoF of the 3D
images. To obtain more accurate reconstructed 3D images,
computational volumetric reconstruction [8] is utilized. Thus,
in this paper, we design our proposed method based on the con-
ventional 3D image method [i.e., synthetic aperture integral im-
aging (SAII) [9] and computational volumetric reconstruction].

Figure 6 illustrates the pickup process of our proposed
method with a non-uniform camera array. To improve the
DoF for 3D images, a camera array with large f -number
(i.e., small aperture size for a fixed focal length) is used in
SAII as shown in Fig. 6(a). Thus, elemental images with a large
DoF can be obtained. Then, cameras with a small f -number
are placed between the camera arrays as shown in Fig. 6(b),
which appear as non-uniform camera arrays. These cameras
record the elemental images by changing the focusing distance
according to the distance of the objects.

Our proposed system, as depicted in Fig. 6, can expand the
reconstruction range with sufficient lateral resolution for 3D
reconstructed images since it can reduce the diffraction of
the small aperture and enhance the visual quality of each
3D object by the small Airy disk size of the large aperture.
Thus, elemental images for the enhancement of both lateral
resolution and DoF are obtained via the pickup process of
our proposed method.

We need to consider the gap between cameras for the total
parallax when 3D objects are located very close to the camera
array (e.g., closer than the focal length of camera array). In gen-
eral, 3D objects are located after the focal length. However, if
3D objects are very close to camera array, elemental images have
only a part of the 3D objects; it depends on the position and
size of the 3D objects. For example, when the size of the 3D
objects is 100 mm × 100 mm and the position of 3D object is
closer than the focal length of camera array, the gap between

cameras for different positions of 3D objects should be adjusted
as shown in Fig. 7.

In Fig. 7, as the focal length increases, a larger gap is required
because of the narrow field of view. In addition, as the object
distance increases, the gap between cameras decreases because
object size in the image decreases.

B. Reconstruction of 3D Images with Non-Uniform
System Parameters
To generate the reconstructed 3D images using these elemental
images, in this paper, we use computational volumetric
reconstruction.

Fig. 6. Pickup process of our proposed method for both (a) DoF
and (b) lateral resolution of 3D objects.

Fig. 7. Gap between cameras when 3D objects are located at a closer
distance than the focal length of the camera array.
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Figure 8 illustrates the method based on the computational
volumetric reconstruction in our proposed method. First, the
reconstructed 3D images with the large DoF, R�D��x, y, z�, are
generated using conventional computational reconstruction
with elemental images obtained by a large f -number SAII,
EI �D�

kl , as shown in Fig. 6(a),

R�D��x, y, z� � 1

O�x, y, z�

"XK −1

k�0

XL−1
l�0

EI �D�kl �x � kΔx, y� lΔy�
#
,

(8)

Δx � Nxf p
cxz

, Δy � Nyf p
cyz

: (9)

Then, the final reconstructed 3D image at reconstruction depth
zt in our proposed method, R�x, y, zt�, is generated by adding
the elemental image obtained by a small f -number SAII,
EIk 0 l 0 �R, zt�, to the reconstructed 3D image at reconstruction
depth zt , R�D��x, y, z�. The following equations describe a 3D
image reconstruction of our proposed method:

R�x, y, zt� �
1

Ot�x, y, zt�
XK 0−1

k 0�0

XL 0−1

l 0�0

�R�D��x, y, zt�

� EI �R,zt �k 0 l 0 �x 0 � k 0Δx 0, y 0 � l 0Δy 0��, (10)

Δx 0 � Nxf p 0

cxzt
, Δy 0 � Nyf p 0

cyzt
, (11)

where R�x, y, z�t is the final reconstructed 3D image of our
proposed method, (k, l ) and (k 0, l 0) are the indexes of elemental
images obtained from Figs. 6(a) to 6(b), R�D��x, y, z� are the
reconstructed 3D images by large f -number, O�x, y, z� and
Ot�x, y, zt� are the overlapping matrices at the reconstruction
depth zt , (Δx,Δy) and (Δx 0,Δy 0) are the shifting pixels for
reconstruction in Figs. 6(a) and 6(b), Nx , Ny are the number
of pixels for each elemental image, f is the focal length of the
camera, p, p 0 are the gaps between cameras in Figs. 6(a) and
6(b), and cx , cy are the image sensor dimensions of the camera,
respectively.

4. EXPERIMENTAL RESULTS AND DISCUSSION

To show the feasibility of our proposed method, we implement
some optical experiments. Figure 9(a) shows the experi-
mental setup where three different objects are located at
z1 � 305 mm, z2 � 420 mm, and z3 � 540 mm from the

camera (Nikon D3200). The f -numbers of the lens in our
proposed method are set to f ∕36 and f ∕5.6. The total parallax
of our proposed pickup system with f ∕36 is 12 mm × 12 mm,
and each camera position gap is 2 mm. In the case of the camera
with f ∕5.6, we use one camera for convenience (i.e., k 0 and l 0

are zero), so it is at the center of the array in our proposed
pickup. It does not overlap with the camera array of f ∕36.
Figures 9(b) and 9(c) show the elemental images obtained with
our proposed pickup process with two different f -numbers. In
this experiment, the elemental images have a f ∕5.6 focus on
each object. By using f ∕36 we capture a set of 6 × 6 elemental
images. Each elemental image is 3008 × 2000 pixels. Note that
when we obtain elemental images, we need to control the
exposure time of the camera to obtain the same brightness
for elemental images with different f -numbers.

Figure 10 shows the elemental images focused on 420 mm
with different f -number settings. It is noticed that elemental
images captured with f ∕36 have a larger DoF from the first
object to the third object and worse lateral resolution than
the elemental image registered using f ∕5.6.

Table 1 shows the DoF with various f -numbers and focus-
ing distances for this value of permitted circle of confusion Cp.
Our image sensor, Nikon D3200, has an APS-C type sensor,
whose size is 23.2 mm × 15.4 mm. The diameter of the

Fig. 8. Reconstruction process of our proposed method.

Fig. 9. (a) Experimental setup, (b) elemental images with f ∕36,
and (c) elemental images with f ∕5.6.
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permitted circle of confusion is 0.0187 mm in this case. In the
SAII system with f ∕36, the camera array focuses on the object
at 420 mm. Thus, sharp elemental images can be recorded from
381.95 to 466.48 mm. On the other hand, in the SAII system
with f ∕5.6, the camera focuses on each object to record an
elemental image with a small DoF, as shown in Table 1.

Figure 11 shows the reconstructed 3D images of the three
different methods: the conventional method with elemental
images by f ∕36, the conventional method with elemental
images by f ∕5.6, and our proposed method. As shown in
Figs. 11(a) and 11(b), the reconstructed 3D images by the con-
ventional method with a f ∕36 SAII have larger depth range
than the reconstructed 3D images by the conventional method
with a f ∕5.6 SAII. On the other hand, at a distance of
420 mm, the reconstructed 3D image in Fig. 11(a) has lower
lateral resolution than the reconstructed 3D images in
Fig. 11(b) due to diffraction in the lens aperture. Figure 11(c)
shows the reconstructed 3D images by our proposed method.
They have both sufficient lateral resolution and DoF compared
with the others. Therefore, it is proved that our method can
enhance the resolution trade-off in integral imaging.

To show the 3D resolution improvement obtained with our
technique objectively, we calculate the peak signal-to-noise
ratio (PSNR) as the performance metric, defined as [39]

PSNR � 20 · log10

�
Imaxffiffiffiffiffiffiffiffiffiffi
MSE

p
�
, (12)

MSE � 1

n

X
�I out − I ref �2, (13)

where Imax is the maximum possible pixel value of the image,
I out is the resulting image of proposed method, I ref is the

reference image, and n is the number of pixels for the
image.

Table 2 represents PSNR values for both the conventional
method and our proposed method at different object positions.
It is noticed that our proposed method has better performance
than the conventional method with an approximately 2–5 dB
difference.

Figure 12 depicts the graph of PSNR via various
reconstruction depths: the conventional method (with only

Fig. 10. Comparison between elemental images by f ∕36 (left) and
f ∕5.6 (right) at a distance of 420 mm.

Fig. 11. Reconstructed 3D images by (a) conventional method with
elemental images by f ∕36, (b) conventional method with elemental
images by f ∕5.6, and (c) our proposed method.

Table 1. Depth of Field

F∕36 F∕5.6

z � 305 mm — 6.51 mm (301.78–
308.29 mm)

z � 420 mm 84.53 mm (381.95–
466.48 mm)

13.02 mm (413.59–
426.61 mm)

z � 540 mm — 22.18 mm (529.13–
551.31 mm)

Table 2. PSNR of the Reconstructed Images at Object
Positions

PSNR [dB] Conventional Method Proposed Method

z � 305 mm 23.6725 29.2539
z � 420 mm 28.9614 33.2696
z � 540 mm 27.1402 32.0652

Fig. 12. Peak signal-to-noise ratio (PSNR) via various
reconstruction depths.
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f ∕36), three conventional methods using elemental images
focused on each object (with only f ∕5.6), and our proposed
method. As shown in Fig. 12, each rectangular area is a section
in which an elemental image by f ∕5.6 of each object is used:
z � 305 mm is blue, z � 420 mm is orange, and z �
540 mm is green. It shows that the PSNR values of the recon-
structed images with f ∕5.6 are larger than the reconstructed
image of f ∕36. This means that the lateral resolutions of
the reconstructed 3D images with f ∕5.6 are better than those
with f ∕36 on each object distance. In addition, the PSNRs of
our proposed method are approximately 2–5 dB bigger than
the PSNR of the conventional results with f ∕36. As a result,
we confirm that our proposed method can enhance the
resolution trade-off throughout all reconstruction depths.

5. CONCLUSIONS

In this paper, we have proposed a new 3D passive image sensing
and visualization method with enhanced lateral resolution and
DoF in integral imaging simultaneously. We have analyzed the
resolution trade-off in integral imaging by using a combination
of geometrical optics and wave optics. By using non-uniform
system parameters, we have alleviated the resolution trade-off in
integral imaging. To support our claim, we have implemented
some optical experiments with various SAIIs. This method can
easily improve both lateral resolution and DoF (i.e., the reso-
lution trade-off ). In addition, we can find the appropriate
system parameters of the 3D imaging system by considering
the analysis results for a non-uniform system of integral imag-
ing. The proposed method may be utilized for various appli-
cations from macroscopic to microscopic systems. However,
there are some issues that should be solved in future work.
In our experiment, although the camera system presented a
wider depth tolerance than the calculated DoF, the depth im-
provement in the experimental result was not dramatic. We also
need a clear definition of the relationship between image
resolution and the parameters. In order to improve other issues,
we will study these methods in the future.
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