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a b s t r a c t 

We propose a new method for improving the observer experience when using an integral monitor. Our method 
permits to increase the viewing angle of the integral monitor, and also the maximum parallax that can be dis- 
played. Additionally, it is possible to decide which parts of the 3D scene are displayed in front or behind the 
monitor. Our method is based, first, in the direct capture, with significant excess of parallax, of elemental images 
of 3D real scenes. From them, a collection of microimages adapted to the observer lateral and depth position is 
calculated. Finally, an eye-tracking system permits to determine the 3D observer position, and therefore to display 
the adequate microimages set. Summarizing, it is reported here, for the first time we believe, the application of 
eye-tracking technology to the display of integral images of 3D real scenes with bright background. Although we 
are reporting here only a proof-of-concept experiment, this result could have direct application in a close future 
for the broadcasting of 3D videos recorded in professional studio, for videoconferences or for on-line professional 
meetings. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

Integral imaging (InI) is a technique that allows the capture and dis-
lay of 3D information from 3D scenes, either computer generated or
rom the real world. InI has been an important research topic in the
ecent years, mainly due to its capacity to display autostereoscopic 3D
mages with full parallax and to capture the 4D lightfield of a 3D scene
1–7] . The latter has many useful applications such as obtaining depth
aps, performing digital refocusing, removing occlusions, making ob-

ect recognition, and many others [3–7] . 
Nowadays, 3D display still remains as one of the most exciting appli-

ations of InI. The core technology is still being refined, and there have
een attempts to improve InI by combining it with other technologies.
his is the case of eye-tracking InI, where the position of the observer

s tracked in order to offer her/him a tuned and better experience. The
rst approach to use this hybrid method was done by Park et al. [8,9] ,
ho determined the observer position with the help of an infrared (IR)

amera and two IR LEDs equipped in a goggle. By using the tracking in-
ormation, the displayed microimages were adapted to the observer po-
ition. However, in this research the technique was demonstrated only
or computer-generated 3D scenes that were composed only by two pla-
ar objects over a black background. Another approach was followed
y Hong et al. [10] , who used a Kinect device to track the observer po-
∗ Corresponding author. 
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ition. Again in this research the displayed 3D scenes were generated by
omputer and composed by only two planar objects. Later, Shen et al.
11] determined the observer position with the help of an IR camera
nd a LED track clip. Also in this approach, the technique was demon-
trated only for computer-generated 3D scenes composed only by two
D objects over a black background. The main advance was that the
isplayed microimages were adapted not only to the observer position,
ut also to potential rotations of the observer head. Finally, Xiong et al.
12] followed a different approach, since for the computation of the mi-
roimages they used an array of virtual orthographic cameras with the
ame point of convergence. The main lacks of this technique are that
rthographic cameras are unrealistic from the optics point of view, and
hat the method was demonstrated only for synthetic scenes over a black
ackground. 

In this paper, we propose a new method to increase the viewing angle
f an integral monitor using an eye-tracking system and the SPOC 2.0
lgorithm [13] . In addition, we increase the parallax that the integral
onitor can display. We also allow the observer to choose which parts

f the displayed 3D image are reconstructed in front or behind the lens
rray of the integral monitor. These improvements are done by dynamic
odification of the information displayed on the pixels of the integral
onitor depending on the observer 3D position. Our proposal is based

n the use of a Kinect device for the tracking system, in the use of SPOC
.0 for the selection of the reference lane, and in the smart cropping
8 
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Fig. 1. The 3D image is reconstructed in the neighborhood of the lens array plane. The eye only receives light from one pixel of each microimage. The crosstalk 
effect appears when the observer sees rays coming from wrong lenses. 
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Fig. 2. The crosstalk causes a distortion on the image perceived by the observer. 
On this image, the crosstalk can be seen on the roof and the door of the house 
and, also, on the right side of the block situated at the front of the scene. 
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f the microimages according to the 3D location of the observer. The
ain contributions of the present the work are: first, this work deals for

he first time with real scenes and with a fixed number of real cameras.
orking with real optics and with real scenes (with real background) is

ot a minor challenge. Note that in computer-generated images, there
s no limitation in the number and positions of the cameras, there are
ot aberrations, and the crosstalk is strongly reduced since in that case
he background can be eliminated. Second, our approach permits, for
he first time, to adapt the reference plane of the displayed image to the
epth position of the observer. 

. Integral imaging monitor 

In InI, the display of 3D images is performed via the so-called in-
egral monitor. Integral monitors do not need the use of any type of
pecial glasses, and have the advantage of displaying 3D images with
ull parallax. But the most important feature is that they reproduce the
ight distribution of the original 3D scene. Since the observer can adjust
er/his accommodation and visual-axes convergence to that light dis-
ribution, the convergence-accommodation conflict is avoided [14,15] .
n order to set up an integral monitor, an array of microlenses (MLA) is
laced in front of a pixelated display in such a way that the pixels are just
t the focal plane of the MLA, and therefore their images are formed at
he infinite. In the conventional realization of an integral monitor, just
ehind each microlens it is displayed a microimage so that both the mi-
rolens and the microimage have the same size. The microimages can
e obtained directly with a plenoptic camera or transformed from the
lemental images captured with an array of digital cameras [13,16–19] .

Once the microimages are displayed on the pixelated display, the
icrolenses integrate the light rays emitted by the pixels, forming a

uminous 3D image, see Fig. 1 . As these light rays carry the lightfield
nformation of the 3D scene, its radiance distribution is replicated in the
eighborhood of the MLA. The plane of the displayed 3D scene that co-
ncides with the MLA plane is named here as the reference plane [7,13] .
he reference plane is important because it determines which parts of
he 3D scene are displayed in front or behind the monitor. The spa-
ial resolution of displayed images is determined by the MLA pitch. The
ngular resolution (angular distance between displayed perspectives)
epends on the number of pixels per microimage. In other words, corre-
ponding pixels of adjacent microimages contain different perspectives
f the same point of the scene and each microimage store information
f different points of the 3D scene. 

It is worth noting that an observer usually only sees a limited bundle
f the rays coming from the integral monitor. Due to several factors
observation distance, pixel and lens size, distance between the lenses
84 
nd the pixels, etc.), only rays proceeding from one pixel are seen by
he observer through each microlens, see Fig. 1 . On the other hand,
he quality of the perceived 3D image depends on the position of the
bserver. An integral monitor has a limited area in front of it where
he observer can be located in order to perceive a good 3D image. We
all this zone as the integral-monitor viewing area. If the two eyes of
he observer are inside the viewing area she/he perceives the 3D image
ith full parallax. If the observer goes outside the viewing area, she/he
ill see a distorted 3D image. The reason is that some of the light rays

mitted by the integral monitor are received by the observer from the
rong lenses, causing a crosstalk effect, see Fig. 2 . To obtain the viewing
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Fig. 3. Projections of the microimages to a distance z. The viewing area is high- 
lighted. 
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m  
rea of an integral monitor, the positions in which the observer receives
he correct information from all the lenses should be found. This is made
y projecting each microimage through the center of its lens and into
he 3D space in front of it. The area in common for all the projections
efines the viewing area ( VA ) of the integral monitor, see Fig. 3 . At a
pecific depth plane, the projection of a microimage ( MI Proj ) and the
iewing area are calculated as 

 𝐼 𝑃 𝑟𝑜𝑗 = 

𝑝 ⋅ 𝑧 
𝑔 

(1)

 𝐴 ( 𝑧 ) = 

𝑝 ⋅ 𝑧 
𝑔 

− ( 𝑛 − 1 ) 𝑝 − 𝜇 (2)

In these equations g is the gap between the pixels and the lens array,
 is the pitch, n is the number of microimages, 𝜇 is the inter-pupillary
istance, and z is the projection distance as measured from the MLA.
t is easy to see from the equations and from Fig. 3 that the number of
icroimages of the integral monitor limits the viewing area. Therefore,

he higher the number of microimages the smaller the viewing area. 
Other parameter of great interest is the viewing angle of the integral

onitor. The viewing angle is a monocular parameter, and is defined
s the angle formed by the normal to the central microlens and the line
hat connects the center of the entrance pupil of the eye and the optical
enter of the central microlens. Since the observer’s eye must be placed
nside the viewing area, the viewing angle is usually small. 

. Method 

The first step of our proposal is the capture of multi-perspective in-
ormation of the 3D scene. Such information must be captured with
85 
ignificant excess of parallax. In such case, the resulting microimages
re bigger than the corresponding microlenses, and therefore need to
e cropped. The eccentricity of the cropping area is determined by the
ateral position of the observer. Having an excess of perspective con-
ent, one can select which views will compose the cropped microimages
nd, therefore, control which ones will be displayed and seen by the
bserver. The cropping process is then an important part of our method
or increasing the maximum parallax displayable by the integral mon-
tor. The second step consists of dynamically changing the displayed
nformation to improve the viewing experience. This is done by mod-
fying the displayed microimages depending on the observer position.
 kinect-based eye-tracking system provides the control software with

he 3D position of the observer in real time. With that information, the
ontrol software can modify the displayed microimages dynamically.
pecifically, the software shifts the microimages being displayed on the
ntegral monitor, changes their perspectives, and changes the reference
lane. Next, we detail the process. 

.1. Shifting the cropping masks 

In the data base of the computer we have a collection of microimages,
ach significantly bigger than the corresponding microlenses. In order to
ompose the full integral frame, each microimage must be cropped. The
ize of the cropping mask is equal to the MLA pitch. When the observer is
laced just in front of the central microlens, the cropping masks are set at
he center of the microimages, and the cropped microimages are just in
ront of the corresponding lenslets. However, when the observer moves
aterally the cropping masks are shifted proportionally. Additionally,
o compose the integral frame the cropped microimages are shifted in
he same proportion so the viewing area follows the movement of the
bserver, see Fig. 4 . 

Note that because an observer only sees one pixel through each mi-
rolens, this shift happens when the observer goes to see an adjacent
ixel. This distance can be calculated as Δ( 𝑧 ) = 𝑧𝛿∕ 𝑔 , where 𝛿 is the pixel
ize. Therefore, we can consider the 3D space in front of the integral
onitor divided into sectors, each one corresponding to the projection

f a pixel of the integral monitor into the real 3D space, see Fig. 5 . In
his consideration, when the observer moves from one sector to another,
he control software makes the shifts. 

Moreover, in our approach the observer must be always at the center
f the viewing area. Therefore, the cropping mask of the microimages
eeds to be aligned with the observer and the center of its corresponding
enses. So, if the observer is just in front of the integral monitor, on the
entral sector, the microimages being displayed are not shifted, as in a
onventional integral monitor, see Fig. 4 (a). However, if the observer
s at any other sector, the cropping mask will be shifted a number of
ixels equal to the number of sectors between the central sector and
hat one (inclusive), see Fig. 4 (b). Note that the microimages are always
isplaced towards the opposite direction the observer has moved. 

.2. Changing the reference plane 

Finally, to further improve the visualization experience, our method
llows the observer to change the reference plane at will. To that end,
he control software changes the reference plane of the displayed mi-
roimages depending on the distance between the observer and the in-
egral monitor. The advantage of this proposal is that the observer can
ontrol with her/his positioning which parts of the 3D scene will be re-
onstructed in front or behind the lens array. To change the reference
lane of the microimages we use the SPOC 2.0 algorithm [13] . 

. Experiment 

To illustrate the proposal, we have applied our method to an integral
onitor. To make it easier, we decided to increase only the horizontal
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Fig. 4. (a) When the observer is just in front of the central microimage, the cropping masks are placed at the center; (b) the cropping masks and microimages are 
shifted to allow the viewing area to match the observer’s movement. The viewing angle, 𝛽, increases significantly as compared with the conventional configuration. 

Fig. 5. The 3D space in front of the integral monitor is divided into sectors, each 
corresponding to the projection of a pixel through the central microlens. When 
the observer moves from one sector to the neighbor one, the control software 
modifies the displayed microimages. 

Fig. 6. Kinect v2 tracking area. The number of pixels of the IR sensor is 512 
and limits the lateral tracking resolution. 

p  

g  

d  

i  

r  

a  

f  

s  

H  

t  

s  

n  

d  

t  

86 
arallax of the displayed 3D image. The first step is to set up the inte-
ral monitor. In previous realizations, we used a tablet as the pixelated
isplay and a small lens array [13,20–22] . This time we have used a 24
nches, 4K monitor (Dell-P2415Q) with 3840 ×2160 pixels. The lens ar-
ay employed is composed by 327 ×184 lenses with pitch 𝑝 = 1 . 607 mm
nd a focal length 𝑓 = 8 mm . In order to avoid the facet braiding ef-
ect [23,24] it is recommended to place the lens array parallel to the
creen, in such a way that the pixels are at the focal plane of the lenses.
owever, this causes some color moiré effect created by the magnifica-

ion of the subpixel structure [25] . To avoid this drawback we displaced
lightly the lens array to a gap 𝑔 = 8 . 4 mm . This new position reduces
oticeably this color moiré effect without sacrificing the quality of the
isplayed image. At this point, a topic of great interest was to estimate
he influence of aberrations in the quality of the displayed, and per-
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Fig. 7. Comparison between our method (left column) with a conventional integral monitor configuration (right column). The images were captured in different 
lateral positions in front of the integral monitor. The total displacement was approximately 800 mm. On the conventional InI configuration, the crosstalk can be seen 
at the left side of the house (second image) and on the right side of the house (third image). 
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eived, images. Note that in our display system the matter of interest
s not the image of points, but the light emitted by a given pixel, pass-
ng through the corresponding microlens, and finally impinging the eye
upil. We did some simulations (not shown here) with the help of com-
ercially available optical-design software (Optalix ®) and found that

he influence of off-axis aberration in the quality of observed images is
egligible. 

As for the capture of the plenoptic field, we propose the synthetic
perture method [26] . The number of pixels per microlens in our inte-
ral monitor, 12 ×12, is equal to the perspectives our integral monitor
an display simultaneously. Then, in order to have excess in the captured
arallax, for the posterior cropping, we captured a total of 40 ×12 ele-
ental images (EIs). The camera used to capture the different EIs was
 Canon 450D, which was mounted on a platform whose position and
isplacement were controlled by LabVIEW 

® code. The lateral pitch of
he displacement was 𝑃 = 5 mm and the chosen 3D scene was composed
87 
f a Lego ® house, a doll and a box placed at 39, 48 and 55 mm respec-
ively from the camera. The camera parameters for the capture were
 = 18 mm , and to allow the 3D scene to be captured sharply we used
 large f -number, f /22. 

The next step is to calculate, from the captured EIs, the exceeded-
n-parallax microimages. To this end we used the SPOC 2.0 algorithm
13] and obtained 230 ×184 microimages of 40 ×12 pixels each. From
his information, and applying the proper cropping corresponding to
ny possible lateral position of the observer, we calculated 28 integral
rames composed each by 12 ×12 cropped microimages. Finally, in or-
er to fully adapt the frames to the integral monitor we resized them so
hat the microimages had 11.7 ×11.7 pixels each. Additionally we calcu-
ated other set of 28 integral frames corresponding to a second position
f the reference plane. 

For the eye-tracking system we used a Kinect v2 device centered
aterally with the integral monitor. Kinect v2 works with IR time of
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Fig. 8. The display system is composed by an integral monitor, a Kinect v2 device, and a computer that receives the information from the Kinect and transmits to 
the monitor the corresponding integral frame. The image displayed on the integral monitor is adapted to the 3D position of the observer in real time. 
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ight technology, which enables it to provide high-accuracy depth maps
27–29] . In addition, we used a Microsoft SDK that allows the Kinect
o track the position of moving observers. The tracking method works
n a two-step process. First, it finds the observer’s head position and,
econd, the eye-pupils positions. Due to using IR technology, the Kinect
an operate in low light conditions and, therefore, track the observer
osition even in dark rooms. In order to allow the observer to be tracked,
he/he needs to move inside the field of view and the depth tracking
ange of the Kinect. The Kinect viewing angles are 70° (H) × 60° (V).
lthough the depth tracking range covers from 500 mm to 8000 mm,

he range in which the depth map is provided with optimal accuracy
s reduced to 1000 ‐‐4500~mm. In this optimal range, the accuracy for
he determination of the lateral position of a given object (like the eye
upil) is of 0.137°. For the depth distance the accuracy is of 2 mm [29] .
ome characteristics of Kinect v2 are illustrated in Fig. 6 . 

In order to know the correspondence between the pixels of the IR
ensor and the sectors in front of the integral monitor, we need to trans-
ate from sensor pixels unit to mm. The lateral tracking resolution in mm
epends on the distance from the Kinect v2 to the object being tracked.
t can be calculated as: 

 𝐴 = 2 𝑍 tan 
(
35 ◦

)
(3)

 𝑅 mm = 

𝑇 𝐴 

𝐼 𝑅 pix 
(4)

here TA (tracking area) is the Kinect v2 field of view in millimeters,
R pix is the number of pixels of the IR sensor, IR mm 

is the size of an IR
ixel at the observer position, and z is the distance from the integral
onitor to the observer. Then the size, S , of each sector as expressed in
nits of Kinect IR sensor pixels, is 

 = 

Δ( 𝑧 ) 
𝐼 𝑅 mm 

(5)

Using Eqs. (3) –(5) brings an interesting result: the size of each sector
n IR pixel unit is 6 pixels and is independent of the observer distance
o the integral monitor. Therefore, we can divide the IR sensor in sets of
 pixels and assign to each set of pixels its corresponding pre-generated
mage. 
88 
To carry out the experiment, the control software selects the integral
rame to be displayed depending on the 3D position of the observer.

hen the Kinect v2 communicates to the software that the observer has
oved from a set of 6 pixels to a different set of 6 pixels, the control

oftware changes the displayed integral frame to the next one. In addi-
ion, the software will also change the displayed image to another one
ith a different reference plane depending on the observer’s depth po-

ition. As we have prepared images with two different reference planes,
e have defined two arbitrary depth planes in the 3D space in front of

he integral monitor. The first plane is at 𝑧 = 1940 mm and the second
ne is at 𝑧 = 2040 mm . The reference plane of the displayed image will
epend on which depth plane the observer is situated. Note that the
eason we choose a 100 mm range to trigger the change is because a
isplacement in depth position of that quantity is enough to provide a
ood visualization experience to the observer. 

To demonstrate the utility of our method we have recorded 5 videos.
n Media 1 and Media 2 we compare our proposal with an integral mon-
tor operating in conventional mode. In both cases, the observer moves
aterally in front of the integral monitor at 𝑧 = 2040 mm from it. For
his value of z the size of the viewing area is 𝑉 𝐴 = 16 mm . Therefore,
he restriction over the lateral position of the observer is very tight if
he integral monitor is working in the conventional mode. Also for the
onventional mode the viewing angle is 𝛽 = 0 . 3 ◦. In Media 1 we use a
onventional integral monitor configuration, without tracking and al-
ays displaying the same image. On the other hand, Media 2 corre-

ponds to the proposed technique where the eye-tracking is enabled and
he displayed integral frame is adapted to the observer position. Taking
nto account the size of the uncropped microimages (40 ×12 pixels) the
iewing angle rises to 𝛽 = 14 . 8 ◦. Thus, the observer can change her/his
osition laterally along an interval larger than 1000 mm. 

To record the videos, we used a digital camera mounted on a mov-
ng platform. In both experiments the lateral displacement was approx-
mately 𝑑 = 800 mm . From the videos it is apparent, first, that our tech-
ology permits the observer to make large displacements in parallel to
he screen without perceiving any flipping or crosstalk. Additionally the
arallax has been enlarged substantially (note that in Media 1 the ob-
erver is perceiving repeatedly the same perspectives). In Fig. 7 we show
our frames of Media 1 and Media 2. 
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Media 3 shows the experimental results for an observer moving to-
ards and backwards the integral monitor. Again, for this video the
igital camera simulates the observer. Specifically, when the observer
s far from the monitor, the reference plane is set at the front of the (blue
nd yellow) container, whereas the rest of the scene is reconstructed be-
ind the integral monitor. As usually the best quality of reconstruction
s obtained at the reference plane, and therefore other parts of the 3D
cene (like the house) appear slightly blurred. Later in the video, when
he observer gets closer the monitor the reference plane is set at the
ouse facade. In this case the rest of the 3D scene is reconstructed in
ront of the monitor, and the container is perceived with some blur-
ing. The magnifying effect that can be perceived is due to the fact that
hen one approaches to one scene it is perceived with bigger angular

ize. 
In Media 4 we show how the integral monitor adapts its image, in

eal time, to the lateral movement of a human observer. Note that the
ideo is not recorded from the observer point of view, but from other
erspective. Thus, what we are showing is not the image as perceived
y the observer (shown in Media 2). Analogously, in Media 5 we show
ow the integral monitor adapts the displayed image to the changes in
epth position of the human observer. Again, this video is showing a
erspective different from the one perceived by the observer (which is
hown in Media 3). Thus, the strong crosstalk shown is perceived by
he camera used for recording the video, but not by the observer. In
ig. 8 we show a single frame extracted from Media 5. 

. Conclusion 

We have proposed a method to improve the viewing angle and the
arallax provided by integral monitors, and therefore the observer ex-
erience. The method uses an eye-tracking system based in Kinect tech-
ology. This technology can work in low luminance environment, and
he observers do not need to wear any special glasses or IR clip. But
he main advance of our method is that it can work with real 3D scenes
hat are composed by many depth sections and can have a bright back-
round. The technique is based in the smart cropping of microimages
hat have excess parallax. An additional advantage of our method is that
he reference plane can be selected at will. Through our experiments we
ave demonstrated, at least for a static image, that it is possible to adapt
n real time the displayed 3D image to the observer location. 
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