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Method and device for depth detection using stereo images

TECHNICAL FIELD

The invention relates to determining depth information of scenes from stereco images of the

respective scene.

BACKGROUND

Currently, depth information is obtained optically by means of two kinds of systems, namely,

passive and active devices.

Active systems are based on controlling the illumination of the scene in the spatial domain, as
in pattern projection techniques and/or in the temporal domains, as in time-of-flight cameras.
These systems, however, present a low versatility since they can work properly only in a limited
operation regime, regarding both the scenes and the illumination sources that can be used. For
instance, the natural background light in a natural scene can severely compromise the signal-
to-noise ratio in these devices. On the other hand, several of such devices working at the same
time generate a strong crosstalk resulting in interference, leading to complex and noisy
detection schemes. Finally, their need to produce and control their own adapted illumination
adds an extra power consumption that limits their use in many applications as autonomous

video surveillance or in portable imaging systems, such as mobile phones.

Regarding passive systems, the 3D information in the scene is extracted by use of either a
single, monocular, camera or different cameras, stereco or multi-ocular. In the monocular
architecture, different strategies are possible both for single shot configurations, including
wavefront coding engineering and for multi-shot, time multiplexing, schemes. However, the
use of complex pupil masks with a poor response with natural light in the first case and the low
response time in the second one, make these approaches very limited in practical applications

with conventional real scenes.

For example a first stereo image is shown in Fig. 1a, while a second sterco image is shown in

Fig. 1b. In Fig 1c, an overlapping view of both stereco images is shown.
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The solution that best fits the operation conditions in natural dynamic scenes is obtained when
several cameras are used to capture different views of the scene. Nevertheless, some limitations
in the depth estimation apply to these techniques. Since the comparison of the different images
is the basis for the 3D location of the objects in the scene, the use of different sensors and lenses
leads to long calibration procedures to account for the different responses of the cameras, both
from a geometrical point of view - rectification, distortion compensation - and from a

photo/electronic point of view - pixel response equalization.

Considering the passive system for depth estimation, stereo technology is the one that provides
superior results. However, such technology has the drawback of needing to calibrate and
synchronize two independent cameras. In some cases, the sensors are very expensive and/or

energy consuming.

The “Catadioptric monocular sterco-camera”, which corresponds to the above-mentioned
single shot configuration, allows for obtaining stereco images, but due to the optical setup, the
scale of the objects appearing in both images is different for each depth. This is a serious
problem, since the conventional low complexity block matching algorithms, just searching for
the displarity in rows, cannot be applied for real time depth estimation. Usually, stereo cameras
are arranged so that the axial difference between the two cameras is negligible. The small
differences can be corrected digitally. Such an arrangement is though not always possible,
resulting in a different length of the optical paths of the two stereo images and thereby resulting
in a different lateral scaling of the sterco images. Also, in the case of using only a single camera
and switching between two different optical paths, this problem occurs, since for reasons of
optical path geometry, usually different optical path lengths occur. This can readily be seen in

Fig. 4 and Fig. 5.

SUMMARY

Accordingly, an object of the present invention is to provide an apparatus and method, which
allow for determining an accurate depth map with a high flexibility regarding the geometry of

optical paths within the camera or cameras used for recording the stereco images.

The object is solved by the features of claim 1 for the apparatus and claim 14 for the method.

The dependent claims contain further developments.
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According to a first aspect of the invention, a depth detection device comprising a stereo image
recording device, a scaler and a depth determiner is provided. The stereo image recording
device is configured to record a sterco image of a scene. The stereo image recording device
comprises a first optical path, configured to record a first image of the stereco image, and a
second optical path, configured to record a second image of the sterco image. The first optical
path and the second optical path are of different lengths. The scaler is configured to determine
a scaling of the first image or of the second image, by minimizing differing lateral
magnification of objects in the scene depicted in the first image and the second image, and for
performing the determined scaling, resulting in a scaled stereco image. The depth determiner is
configured to determine a depth map of the scene based upon the scaled stereo image. By
performing the scaling, it is possible to reduce the negative impact of the differing length of

the optical paths and thereby to increase their accuracy of the determined depth map.

According to a first implementation form of the first aspect, the scaler is configured to
determine the scaling of the first image or of the second image, taking sterco image parameters
into account. The stereo image parameters comprise a baseline of the sterco image and/or a
focal length of the stereo image recording device and/or an aperture of the stereo image
recording device and/or a resolution of the stereo image recording device and/or a length ofthe
first optical path and/or a length of the second optical path. An especially accurate determining

of the optimum scaling is thereby possible.

According to a second implementation form of the first aspect or the previous implementation
form, the scaler is configured to determine the scaling of the first image or of the second image,
taking scene parameters into account. The scene parameters comprise a depth range, and/or a
depth distribution of the objects in the scene. A further increase in determining the optimum

scaling factor can thereby be achieved.

According to an implementation form of the previous two implementation forms, the scaler is
configured to determine a mathematical model of the stereo image recording device and/or the
scene, based upon the stereco image parameters and/or the scene parameters. The scaler is
configured to determine the scaling of the first image or of the second image based on the
mathematical model. A further increase of the accuracy of determining the optimum scaling

factor can thereby be achieved.
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According to a further implementation form of the first aspect or the previous implementation

forms, the scaler is configured to determine a scaling factor M;*pt as

Alpp=
MIT =14+ =,
g8y

wherein & is a difference in the optical length of the first optical path and the second optical
path, z; is a lower limit of a depth range of the scene, and z; is an upper limit of a depth range
of the scene. An especially accurate determining of an optimal scaling factor is thereby

achieved.

According to a further implementation form of the first aspect or the previous implementation
forms, the depth detection device comprises a calibrator, which is configured to perform a
calibration of the depth detection device based upon a known reference scene and a known
depth map of the known reference scene, resulting in a calibration function and perform the
calibration function on every determined depth map after determining the depth map by the
depth determiner, resulting in a calibrated depth map. A further increase of accuracy of

determining the depth map can thereby be achieved.

According to an implementation form of the previous implementation form, the stereco image
recording device is configured to record a calibration sterco image of the known reference
scene. The scaler is then configured to determine a scaling of the first image or of the second
image of the calibration stereco image, by minimizing differing lateral magnification of objects
in the scene depicted in the first image and the second image of the calibration stereo image
and perform the determined scaling resulting in a scaled calibration stereo image. The depth
determiner is then configured to determine a calibration depth map of the known reference
scene based upon the scaled calibration stereo image. The calibrator is then configured to
determine differences of the calibration depth map and the known depth map and determine
the calibration function from the differences of the calibration depth map and the known depth

map. An especially accurate calibration can thereby be performed.

According to a further implementation form of the previous two implementation forms, the
calibrator is configured to determine the calibration function as a non-linear function. By use

of a non-linear function, an especially accurate calibration is possible.
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According to a further implementation form of the previous three implementation forms, the
calibrator is configured to determine the calibration function as an image transformation

matrix. This results in an especially accurate calibration.

According to a further implementation form of the first aspect or any of the previous
implementation forms, the stereo image recording device is configured to record the first image
of the stereo image and the second image of the stereo image displaced by a baseline. It is

thereby possible to determine the depth map based upon the sterco image.

According to a further implementation form of the first aspect or the previous implementation
forms, the stereo image recording device comprises a single camera and an optical splitter. The
single camera is configured for recording the first image and the second image successively.
The optical splitter is configured for switching between the first optical path and the second
optical path successively. It is thereby possible to use only a very limited number of hardware
elements, especially only a single camera. Also, it is thereby possible to remove negative

influences by slightly differing cameras, in case of using two cameras.

According to an implementation form of the previous implementation form, the optical splitter
comprises a beam splitter arranged in front of the single camera and a total reflection prism
arranged in a beam splitting direction of the beam splitter. The first optical path leads from the
scene to the total reflection prism to the beam splitter to the single camera. The second optical
path leads from the scene to the beam splitter to the single camera. This allows for a very simple
implementation of the depth detection device. The beam splitter may be a beam-splitting cube,

for example. Preferably, the beam splitter is placed directly in front of the single camera.

According to a further implementation form of the previous two implementation forms, the
optical splitter comprises a first shutter device arranged within the first optical path, but not
within the second optical path and a second shutter device arranged within the second optical
path, but not within the first optical path. The first shutter device is configured to shut the first
optical path during recording of the second image by the single camera and open the first optical
path during recording the first image by the single camera. The second shutter device is
configured to shut the second optical path during recording of the first image by the single

camera and open the second optical path during recording the second image by the single
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camera. This effectively prevents stray image information from the presently non-recorded

optical path to negatively influence the presently recorded image.

According to a further implementation form of the first aspect or any of the first nine
implementation forms of the first aspect, the stereo image recording device comprises a first
camera for recording the first image and a second camera for recording the second image. The
first camera and the second camera are located at different distances from the scene, resulting
in the different lengths of the first optical path and the second optical path. By this

configuration, the hardware effort used for beam splitting can be saved.

According to a second aspect of the invention, a depth detection method is provided. The depth
detection method comprises recording a stereo image of a scene, using a stereo image recording
device, comprising a first optical path and a second optical path, wherein the first image of the
stereo image is recorded through the first optical path and a second image of the stereo image
is recorded through the second optical path, and wherein the first optical path and the second
optical path are of different lengths. Moreover, the method comprises determining a scaling of
the first image or of the second image, by minimizing differing lateral magnification of objects
in the scene depicted in the first image and the second image and performing the determined
scaling, resulting in a scale sterco image. Finally, the method comprises determining a depth
map of the scene based upon the scale stereo image. By performing the scaling, it is possible
to reduce the negative impact of the differing length of the optical paths and thereby to increase

the accuracy of the determined depth map.

According to a first implementation form of the second aspect, the scaling is performed taking
stereo image parameters into account. The stereo image parameters comprise a baseline of the
stereo image and/or a focal length of the stereo image recording device and/or an aperture of
the stereo image recording device and/or a resolution of the stereco image recording device
and/or a length of the first optical path and/or a length of the second optical path. An especially

accurate determining of the optimum scaling is thereby possible.

According to a second implementation form of the second aspect or the previous
implementation form, the scaling is determined taking scene parameters into account, which
comprise a depth range and/or a depth distribution of the objects in the scene. A further increase

in determining the optimum scaling factor can thereby be achieved.
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According to a further implementation form of the previous two implementation forms of the
second aspect, a mathematical model of the stereo image recording device and/or the scene is
determined based upon the stereo image parameters and/or the scene parameters. The scaling
factor is determined based upon the mathematical model. A further increase of the accuracy of

determining the optimum scaling factor can thereby be achieved.

According to a further implementation form of the second aspect or the previous

implementation forms, the scaler is configured to determine a scaling factor MSW as

wherein 4 is a difference in optical length of the first optical path and the second optical path,
z1 18 a lower limit of a depth range of the scene and z; is an upper limit of a depth range of the

scene. An especially accurate determining of an optimal scaling factor is thereby achieved.

According to a further implementation form of the second aspect or the previous
implementation forms, a calibration of the depth detection based upon a known reference scene
and a known depth map of the known reference scene is performed, resulting in a calibration
function. The calibration function is performed on every determined depth map after
determining the depth map, resulting in a calibrated depth map. A further increase of accuracy

of determining the depth map can thereby be achieved.

According to an implementation form of the previous implementation form, a calibration stereo
image of the known reference scene is recorded. A scaling of the first image and/or of the
second image of the calibration stereo image is determined, by minimizing different lateral
magnifications of objects in the scene depicted in the first image and the second image of the
calibration stereo image. The scaling is performed on one of the images resulting in a scaled
calibration sterco image. A calibration depth map is determined based upon the scaled
calibration stereo image. Differences of the calibration depth map and the known depth map
are then determined. Finally, a calibration function is determined from these differences. An

especially accurate calibration can thereby be performed.
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According to an implementation form of the previous two implementation forms, the
calibration function is determined as a non-linear function. By use of a non-linear function, an

especially accurate calibration is possible.

According to a further implementation form of the previous three implementation forms, the
calibration function is determined as an image transformation matrix. It is thereby possible to

determine the depth map based upon the stereo image.

According to a further implementation form of the second aspect or any of the previous
implementation forms, the first image and the second image are recorded displaced by a

baseline. It is thereby possible to determine the depth map based upon the stereo image.

According to a further implementation form of the second aspect or the previous
implementation forms of the second aspect, a single camera is configured for successively
recording the first image and the second image, while an optical splitter switches between the
first optical path and the second optical path successively. It is thereby possible to use only a
very limited number of hardware elements, especially only a single camera. Also, it is thereby
possible to remove negative influences by slightly differing cameras, in case of using two

camgras.

Alternatively, in a further implementation form of the second aspect or the first nine
implementation forms of the second aspect, the first image is recorded by a first camera and
the second image 1s recorded by a second camera. By this configuration, the hardware effort

used for beam splitting can be saved.

Generally, it has to be noted that all arrangements, devices, elements, units and means and so
forth described in the present application could be implemented by software or hardware
elements or any kind of combination thereof. Furthermore, the devices may be processors or
may comprise processors, wherein the functions of the elements, units and means described in
the present applications may be implemented in one or more processors. All steps which are
performed by the various entities described in the present application as well as the
functionality described to be performed by the various entities are intended to mean that the
respective entity is adapted to or configured to perform the respective steps and functionalities.

Even if in the following description or specific embodiments, a specific functionality or step to
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be performed by a general entity is not reflected in the description of a specific detailed element
of that entity which performs that specific step or functionality, it should be clear for a skilled
person that these methods and functionalities can be implemented in respect of software or

hardware elements, or any kind of combination thereof.

BRIEF DESCRIPTION OF DRAWINGS

The present invention is in the following explained in detail in relation to embodiments of the

invention in reference to the enclosed drawings, in which

Fig. 1a shows a first image of a sterco image;
Fig. 1b shows a second image of a stereo image;
Fig. 1c shows the first image and the second image of the stereo image in an

overlapping fusion;

Fig. 2 shows a first embodiment of the first aspect of the invention;

Fig. 3 shows a second embodiment of the first aspect of the invention;

Fig. 4 shows a detail of a third embodiment of the first aspect of the invention;
Fig. 5 shows a detail of a fourth embodiment of the first aspect of the invention;
Fig. 6 shows a first embodiment of the second aspect of the invention;

Fig. 7 shows a second embodiment of the second aspect of the invention, and
Fig. 8 shows results obtainable by use of the invention.

First, the concept of depth estimation by use of stereo images was described along Fig. 1a — 1c.
In the following, along Fig. 2 — Fig. 5, the construction and function of different embodiments

of'the inventive device are shown. Along Fig. 6 — Fig. 7, the functions of different embodiments
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of the inventive method are described. Finally along Fig. 8, further benefits of the invention

are eliminated.

Similar entities and reference numbers in different figures have been partially omitted.

DESCRIPTION OF EMBODIMENTS

In Fig. 2, a first embodiment of a depth determining device 20 is shown. The depth determining

device comprises a stereo image recording device 21, a scaler 22 and a depth determiner 23.

In Fig. 3, a second embodiment of the inventive depth detection device 20 is shown. Here, the
depth determining device 20 furthermore comprises a control unit 30 and a calibrator 31. The

control unit 30 is connected to the units 21, 22, 23 and 31 and controls these.

The scaler 22 is moreover connected to the stereo image recording device 21 and to the depth

determiner 23.

The stereo image recording device 21 is configured for recording a stereo image comprising a
first image and a second image. The construction of the stereo image recording device 21 is
further detailed in Fig. 4 and Fig. 5. The first image is recorded through a first optical path,
while the second image is recorded through a second optical path. The optical paths are of

different lengths.

After the first image and the second image have been recorded, they are handed to the scaler
22, which performs a scaling of the first image or the second image in order to compensate for
differing lateral magnification of objects in the scene depicted in the first image and the second
image. This is done by first determining an optimal scaling and afterwards performing the
scaling on the stereo image resulting in a scaled stereo image. The scaled stereco image is
handed on to the depth determiner 23, which performs a depth determination resulting in a

depth map of the scene.
In the example, the calibrator 31 performs a calibration using a known reference scene and an

accordingly known depth map of the known reference scene. This is done by recording a stereo

image of the known reference scene using the stereo image recording device 21, performing a

10
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scaling by the scaler 22, as explained above, and by performing a depth determining by the
depth determiner 23, as also explained above. The resulting calibration depth map is compared
to the known depth map. The calibrator 31 determines a calibration function therefrom. The
calibration function advantageously is a non-linear function. Also, the calibration function

advantageously is an image transformation matrix.

In Fig. 4, the sterco image recording device 21a, which corresponds to the sterco image
recording device 21 of Fig. 2 and Fig. 3, is shown. Here, the stereo image recording device 21a
comprises a first camera 40a and a second camera 40b. Both cameras 40a, 40b are arranged
side by side, but axially displaced relative to each other, resulting in a first optical path 43 and
a second optical path 44 differing in length. The optical paths 43, 44 have a differing length
with regard to the depicted scene. Also, the cameras 40a, 40b are laterally displaced relative to

cach other by a baseline.

In Fig. 5, a further alternative embodiment of the stereo image recording device 21b, which
corresponds to the stereo image recording device 21 of Fig. 2 and Fig. 3, is shown. Here, the
stereo image recording device 21b merely comprises a single camera 50 and an optical splitter
51. The optical splitter 51 is arranged between the camera 50 and the depicted scene. Through
the optical splitter 51, the first optical path 43 and the second optical path 44 have differing

lengths, as already shown in Fig. 4.

The optical splitter 51 in this embodiment comprises a beam splitter (e.g., a beam splitting
cube) 52, which is arranged closely in front of the single camera 50. Moreover, it comprises a
total reflection prism 53, which is arranged in a beam splitting direction of the beam splitter
52. The first optical path 43 leads from the scene to the beam splitter 52 to the single camera
50. The second optical path 43 leads from the scene to the total reflection prism 53 to the beam
splitter 52 to the single camera 50.

In the example, the optical splitter 51 moreover comprises shutters 54, 55, which are arranged
on the optical paths. A first shutter 54 is arranged on the first optical path 43 between the scene
and the beam splitting 52. A second shutter 55 is arranged between the scene and the total
reflection prism 53. The shutters 54, 55 shut the optical path which is currently not recorded.
This means that while recording the first image through the first optical path 43, the first shutter

11
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54 is open while the second shutter 55 is closed. While recording the second image through the

second optical path 44, the second shutter 55 is open while the first shutter 54 is closed.

Note that the proposed system is equivalent to a virtual sterco camera with axes separated by
baseline A, but placed at different depths, also separated by an offset A. The maximum light
efficiency of any branch of the virtual stereo camera is of 25%, obtained as the product of the
maximum efficiency of the LCL (50%) and of the CBS (50%). This implies that in terms of
light efficiency, the effective f-number of any virtual camera is equal to the f-number of the

objective plus 2.0 units.

In order to obtain enough luminosity, together with sufficient depth of field, we need to take

into account that the depth of field, Ag, of a photographic camera is given by

_ 1. [
Ap= kf_Z’

where k is a proportionality factor, and f; the f-number. Then the proposed camera must have

an objective lens with small focal length (smaller than f = 20 mm).

An important issue to take into account is the fact that the field of view (FOV) limitation is
different in the two branches of the virtual camera. In a single camera the FOV is limited by
the sensor size and by the field aperture. In the proposed design the field apertures are given
by the projection of reflecting elements onto the plane perpendicular to the optical axis. Such
projections are represented in Fig. 1(b) by means of the virtual apertures. As it is well known,
further field apertures produce stronger FOV limitation. So, FOV limitation in the left image
is stronger than FOV limitation in the right image. Problems with FOV limitation can be

avoided by placing the TRP and the CBS in contact or close to contact.

In the following, the functions of the different elements of the depth determining device 20 are

explained in greater detail:

The invention tries to minimize the scale difference for the objects located at different depths
on cach image. In order to do that, we calculate the affine transformation minimizing the
difference in the lateral magnification over the camera sensor for the axial interval of interest.

Next this process will be described in a more detailed manner:

12



10

15

20

25

30

WO 2018/077394 PCT/EP2016/075714

It must be taken into account that the distance to the objects, and the consequent magnification,
is not the same for the two virtual cameras. Even the magnification offset depends on the

distance to the object. In this sense we can define the function
M(Az) =1+, (3)

which gives a relation between the scales of left and right images. In this function A is the
distance between virtual axes, and z is the distance between the right camera and the object.
Now we define the square residual

€2 = (M(4,z) — My)? (4)
where M, is a value of magnification to be optimized. Next we can evaluate the sum of square

residuals
2 _ (%2 .2
0? = le €2dz, (5)
where z; and z, are the limits of the axial range. Finally we calculate the minimum of this

function, that is

o, 6)

aMy

and therefore obtain the optimum value for M,

A
MPE =1+ —2 (7)

Z2—2Z1

As an example, we can calculate the optimum re-scaling for the following values: A= 20 mm,

z, = 10.0 m, and z, = 1.0 m. We obtain, Mo* = 1.0051.
0

Our proposal is to scale by this factor the left image in a stereo pair and all the left images if a
video-sequence is considered. This is not to be understood as the only option though. It is just

as well possible to scale the other of the two images.

Once the left image has been scaled by the scaler 22, and it has been made sure that the two
images are aligned along any line parallel to the baseline, a disparity map can be obtained by
calculating point by point the disparity in pixel units, by the depth determiner 23. From the
disparity map, expressed in pixel units, a depth map is calculated according the following

formula:

Z=—p. (8)

13



10

15

20

25

30

WO 2018/077394 PCT/EP2016/075714

In the Eq. (8) d is the disparity measured in number of pixels; g is the gap between camera
lens and the sensor (in case of object at infinity, g = f, being f the focal length), and p is the

actual dimension of sensor pixels.

Since the use of a rescaled left image for the disparity calculation is the result of a first order
approximation, a nonlinear post calibration is needed for the accurate depth recovery. For the
post calibration, a table with real and calculated depth distances must be done for a dense
amount of sentences within the axial range. This table permits to define a post-calibration

function.

In order to explain how the post-calibration works, we have implemented a prototype in which
the baseline was A= 30.5 mm and the objective of f = 50 mm operated at f; = 8.0. We have
tested a 3D scene composed by a series of 7x7 ¢cm 2D objects with helix symbol, placed at

equidistant positions from 1 to 10 m. The images are shown in Fig. 1a — 1c.

A representation of both calculated depth and directly measured distances is shown in Fig. 8,
including a parabolic fitting of both results. The value of both the slope and correlation

coefficient for the curve fitting shows the good agreement of the results under test.

It can therefore be seen that there is a remaining error between the actual depth and the depth
map. By determining the calibration function by use of the calibrator 31, and then applying the
calibration function to each depth map, which is determined by the depth determiner 23, a
calibrated depth map is achieved. This calibrated depth map has significantly less error than
the non-calibrated depth map. The calibration function therein advantageously is a non-linear
function, especially an image transformation matrix. For determining the calibration function,

a mathematical model may be used, as explained above.

In Fig. 6, a first embodiment of the inventive depth determining method is shown. In a first
step 100, a stereo image of a scene is recorded using an image recording device. A first image
of the stereo image is recorded through a first optical path while a second image of the stereo
image is recorded through a second optical path. The two optical paths do not have the same
lengths. In a second step 101, a scaling of the first image or of the second image is determined

by minimizing differing lateral magnification of objects in the scene depicted in the first image

14



10

15

20

25

30

WO 2018/077394 PCT/EP2016/075714

and second image. Especially, scene parameters and sterco image recording device parameters

of the stereo image recording device 21 may be used therefore.

In a third step 102, an according scaling is performed on one of the first image or the second
image resulting in a scaled stereo image. In a fourth step 103, a depth map of the scene is
determined based upon the scaled stereco image. In an optional final step 104, a calibration of

the depth map is performed using a calibration function. This results in a calibrated depth map.

An embodiment showing the calibration of step 104 of Fig. 6 is shown in Fig. 7. There, in a
first step 200, optical parameters of the camera or cameras of the stereo image recording device
21 are selected. In an optional second step 201, further optical parameters of catadioptric
clements, such as the total reflection prism 53 and the beam splitting 52 of Fig. 5 may be
selected. In a third step 202, the elements are arranged in such a manner that the baseline of the
two cameras is minimized. By minimizing the baseline, the differing optical lengths of the
optical paths can be minimized therefore also minimizing the need for corrections. In a fourth
step 203, an optimum scaling is determined, as explained earlier. In a fifth step 204, one or
more calibration stereo images are recorded using a known reference scene. In a sixth step 205,
the calibration stereo image or images are scaled according to the optimum scaling factor
determined in step 203. In a seventh step 206, a calibration depth map is determined for each
of the calibration stereo images. In an eighth step 207, differences between a known depth map
of the known reference scene and the determined calibration depth map or maps are
determined. In a final ninth step 208, a calibration function is determined based upon the
differences of the calibration depth map and the known depth map. More than one calibration

depth map can be taken into account here.

The invention is not limited to the examples and especially not to a specific type of construction
of the stereco image recording device. The characteristics of the exemplary embodiments can

be used in any advantageous combination.

The invention has been described in conjunction with various embodiments herein. However,
other variations to the disclosed embodiments can be understood and effected by those skilled
in the art in practicing the claimed invention, from a study of the drawings, the disclosure and
the appended claims. In the claims, the word “comprising *“ does not exclude other elements or

steps and the indefinite article “a” or “an” does not exclude a plurality. A single processor or

15



WO 2018/077394 PCT/EP2016/075714

other unit may fulfill the functions of several items recited in the claims. The mere fact that
certain measures are recited in usually different dependent claims does not indicate that a
combination of these measures cannot be used to advantage. A computer program may be
stored/distributed on a suitable medium, such as an optical storage medium or a solid-state
medium supplied together with or as part of other hardware, but may also be distributed in

other forms, such as via the internet or other wired or wireless communication systems.
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CLAIMS

1. A depth detection device (20), comprising a stereo image recording device (21, 21a, 21b),

a scaler (22), and a depth determiner (23),

wherein the stereo image recording device (21, 21a, 21b) is configured to record a stereo

image of a scene,

wherein the stereo image recording device (21, 21a, 21b) comprises

- a first optical path (43), configured to record a first image of the stereo image, and

- a second optical path (44), configured to record a second image of the stereo image,

wherein the first optical path (43) and second optical path (44) are of different length,

wherein the scaler (22) is configured to

- determine a scaling of the first image or of the second image, by minimizing differing
lateral magnification of objects in the scene depicted in the first image and the second
image, and

- perform the determined scaling, resulting in a scaled stereco image,

wherein the depth determiner (23) is configured to determine a depth map of the scene based

upon the scaled sterco image.

2. The depth detection device (20) according to claim 1,

wherein the scaler (22) is configured to determine the scaling of the first image or of the
second image, taking sterco image parameters into account, and

wherein the stereo image parameters comprise a baseline of the stereo image, and/or a focal
length of the stereo image recording device (21, 21a, 21b), and/or an aperture of the sterco
image recording device (21, 21a, 21b), and/or a resolution of the stereo image recording
device (21, 21a, 21b), and/or a length of the first optical path (43), and/or the length of the
second optical path (44).

3. The depth detection device (20) according to claim 1 or 2,

wherein the scaler (22) is configured to determine the scaling of the first image or of the
second image, taking scene parameters into account, and

wherein the scene parameters comprise a depth range, and/or a depth distribution of the

objects in the scene.
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4. The depth detection device (20) according to claim 2 or 3,

wherein the scaler (22) is configured to determine a mathematical model of the sterco image
recording device (21, 21a, 21b) and/or the scene, based upon the stereo image parameters
and/or the scene parameters, and

wherein the scaler (22) is configured to determine the scaling of the first image or of the

second image based on the mathematical model.

5. The depth detection device (20) according to any of the claims 1 to 4,

wherein the scaler (22) is configured to determine a scaling factor M, as
(HEE : E
M o - 1 _§_ = s

wherein 4 is a difference in optical length of the first optical path (43) and the second optical
path (44), z1 is a lower limit of a depth range of the scene, and z; is an upper limit of a depth

range of the scene.

6. The depth detection device (20) according to any of the claims 1 to 5,

wherein the depth detection device (20) comprises a calibrator (31), configured to

- perform a calibration of the depth detection device (20) based upon a known reference
scene and a known depth map of the known reference scene, resulting in a calibration
function, and

- perform the calibration function on every determined depth map after determining the

depth map by the depth determiner (23), resulting in a calibrated depth map.

7. The depth detection device (20) according to claim 6,

wherein stereo image recording device (21, 21a, 21b) is configured to record a calibration

stereo image of the known reference scene,

wherein the scaler (22) is configured to

- determine a scaling of the first image or of the second image of the calibration stereo
image, by minimizing differing lateral magnification of objects in the scene depicted in
the first image and the second image of the calibration stereco image,

- perform the determined scaling, resulting in a scaled calibration stereco image,

wherein the depth determiner (23) is configured to determine a calibration depth map of the

known reference scene based upon the scaled calibration stereo image,

wherein the calibrator (31) is configured to
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- determine differences of the calibration depth map and the known depth map, and
- determine the calibration function from the differences of the calibration depth map and

the known depth map.

8. The depth detection device (20) according to claim 6 or 7,
wherein the calibrator (31) 1s configured to determine the calibration function as a non-linear

function.

9. The depth detection device (20) according to any of the claims 6 to §,
wherein the calibrator (31) is configured to determine the calibration function as an image

transformation matrix.

10. The depth detection device (20) according to any of the claims 1 to 9,
wherein the stereo image recording device (21, 21a, 21b) is configured to record the first

image of the stereo image and the second image of the stereo image displaced by a baseline.

11. The depth detection device (20) according to any of the claims 1 to 10,

wherein the stereo image recording device (21, 21b) comprises a single camera (50) and an
optical splitter (51),

wherein the single camera (50) is configured for recording the first image and the second
image successively, and

wherein the optical splitter (51) is configured for switching between the first optical path (43)
and the second optical path (44) successively.

12. The depth detection device (20) according to claim 11,

wherein the optical splitter (51) comprises

- a beam splitter (52) arranged in front of the single camera (50), and

- a total reflection prism (53) arranged in a beam splitting direction of the beam splitter
(52),

wherein the first optical path (43) leads from the scene to the beam splitter (52) to the single

camera (50), and

wherein the second optical path (44) leads from the scene to the total reflection prism (53) to

the beam splitter (52) to the single camera (50).
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13. The depth detection device (20) according to claim 11 or 12,

wherein the optical splitter (51) comprises

- a first shutter device (54) arranged within the first optical path (43) but not within the
second optical path (44), and

- a second shutter device (55) arranged within the second optical path (44) but not within
the first optical path (43),

wherein the first shutter device (54) is configured to

- shut the first optical path (43) during recording the second image by the single camera,
and

- open the first optical path (43) during recording the first image by the single camera,
and

wherein the second shutter device (55) is configured to

- shut the second optical path (44) during recording the first image by the single camera,
and

- open the second optical path (44) during recording the second image by the single

camgcra.

14. The depth detection device (20) according to any of the claims 1 to 10,

wherein the stereo image recording device (21, 21a) comprises a first camera (40a) for
recording the first image, and a second camera (40b) for recording the second image, and
wherein the first camera (40a) and the second camera (40b) are located at differing distances
from the scene, resulting in the differing lengths of the first optical path (43) and the second
optical path (44).

15. A depth detection method, comprising:

- recording (100) a stereo image of a scene, using a stereo image recording device (21,
21a, 21b), comprising a first optical path (43), and a second optical path (44), wherein a
first image of the stereco image is recorded through the first optical path (43) and a
second image of the stereco image is recorded through the second optical path (44),
wherein the first optical path (43) and second optical path (44) are of different length,

- determining (101) a scaling of the first image or of the second image, by minimizing
differing lateral magnification of objects in the scene depicted in the first image and the
second image,

- performing (102) the determined scaling, resulting in a scaled stereo image, and
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determining (103) a depth map of the scene based upon the scaled stereo image.
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