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Abstract—Context. In software engineering there is a widespread assumption that experience improves requirements analyst

effectiveness, although empirical studies demonstrate the opposite.Aim.Determinewhether experience (interviews, eliciting, development,

professional) influences requirements elicitation using interviews.Method.We ran 12quasi-experiments recruiting 124 subjects inwhichwe

measured analyst effectiveness as the number of items (i.e., concepts, rules, processes) correctly elicited. The experimental task was to

elicit requirements using the open interview technique followed by the consolidation of the elicited information in domainswith which the

analystswere andwere not familiar.Results. In unfamiliar domains, interview experience, requirements experience, development

experience, and professional experience does not have any relationship with analyst effectiveness. In familiar domains, effectiveness varies

depending on the type of experience. Interview experience has a positive effect, whereas professional experience has amoderate negative

effect. Requirements experience appears to have amoderately positive effect; however, the statistical power of the analysis is insufficient to

be able to confirm this point. Development experience has no effect.Conclusion.Experience impacts analyst effectiveness differently

depending on the problem domain type (familiar, unfamiliar). Generally, experience does not account for all the observed variability in

effectiveness, so there are other influential factors.

Index Terms—Elicitation, requirements analyst, experience, effectiveness, problem domain, quasi-experiment

Ç

1 INTRODUCTION

REQUIREMENTS elicitation is generally acknowledged as
being one of the most important activities in software

development to understand customer needs [1], and it has a
direct impact on software system quality [2]. It is an activity
that requires intense communication between stakeholders
(e.g., clients and analysts). Human interaction plays a criti-
cal role in this context [3].

There are a number of personal characteristics that may
influence the effectiveness of any requirements-related task:
experience [4], [5], [6], academic education [7], [8], cognitive
capabilities [9], domain knowledge [1], [5], [10], [11], [12],
[13], etc.

The idea that experience [14], [15], [16] improves require-
ments analyst effectiveness is widespread in the software

engineering (SE) community. However, empirical studies
that experimentally research the effect of experience [4] [5],
[6], [9], [17] have not been able to demonstrate that experi-
ence has a positive effect. Note that existing works lack repli-
cations, the number of subjects is not very large, and most of
themdo not recruit subjectswith several levels of experience.

The aim of this article is to determinewhether the experience
of subjects that play the role of requirements analysts influences
effectiveness when using interviews. According to IEEE [18],
effectiveness is the accuracy and completeness with which users
achieve specified goals. So, elicitation effectiveness can be con-
sidered as the number of requirements successfully elicited.
Effectiveness is measured comparing the requirements
extracted by the subjects with the requirements that appear in
the yardstick elaborated by the experimenters. IEEE defines
analyst as systems engineer that develops the system requirements,
who is skilled and trained to analyse problems. We conducted a
sequence of quasi-experiments analysing the effectiveness of
requirements analysts depending on years of experience. The
subjects that participated in the quasi-experiments were
developers with different levels of experience recruited at the
School of Computer Engineering, Universidad Polit�ecnica de
Madrid, and at an empirical fair as part of an international
conference on software quality and requirements (REFSQ
2013). Independent variables used in the experimental design
are defined to analyse how different aspects of experience
may influence requirements elicitation effectiveness. These
independent variables are: the experience with interviews;
the experience in eliciting requirements, experience in soft-
ware development, and professional experience. The metric
for all these independent variables is the number of years of
experience in industry.
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At first sight, we can think that the effect of the experi-
ence should be more visible for unfamiliar domains. Novice
subjects may have more problems within an unfamiliar
domain, the contrary for experts. So, we opt for studying
familiar and unfamiliar domains separately. This allows
comparing experience results in both types of domains. Our
results reveal that the effect of experience on analyst effec-
tiveness varies as a function of the problem domain type in
which the elicitation takes place. For the familiar problem
domain, positive effects are observed for interview experience
and, possibly, requirements experience. On the other hand,
professional experience and development experience appear to
have a negative effect. For the unfamiliar problem domain,
none of the experience types has any effect. Our results also
clearly indicate that, in both domains, familiar and unfamil-
iar, more experienced analysts are only slightly more effec-
tive than less experienced analysts.

The article is structured as follows. Section 2 reports the
background and work related to this research. Section 3
describes the research methodology. Section 4 details the
quasi-experiments conducted and reports the results, which
are discussed in Section 5. Section 6 points out the main
validity threats. Finally, Section 7 outlines the conclusions.

2 BACKGROUND

The study of experience goes back a long way. In the early
days, its aimwas to ascertain which factors make expert sub-
jects perform better. Studies by Groot [19] and by Chase and
Simon [20] revealed two main characteristics that experts
had in common: thorough knowledge of, and long years of
service in, their field of expertise. Experience is not related to
any inborn talent, like intelligence, and it is very specialized,
that is, experience is not transferable from one person to
another and, within a person, from one area to another [21].

Appendix A summarizes the major empirical studies
addressing the influence experience related to engineering
and requirements experience.

2.1 Studies of Software Engineering Experience

Experience has also been the subject of study in Software
Engineering (SE) since its infancy. In the 1980s, the fields of
interest were programming and low-level design [22]. Since
then, experience has been studied in almost all SE areas:
design [23], usability [24], testing [25], etc. Generally, the the-
ory of experience proposed by Chase and Simon [20] has been
repeatedly confirmed. For example, experts learn quickly
test-driven and after a short training, they can become effec-
tive in performing small programming tasks [26], or experts
find easily the right people for help and they can take correc-
tive actions to address knowledge gaps [27]. Expert subjects
have also been proven to perform better in RE. Two studies,
namely Rosenthal et al. [28] and, Moreno-Montes et al. [29],
confirm that expert analysts have specialized knowledge and
usemore complex reasoning than inexperienced analysts.

There are works that have analysed the elements that
influence the programmer experience, such as program-
ming environment, design documents, programming codes,
and evaluation methods [30]. It is well-established that it
takes about 10 years or 10,000 working hours to gain the
required experience [31], [32] although this is a variable

figure that depends on the area and type of instruction
received [33]. In fact, shorter times are specified for SE.
Campbell and Bello [34] claim that programmers need at
least two years to become experts in Smalltalk. Sim et al.
[35] consider that five years of experience is time enough for
a software engineer to become an expert, which is the same
figure as suggested by Atkins [36] and Shrikanth [37].

The passage of time is a necessary, albeit not sufficient,
condition for gaining experience. Apparently, novice soft-
ware engineers have quite often been found to outperform
experts [31], [33], [38]. This has led to the time spent per-
forming an activity (experience) being dissociated from profi-
ciency at performing an activity (expertise). An expert is
anyone who outperforms his or her colleagues, not a person
with a long working history. Casual effectiveness of an
activity over a long period of time is not sufficient to achieve
an expert level of skill; in turn, expertise requires a prolonged
period of intensive training (e.g., the abovementioned 10
years) [39]. This explains why experience and expertise do
not match [32], [40], [41].

To avoid confusion, we will use the terms experience or
experienced person, and expertise or expert, according to their
restricted meanings (as specified above) in the remaining of
the paper.

The most common way of defining a SE professional’s
experience is by years of experience [42], as applies, for example,
in job postings. It is not usual in SE for professionals to partici-
pate in lifelong training activities (that is, intensive training)
once they have completed their higher education [35]. This
suggests that experience and effectiveness in SE should be at
least partly correlated. Consequently,we wonder how acceptable
it is to use experience as a predictor of analyst effectiveness. As ana-
lysts perform a variety of tasks, we focus on the requirements
elicitation activity. This activity is not only important to assure
the quality of the future software system, but also constitutes
one of the biggest challenges for analysts [43]. It is reasonable
to assume that experience, if it is clearly associatedwith better
analyst effectiveness during requirements elicitation, should
be straightforward to observe empirically.

2.2 Studies about Requirements Engineering
Experience

As far as we know, there are seven empirical studies (Mara-
kas and Elam [4], Niknafs and Berry [5], [17], Agarwal and
Tanniru [44], Pitts and Browne [9], Hadar et al. [45], and
Ferrari et al. [46]) focusing on the relationship between ana-
lyst experience and effectiveness during requirements
elicitation.

2.2.1 Pitts and Browne

Pitts and Browne [9] designed an experiment in the infor-
mation systems field examining the use of cognitive stop
rules in order to measure sufficiency, or the point at which
the acquired requirements are sufficient for system develop-
ment to continue.

A total of 54 professional analysts with at least two years
of experience in systems development participated in the
experiment. The average number of years of experience was
11. It is reasonable to assume that the subjects are mature
enough to perform requirements elicitation effectively, i.e.,
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according to some authors such as Campbell and Bello [34],
they achieved the expert level.

Pitts and Browne analysed the influence of experience,
measured as number of years, in terms of number, breadth
and depth of elicited requirements. As a result, in our view,
they reported that analyst experience does not influence
requirements determination; that is, the number, breadth
and depth of requirements does not depend on the number
of years of analyst experience.

2.2.2 Marakas et al.

Marakas and Elam [4] designed and ran a controlled experi-
ment in the information systems fieldwith the aim of evaluat-
ing the effectiveness of the semantic interview technique (a
type of semi-structured interview) against the non-structured
interviews.

A total of 20 inexperienced and experienced subjects par-
ticipated in the experiment. Experience was measured as
the number of years that the subject had worked on systems
analysis and software development. Inexperienced subjects
were final-year MSc in Software Engineering students,
whereas experienced subjects were professional systems
analysts and software developers.

The experimenters managed to identify differences in the
effectiveness of the two interview types. Specifically, subjects
were more effective using the semantic interview. However,
irrespective of the interview type used, experienced subjects
were only marginally better identifying requirements
(around 3% more requirements) than novice subjects, where
the differences are nowhere near statistically significant.

2.2.3 Agarwal and Tanniru

Agarwal and Tanniru [6] conducted a controlled experi-
ment in the expert systems field in order to compare the
effectiveness of the structured and non-structured inter-
views in terms of the number of extracted business rules,
including other measures. These rules are used to specify
relationships between concepts that influence the decision
under consideration. An example of a rule is “positive bal-
ance is when the benefit is higher than 1000€”.

A total of 30 subjects with different levels of experience
–novices and experienced– participated in the experiment.
The novice subjects were postgraduate students with simi-
lar backgrounds and job experience, whereas the experi-
enced subjects were either:

� Knowledge engineering professionals with job expe-
rience working on at least one expert system, or

� Analysts with at least three years of systems analysis
experience.

The researchers reported that:

� Experienced subjects, which used unstructured inter-
views, performed slightly better (by about 9%) than
inexperienced subjects, which used unstructured
interviews. However, the differences were not statis-
tically significant.

� Novice subjects, which used structured interviews,
achieved better results than other novice and experi-
enced subjects, which used unstructured interviews.
The differences were statistically significant.

2.2.4 Niknafs and Berry

Niknafs and Berry [5] conducted a controlled experiment to
empirically study the impact of domain knowledge and
requirements experience on requirements elicitation effec-
tiveness measured in terms of the number of generated
ideas. The main focus is on the analysis of whether the lack
or presence of domain knowledge in analysts affects the
effectiveness of their requirements elicitation, considering
analysts experience as a secondary analysis. Unlike previ-
ous research, the experimental subjects used brainstorming
as the elicitation technique.

A total of 19 groups participated in the experiment. Each
group was composed of three undergraduate subjects with
different levels of development and requirements specifica-
tion experience. Experience was measured in number of
years. The experimenters argue that although it would
make sense for there to be a positive relationship between
experience and requirements elicitation effectiveness, the
trends that they observed suggest quite the contrary, that is,
subjects with one and two years of experience were slightly
less effective than inexperienced subjects, whereas the effec-
tiveness in groups with more than two years of experience
dropped sharply.

Niknafs and Berry [17] reported two controlled experi-
ments (E1 and E2) with computer science and software engi-
neering students, E2 being an exact internal replication of E1
published in 2012 [5] The aim of E2 is to increase the sample
size recruited in E1. A total of 40 groups participated, each
with three members and differing levels of professional and
requirements experience of up to four years. E2was analysed
together with E1. The results show that the less Computer
Science (CS) or Software Engineering (SE) education a group
had, the more high experience helped the group to be more
effective in brainstorming.Moreover, themore CS or SE edu-
cation a group had, the more low experience helped the
group to bemore effective in brainstorming.

2.2.5 Hadar et al.

Hadar et al. [45] conducted an empirical study to analyse
domain knowledge’s positive and negative effects on the
interview process. The experiment consists of one baseline
with 27 subjects and one replication with 31 subjects. Sub-
jects were assigned to high and low domain knowledge
groups. The study also sought differences in the interviews
conducted by analysts with and without domain knowl-
edge. The research found that domain knowledge sup-
ports the communication between the analyst and the
stakeholders. The completeness and correctness of the eli-
cited requirements are positively affected by domain
knowledge. However, some analysts with sound domain
knowledge achieve suboptimal results because, being over-
confident or time-constrained, they did not ask questions
which seem apparent.

2.2.6 Ferrari et al.

Ferrari et al. [46] conducted a quasi-experiment with 43 sub-
jects to evaluate an approach for doing requirements elicita-
tion interviews combining role-playing, peer-review and
self-assessment named SAPEER. The approach consists of
letting students perform a role-playing interview and then
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stimulate learning through reflection by asking students to
identify mistakes in their own interview and in the inter-
view of their peers. The acquired competence is then tested
in a second interview. The study is under the context of a
teaching activity where students must reflect on their mis-
takes and improve their interview skills.

Results yield that major reductions are observed for mis-
takes that can be corrected with well-defined actions. For
example, providing a summary at the end of the interview
or asking probing questions. Mistakes related to behaviou-
ral aspects are harder to correct, and some mistakes in ques-
tion omission are not correctly addressed.

2.3 Studies of Software Engineering Experience

Although there is a very widespread belief in SE that experi-
ence improves analyst effectiveness [47], [15], [16], [48], it is
a fact that existing empirical studies [4], [5], [6], [9], [17]
have failed to confirm this belief, sometimes even reporting
results to the contrary. The aim of this paper is to verify
whether requirements experience influences analyst effec-
tiveness during requirements elicitation using rigid ques-
tion-answer-based interviews. To do this, we apply an
empirical approach along the lines of the related work. Sec-
tion 3 describes the study design.

3 METHODOLOGY

This section reports the experimental design, according to
the SE experiment reporting guidelines proposed by Jed-
litschka and Pfahl [49].

3.1 Hypothesis

We state the following research hypothesis based on its
respective null (H0i) and alternative (H1i) hypotheses:

H0i: There is no relationship between experience and elic-
itation analyst effectiveness.

H1i: There is a relationship between experience and elici-
tation analyst effectiveness.

i being one of the experience types defined below in Sec-
tion 3.2. As our study is exploratory and the literature has
reported different trends with respect to the effect of experi-
ence, we cannot anticipate the direction of the effects. There-
fore, the alternative hypothesis is two-tailed.

3.2 Independent Variables

The independent variable refers to requirements analyst
Experience, as shown in Table 1. However, it is immediately
clear that the concept of “experience” is ambiguous; there is
more than one type of experience: interview, requirements,
etc. It would not be very precise to consider just professional
experience, subjects may have carried out many different
activities throughout their career. On this ground, we
decided to consider other types of experience apart from
professional experience. (1) Interview experience is the
number of years that the subject has participated in inter-
views to elicit requirements in industry; (2) Requirements
experience is the number of years that the subject has partic-
ipated in requirements specification activities or require-
ments validation activities in industry; (3) Development
experience is the number of years that the subject has devel-
oped software in industry; (4) Professional experience is the

number of years that the subject has been working in indus-
try. Note that independent variables are not independent of
each other (e.g., development experience could include
requirements experience), so some of them could be con-
founded. This is not a problem for analysing them sepa-
rately. The metrics of these variables are applied by the
experimenters with no option to change it (they depend on
the subject’s background). Apart from experience, other fac-
tors may affect the elicitation process [50], such as creativity,
personality, psychology, etc. These possible factors are out
of the scope of the article, and their effect should disappear
as soon as the sample size is larger.

Based on the related empirical literature, we specifically
chose requirements ([6], [17]) and development ([9], [6]) experi-
ence.. We believe that it is important to also consider inter-
view experience, because, as specified in Section 3.5,
elicitation sessions were carried out by means of interviews,
on which ground the subject’s interview experience could
influence their effectiveness.

3.3 Dependent Variables

The dependent variable is elicitation analyst Effectiveness.
There is as yet no widely accepted metric for measuring
requirements elicitation effectiveness. It is possible, however,
to find several alternative measurements in the literature and
existing empirical papers, where effectiveness is measured as
the total number of identified rules that specify relationships
between concepts that influence the decision under consider-
ation [6]; according to the number of elicited requirements
[9]; taking into account the elicited rules and clauses [51]; by
dividing effectiveness into different categories [52]: total
number of requirements, business processes and information
necessary to inform tasks behaviours; and according to the
number of ideas generated by the RE team [5].

Therefore, effectiveness has traditionally been operation-
alized as the number of items (irrespective of whether they
are concepts, rules, processes, etc.) elicited by the analyst
during elicitation, as it is reflected in a systematic review of
requirements elicitation techniques [53]. In this case, we
applied a similar procedure to the abovementioned research-
ers and measured requirements elicitation analyst Effective-
ness as the percentage of all problem domain items identified by the
experimental subjects. Experimenters have a gold standard
used to measure such percentage (Appendix C, available
online.

The problem domain is composed of different types of
items. There is agreement in the literature on the essential
items, such as objectives, processes and tasks [54],

TABLE 1
Independent Variables

INDEPENDENT VARIABLE METRIC

� Interview
experience

� Requirements
experience

� Development
experience

� Professional
experience

Number of years of
experience in
industry of each
type
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requirements, functions and states [55], concepts, actions or
rules [56], etc. Therefore, we used three key types of items
to measure effectiveness: concepts, processes and require-
ments. We did not take into account domain details; for
example, process inputs and outputs, or conceptual model
attributes and relations. This is because, as explained later,
the experimental task is a short interview in which analysts
would find it difficult to appreciate such details.

We did not study more sophisticated aspects, like rules,
objectives and stakeholders, either, as the selected domains
are rather simple with few stakeholders and no business
rules. On the same grounds, non-functional requirements
were excluded from the study. This has the advantage of
making the experiment easier to instrument.

The experiment focuses on eliciting requirements for infor-
mation systems. Other types of systems, e.g., control systems,
do not share the peculiarities of information systems. In these
contexts, a better option would be the characterization by
Gunter et al. [57], which regards requirements rather than
specifications as operational declarations on a domain.

The problem domain items considered in this research
are: concepts, processes and requirements. The list of con-
cepts, processes, and requirements of the problems used in
the experiment can be seen in Appendix C, available in the
online supplemental material. The items were identified by
one experimenter using written reports provided by the
experimental subjects. The effectiveness measure is calcu-
lated according to the following formula:

Effectiveness¼
# identified

concepts
þ # identified

processes
þ # identified

requierements

total number of items

We opted not to calculate a weighted mean, as the fact
that there is a greater percentage of a particular item in a
domain does not mean that it is intrinsically more impor-
tant. All the items play an important role in the construction
of the future software system. This formula does not dis-
criminate the items’ granularity levels, it adds everything
together. The analyses on a per item basis are available in
Appendix H, available in the online supplemental material.
The values of this formula come from a report that subjects
prepare after the interviews. After checking this report and
comparing it with the gold standard, the experimenter can
calculate a metric of effectiveness for each subject.

3.4 Subject Selection

We used convenience sampling to select the experimental
subjects. The subjects that participated in the quasi-experi-
ments were recruited from among both Requirement Engi-
neering students (53) enrolled in the Master in Software
Engineering at the Universidad Polit�ecnica de Madrid
(UPM), and 21 participants in the 2013 edition of the Alive
Empirical Study at the International Working Conference
on Requirements Engineering (REFSQ). Most experimen-
tal subjects (117 out of 124) have a computing or similar
background. Note that the metric of experience we are
using is based on the years of experience that subjects
have in industry. So, the fact of recruiting subjects from an
academic context is not a key threat since subjects with no
experience are classified as 0 years of experience in the

analysis. Existing works, such as Pacheco et al. [53], high-
lights that most of the existing requirements elicitation
methods (95% from a sample of 194 studies) have been val-
idated using case studies. So, the recruitment of so many
subjects in an empirical experiment (124) as this paper pro-
poses is a step forward to cover this gap. There are also
previous works that have reported the benefits of recruit-
ing students rather than practitioners [58].

3.5 Experimental Task

Before starting the experimental task, experimenters acting as
clients reached a consensus on the requirements gold standard.
Two days before starting the experimental tasks, the experi-
menters learned the gold standard to conduct the interviews.

The experimental task was composed of three main
phases: 1) elicitation session, 2) information reporting, 3)
post-experimental questionnaire response. During the elici-
tation session, the subjects played the role of requirements
analysts (interviewer), and three researchers acted as clients
(interviewees).

The elicitation session was conducted by means of an
open interview, which is an open conversation as is com-
mon in the early stages of the requirements process
within a set time (30 or 60 minutes, depending on the
case). We believe that the allocated times are sufficient to
acquire a substantial amount of information about the
problem domain. Clients answered questions without
hiding any details, releasing as much information as
possible, and they cannot lie. To avoid the fatigue effect,
clients could not participate in more than 5 interviews
per day, and each interview could not spend more than
30 minutes.

At the end of the elicitation session, the experimental
subjects submitted a written report about all the information
that they acquired during the interview. There was no set
reporting format, and they were given up to 90 minutes to
complete the report. We observed that the experimental
subjects tended to report a list of items, often divided into
sections (e.g., functional requirements, non-functional
requirements, etc.) and even managing to use conceptual
models. Therefore, we decided to allow subjects to use their
preferred reporting format instead of requiring template
use.

At the end of the experiment and after submitting their
final report, the subjects completed the post-experimental
questionnaire, which took fewer than five minutes. All the
experimental package including questionnaires and prob-
lems can be seen in a Zenodo repository [59].

3.6 Assignment of Subjects to Treatments

We used a quasi-experimental design. Quasi-experiments
are carried out when the subjects cannot be assigned at ran-
dom to an experimental condition or, alternatively, a treat-
ment cannot be assigned to a group. This is applicable here,
since the experience is a built-in characteristic of the experi-
mental subjects that cannot be randomized or blocked.

Therefore, subjects are not, strictly speaking, assigned to
treatments in this study, because they all perform the same
treatment, that is, all the subjects participating in the quasi-
experiment perform requirements elicitation on the same
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problem and with the same interviewee. Note that even
though there are three interviewees, each subject interacts
with only one of them.

3.7 Experimental Objects

In this research, we used two problem domains, as shown in
Table 2. In the first case, we used a domain with which the
analysts were unfamiliar, that is, the selected problem is so
uncommon that most experimental subjects are unlikely to
have any exposure to the issue. This rules out an uncon-
trolled Experience x Knowledge interaction.1 The unfamiliar
problem domain (UP1) is related to a battery recycling
plant, where a series of domain-specific machines perform
several peculiar processes practically impossible to infer
unless one has first-hand knowledge of such domain. The
problem is based on a simplified real system to assure that
the subjects can address the problem in the limited time
available for the experimental sessions.

The familiar problem domain (FP1) is an instant messag-
ing systembymeans ofwhich the userwill be able to perform
operations like flat text messaging, contact management, etc.
In this case an Experience x Knowledge interaction is possible.
To analyse this interactionwe need to compare results of UP1
(unfamiliar) versus results of FP1 (familiar).

Both problem domains were described to subjects in full
according to three types of items by which they are defined:
requirements, concepts and processes as shown in Appen-
dix C, available in the online supplemental material. These
descriptions are a checklist of requirements that can be used
to establish whether subjects identify the problem domain
items during the elicitation session. We use the checklist to
interpret which items the subject has identified and
reported. So, problem description can be also used as a
yardstick for measuring the effectiveness of the experimen-
tal subjects. Only items specified in that list are considered
correct. Table 3 shows the total number of items defining
the size of the problem domain. Note that we tried to assure
that the total number of problem items was similar. This
was intended to make sure that the Problem was not another
variable possibly influencing the results, as, otherwise, we
would have an unwanted Knowledge x Size interaction.

3.8 Measurement Procedure

The independent variables were gathered by means of a
post-experimental questionnaire. It was implemented
within the Moodle and Google Forms platforms. The aim of
the questions was to gather information related to the

experimental subject: years of experience, knowledge on
problem domains and training, etc. Note that by years of
experience we mean experience in real industry (not as stu-
dent). The questionnaire used for all subjects is available in
Appendix B, available in the online supplemental material.

The dependent variable, elicitation analyst effectiveness,
was measured according to the reports submitted by the
experimental subjects at the end of the reporting process.
The items defining the problem domain (requirements, con-
cepts and processes) were used as a checklist to measure
effectiveness. Multiple repetitions of the same item in
reports submitted by subjects were not taken into account
to calculate effectiveness (they were counted once). Each
quasi-experiment was measured by a single researcher.
This could lead to some bias in the results and is considered
as a possible validity threat in Section 6.

3.9 Analysis Strategy

Typical inference tests (t-test, ANOVA, etc.) cannot be
applied in the analysis of the quasi-experiments, as such tests
cannot use scalar independent variables. One alternative
option is an ANCOVA using the domain type as a between
factor and experience as a covariable. However, as men-
tioned later in Section 4.4, groups are unbalanced, and one of
the data sets is possibly heteroscedastic, which advises
against the use of ANCOVA. We could use mixed models,
but we would have to assume a particular covariance matrix
structure, which is more complicated to interpret.

We have decided to use multiple linear regression
(MLR). This statistical technique is appropriate because: a)
it can account for scalar independent variables, and b) it is
capable of jointly calculating the effects of several indepen-
dent variables. For MLR to be reliable, we have to test for
four conditions: collinearity, sampling size, normality and
homoscedasticity.

� Collinearity. For the analysis to be reliable, it is neces-
sary to assure that the model predictor variables are
not collinear. Collinearity occurs in MLR when one
or more independent variables are linearly corre-
lated with other model variables. To check for collin-
earity between variables, we used the variance
inflation factor (VIF), tolerance (T) and condition
index (CI):
� One recommendation often used by researchers

[60] is to consider a large VIF, that is, VIF > 10,
yielded if R2 > 0.9 and T< 0.1, as evidence of col-
linearity. A second more rigorous option is to
reduce the VIF limits to VIF > 5 with R2 > 0.8
and T < 0.2 [61].

� Condition index (CI): Belsley [62] suggests three
degrees of collinearity: slight (CI < 10), moderate

TABLE 3
Total Number of Items for Each Problem Domain

PROBLEM ITEMS DEFINNING THE PRBLEM (#)

REQUIREMENTS CONCEPTS PROCESS TOTAL

UP1 15 24 12 51
FP1 28 10 16 54

TABLE 2
Problem Domains Used in the Experiment

PROBLEM BRIEF DESCRIPTION TYPE

UP1 Battery recycling machine control system. Unfamiliar
FP1 Text messaging system. Familiar

1. Notice that the impact of problem domain knowledge is not one
of the research goals of this paper; we have already reported about this
issue in [66]. Our intention behind the separation of the Experience and
Knowledge variables is to avoid the threat of previous problem domain
knowledge having an influence on analyst effectiveness that is con-
founded with the experience effect.
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(10 < CI < 30) and severe (CI � 30). When a
model has a severe condition index, one or more
variables have shared variance with the other
variables. Usually, a variable with a high vari-
ance proportion (greater than 0.5) is considered
to be involved in collinearity.

� Normality. The distribution of residuals must be nor-
mal with a mean of zero and random but constant
variance. We used the Kolmogorov-Smirnov test
with the Lillierfors correction and the Shapiro Wilks
test to check for normality of residuals.

� Homoscedasticity. We checked for homogeneity of
variance using scatter plots of the standardized pre-
dicted values against model residuals.

We interpret the effect of experience using the non-stan-
dardized coefficient (B). B indicates the mean change for the
dependent variable against each unit of change of the inde-
pendent variable, that is, the resulting Bs represent
increases (or decreases) in effectiveness by year of experi-
ence. Bs are reported using the same unit as the response
variable Effectiveness, that is, percentages. For example, five
years of experience for a B ¼ 1.543 is equivalent to an effec-
tiveness increase of 1:543� 5 ¼ 7:7%. Unlike effect sizes,
we have no benchmarks for determining whether a particu-
lar B is equivalent to a large, medium or small effect. On
this ground, we will set a criterion for interpreting the Bs as
follows in Table 4.

3.10 Sample Size Estimation

To be able to rigorously apply aMLR, there should be amini-
mum sample size. Otherwise, the estimation of the effect of
the independent variables will be less precise, the likelihood
of detecting significant effects will be lower, and there may
even be an overfitting phenomenon. Overfitting occurs
when the model provides too exact a correspondence with
the data set because there are too many independent varia-
bles for the number of cases. According to Miles and Shevlin
[63] (cited in Field et al. [64]), 90 subjects are enough to test a
MLR with four independent variables, assuming medium
effect sizes. If the effects were large, 40 subjects would suf-
fice. Note that in our case we have 124 subjects, considerable
larger than theminimumnumber recommended.

4 FAMILY OF QUASI-EXPERIMENTS

4.1 Quasi-Experiments

We conducted 12 quasi-experiments: eight on the unfamil-
iar problem domain (UP1) and four on the familiar problem
domain (FP1). Consistency among the different replications
is ensured since experimenters are the same in each one.
The procedure was applied in the same way in all of them.

Table 5 shows the quasi-experiments conducted using
the UP1 problem domain. For each quasi-experiment, it
shows the type of replication used, the execution site and

the number of subjects participating in each replication. Q-
2007 was the baseline experiment, which we replicated
seven times: six replications at UPM and one at REFSQ. We
collected data about 88 experimental subjects. Note that
even though the baseline was conducted with UP1, some
replications were conducted using FP1 to analyse the effect
of domain familiarity. These small changes can be consid-
ered in a family of experiments [65].

To study the effect of experience in the familiar domain,
we executed four quasi-experiments with a total of 36
experimental subjects, shown in Table 6. Comparing
Tables 5 and 6 it can be easily noticed that the research
started in the unfamiliar domain (quasi-experiment #1
dates back to 2007), and only much later (2012) progressed
to the familiar domain.

Our initial intention was to assess the experience effect
independently of the problem domain knowledge effect
(see Section 3 for details). However, after conducting quasi-
experiments #1-4, we observed that experience did not
seem to make any influence on analyst effectiveness (see
Section 4.4).

Accordingly, we launched a series of quasi-experiments
in a familiar domain, aiming to find out if the interaction
Experience x Knowledge could explain the widespread belief
in the positive effect of experience. The research finished
when we approached the required sample sizes (see Sec-
tion 3.10) for both domains, and the effects became apparent.

As shown in Table 6, quasi-experiments differed with
respect to resource availability and contextual issues through-
out the research. These differences have to be taken into
account, as they can have a moderator effect on analyst effec-
tiveness, that is, increase or decrease their effectiveness. For
example, as Table 6 shows, the subjects in Q-2007 conducted
the elicitation using the individual open interview as an elici-
tation technique, whereas the group interview (modelled on a

TABLE 5
Family of Empirical Studies About Requirements Elicitation – UP1

# QUASI-EXPERIMENT REPLICATION TYPE SITE SUBJECTS

1 Q-2007-UP1 Baseline experiment UPM 7
2 Q-2009-UP1 Internal replication UPM 8
3 Q-2011-UP1 Internal replication UPM 16
4 Q-2012-REFSQ-UP1 External replication of Q-2011 REFSQ 21
5 Q-2012-UP1 Internal replication UPM 14
6 Q-2013-UP1 Internal replication UPM 8
7 Q-2014-UP1 Internal replication UPM 9
8 Q-2015-UP1 Internal replication UPM 5

TOTAL 8 empirical studies
UPM /
REFSQ

88

TABLE 6
Family of Empirical Studies About Requirements Elicitation – FP1

TABLE 4
Total Number of Items for Each Problem Domain

EFFECT LARGE MODERATE LOW ZERO

Coefficient (B) � (> ¼ 3) � [2 - 3) � [1 - 2) � [0 - 1)
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requirementsworkshop)was used inQ-2011. It is evident that
the interview type (individual, group) could influence the
effectiveness achieved by analysts. Experimenters played the
role of interviewees, so we can ensure that subjects applied
the interview type they had assigned.

The contextual variables that could act as moderator var-
iables between the analyst effectiveness and the years of
experience are:

� Interview Type: individual open interview (1:1 inter-
view) or group interview (1: N interview, where sev-
eral analysts interview a client simultaneously).

� Interviewee: person who acts as the client during the
requirements elicitation process. Three researchers
played the role of client: OD (Oscar Dieste), AG
(Anna Grim�an) and JWC (John W. Castro).

� Language: some quasi-experiments are blocked by
language (that is, one group held the interview in
Spanish and another in English) and by interviewee.
By blocking the subjects by language/interviewee,
we increased the quality of the conversation. For
example, a non-Spanish speaker could not communi-
cate well enough in Spanish with a Spanish-speaking
interviewee.

� Elicitation Time: interview duration. The interviews
lasted at most 30 minutes and 60 minutes for indi-
vidual and group interviews, respectively.

� Execution: whether subjects participated in the quasi-
experiment before or after the Requirements Engi-
neering course.

� Warming-Up: short training course in requirements-
related activities. Warming-up refers to the duration of
the training, ranging, in this case, from 0 to 6 weeks,
whereas the above Execution moderator variable is
essentially a binary variable (with before and aftervalues).

4.2 Data Collection

4.2.1 Demographic Data

Table 8 summarizes the key demographic data of the sam-
ple. We categorized the experience in industry of the sub-
jects at three levels: novices (0-1 year), intermediate (2-4
years) and experts (5 years) [34], [35], [36].

We found that the distribution of experience for UP1 is rea-
sonably balanced among novices, intermediate levels and
experts. This does not apply for FP1, and unbalancemay have
an impact on the reliability of the results for the familiar
domain, as specified in the validity threats. For a more thor-
ough examination of the distribution of experience, Appendix
D, available in the online supplemental material, provides bar
charts by domain and experience type.

4.2.2 Descriptive Statistics

Table 9 shows the key descriptive statistics for effectiveness.
There are no clear observable trends, as averages follow a
sawtooth pattern. Exceptionally, there appears to be an
increase in the effectiveness of the subjects depending on
interview experience and a decrease depending on profes-
sional experience in both UP1 and FP1. The experimental
data are available in http://grise.upm.es/sites/extras/15.

4.2.3 Aggregating Data Using Moderator Variables

We propose conducting the statistical analysis aggregating
data of the different replications using moderator variables:
interview type; interviewee; language; elicitation time; exe-
cution; warming-up. Usually, these variables would have
been ignored in the analysis and would have appeared as
threats to validity. We have identified these variables explic-
itly and we have estimated their effect since we explore dif-
ferent levels in different replications. This way we have
avoided their effect on data. Language and elicitation time
have been discarded because they are confounded with
interviewee and interview type.

The possible effects of the moderator variables should be
accounted for in order to conduct a more accurate joint

TABLE 7
Quasi-Experiment Characteristics

EXPERIMENT INTERVIEW TYPE LANGUAGE INTERVIEWEE ELICITATION TIME EXECUTION WARMING-UP

Q-2007 Individual Spanish OD 30 min At the end of the course 16 weeks
Q-2009 Individual English AG 30 min At the end of the course 16 weeks
Q-2011 Group English OD 60 min At the end of the course 16 weeks
Q-2012 REFSQ Group English OD 60 min - No warming up
Q-2012 Individual English Spanish OD / JWC 30 min At the start of the course No warming up
Q-2013 Individual English Spanish OD / JWC 30 min At the start of the course Warming up 1 week
Q-2014 Individual English OD 30 min At the start of the course Warming up 6 weeks
Q-2015 Individual English Spanish OD / JWC 30 min At the start of the course Warming up 2 weeks

TABLE 8
Characterization of Subjects Depending on Experience

FAMILY OF QUASI-EXPERIMENTS

CHARACTE-RISTIC LEVEL #UP1 #FP1
SUBJECTS

Academic Education NCS 7 0
CS 80 34

Interview Experience Novices (0-1 year) 53 24
Intermediate Level (2-4 years) 17 6
Experts (> ¼ 5 years) 13 1

Requirements Experience Novices (0-1 year) 44 21
Intermediate Level (2-4 years) 22 9
Experts (> ¼ 5 years) 17 2

Development Experience Novices (0-1 year) 13 8
Intermediate Level (2-4 years) 30 15
Experts (> ¼ 5 years) 24 6

Professional Experience Novices (0-1 year) 13 9
Intermediate Level (2-4 years) 20 9
Experts (> ¼ 5 years) 38 9

NCS: Non-computerscience, CS: Computer science.
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analysis of the data from the different quasi-experiments.
For example, imagine that we have two subjects, one non-
computer scientist (A) and one computer scientist (B). Apart
from the job, the other difference between A and B is that B
is familiar with the application domain. Likewise, this
knowledge acts as a moderator variable and increases his or
her effectiveness by 10 points. If we were to analyse differ-
ences in effectiveness between both subjects by omitting the
knowledge effect, the relationship would be positive. This
result is incorrect because the moderator variable (knowl-
edge) is what really makes subject B more effective. The
effect of this variable is confounded with the effect of the
real independent variable (job), leading to the mistake in
the estimation of the correlation coefficient.

The best way to account for the effects of moderator vari-
ables would be to add them as interaction terms to the MLR
model discussed in Section 4.3. However, this strategy
could be troublesome for two main reasons:

1) Each new variable entered in a MLR model increases
the sample size required to achieve reasonable statisti-
cal power. We have six contextual variables presented
in Section 4.1: Interview type, interviewee, language,
elicitation time, execution and warming up, although
two of themhave a 1:1 relationship (Interviewee - Lan-
guage and Interview type - Elicitation time). Added to
the four independent variables (the four types of expe-
rience: interviews, requirements, development, pro-
fessional), it makes a model containing 8 variables.
The required sample size to detectmedium effect sizes
would be around 125 subjects, according to Miles and
Shevlin [63]. So, even thoughwe have 124 subjects, we
have not enough sample to analyse unfamiliar domain
and familiar domain separately.

2) From the viewpoint of the regressionmodel, moderator
variables are not different from independent variables.
On this ground, orthogonality (all independent varia-
bles are uncorrelated) and a reasonable balance (similar
number of observations) between combinations should

exist in order the MLR be accurate. As the contextual
variables in this research emerge on the grounds of con-
textual restrictions rather than design considerations,
orthogonality and balance do not hold.

To solve both problems, we estimated, based on the
available studies, different values for the moderator varia-
bles. We then averaged these values depending on the sam-
ple size of each study (as in meta-analysis, where sample
size acts as a proxy of study reliability). We are reasonably
sure that the applied adjustment procedure is reliable.
Sometimes, the effect of a moderator variable can be esti-
mated by means of a statistical model.

When this happens, the results of both procedures (statis-
tical model, weighted averages) are very similar. For exam-
ple, the interviewee effect was obtained using a mixed
linear model in one particular study [66]; this value was
26%. The same interviewee effect after applying the
weighted averages ranged from 18 to 23%. Therefore, the
values are quite similar to each other.

In this manner, the influence of the moderator variables can
be eliminated by subtracting the estimated effect of each vari-
able on the affected subjects. Similarly, the effectiveness of sub-
jects A and B in the above example (see Fig. 1b) is similar if we
subtract the effect of themoderator variable for subject B (i.e., 10
points). This is what wewould expect if we assume that there is
no difference between the two. Since there were some differen-
ces among replications, such as period of timewhere the experi-
ment was conducted or language, we adjusted the data for the
aggregation. The data adjustment values for each moderator
variable are specified in Table 10. The data adjustment proce-
dure, as well as the details of the calculations are specified in
Appendix E, available in the online supplemental material. The
data adjustment does not change the patterns shown in Table 9.
Results of the adjusted analysis and results of non-adjusted
analysis agree. This means that the adjustment does not involve
any non-significant result into significant or vice versa.

4.2.4 Data Set Reduction

For MLR, data must be available on all the experience types
(interview, requirements, development, profession-nal) for
all subjects. As Table 8 shows, a number of subjects did not

TABLE 9
Descriptive Statistics for Effectiveness

TABLE 10
Percentage Adjustment (Effect) for each

Potential Moderator Variable
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provide information on at least one of the types of experi-
ence. To apply MLR, these subjects must be removed. This
means that:

� Unfamiliar domain:We recruited 88 experimental sub-
jects, of which only 69 could be used.

� Familiar domain: Of 36 participant subjects, only 29
could be used.

Data loss can be reduced using fewer variables in the
MLR. For example, if we take development experience out
of the analysis, the usable data are greater for UP1 (76 sub-
jects) and constant (29 subjects) for FP1. We did not adopt
this approach as the models with three or four variables
essentially yield the same results, as shown in Appendix F,
available in the online supplemental material.

4.3 Testing of the Necessary Conditions for
Applying MLR

As we studied the effect of experience on two different prob-
lem domains, the conditions of MLR were tested depending
on each domain.

4.3.1 Unfamiliar Problem Domain

The MLR for studying the effect of different types of experi-
ence is composed of the four independent variables under
study, namely, interview experience, requirements experi-
ence, development experience and professional experience.

Effectiveness ¼ b0 þ b1 InterExp þ b2 ReqExp þ b3 DevExp
þ b4 ProfExp þ e.

The proposed model meets all the required assumptions
(see Section 3.9) for applicability:

� Non-Collinearity: Collinearity statistics are within the
specified ranges (VIF < 10 and CI < 10), as shown in
Section 4.4.1, Table 11 and Appendix G.1, available
in the online supplemental material, Table 9,
respectively.

� Normality: The distribution of the model residuals is
normal (p-value ¼ 0.200 > 0.05 for the Kolmogorov-
Smirnov test and p-value ¼ 0.243 > 0.05 for the Sha-
piro-Wilk test). Data normality is confirmed by

means of skewness (-0.538) and kurtosis (0.233) sta-
tistics, as they are within the usual ranges �1.

� Homoscedasticity: The observed variance is quite uni-
form across the range of typified residuals, as shown
in Fig. 2. No bottleneck patterns are observed. The
sample size is lower than the desired value. The
model has four independent variables, on which
ground at least 90 subjects are required to detect a
medium-sized effect. In this case, the sample size
(n ¼ 69) is not large enough; however, it comes very
close and it is sufficient to detect medium-to-large
effect sizes (see Section 3.10). The analysis results
(see Section 4.4.1) point out in the direction that the
low sample size is not affecting negatively the con-
clusions of this research. In any case, the low sample
size is listed as a potential threat to validity.

4.3.2 Familiar Problem Domain

The MLR for the familiar domain is calculated in the same
way as above. The data compliance with the applicability
conditions is reasonable:

� Non-Collinearity: The collinearity statistics are within
the established ranges (VIF < 10 and CI < 10), as
specified in Section 4.4.2, Table 12 and Appendix

Fig. 1. Fictitious example of the effect of a moderator variable.

Fig. 2. Scatter plot of the residuals of the UP1 model.
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G.2, available in the online supplemental material,
Table 10, respectively.

� Normality. The model residuals have a normal distri-
bution (p-value ¼ .200 > 0.05 for Kolmogorov-Smir-
nov test and p-value ¼ .453 > 0.05 for Shapiro-Wilks
test). Data normality is confirmed by means of skew-
ness statistics (.623) and kurtosis (.580), as they are
within the usual ranges �1.

� Homoscedasticity. As not many data are available, the
patterns shown in Fig. 3 are not well-defined. On
this ground, we cannot state or reject the homogene-
ity of variance. The missing information is discussed
in the validity threats.

As in the unfamiliar domain, the sample size is not
enough. The model has four independent variables, on
which ground at least 40 cases are required to detect large
effect sizes. In this case, we have n ¼ 29 subjects, which is
close to 40. The MLR reported here will only be able to
detect large effects with a power of 80% and a ¼ 0.10 (calcu-
lations made using G�Power).

4.4 Results

The results of MLR used to determine the effect of subject
experience on the elicitation analyst effectiveness are shown
in Table 11 and Table 12 respectively.

4.4.1 Effect of unfamiliar problem domain experience

As Table 11 shows, interview experience (B1¼ .532), require-
ments experience (B2 ¼ .271) and development experience
(B3¼ .231) tend to have a positive effect on effectiveness. On
the other hand, professional experience (B4 ¼ -.540) has a
negative effect. According to the interpretation of the non-
standardized coefficients (B) established in Section 3.9, the

effects in all cases are zero. Additionally, none of the effects
are significant (p-value> 0.05).

Apart from the observed effects, two issues related to the
MLR model should be stressed:

1. The coefficient of determination R2 (degree of fit) is
very low (R2 ¼ .020 ¼ 2%).

2. The model is not significant (p-value ¼ .860).
This means that the independent variables (the differ-

ent types of experience) bear hardly any or no relationship
at all to analyst effectiveness.

4.4.2 Effect of familiar problem domain experience

The regression model results are shown in Table 12. We
find that interview experience (B1 ¼ 4.429) has a strong pos-
itive effect, whereas professional experience (B4 ¼ -2.556),
on the other hand, has a moderate negative effect. Both
cases are very close to statistical significance (p-value ¼
.080 and p-value ¼ .077, respectively), which is notable
in view of the limited number of data available (n ¼ 29)
for this domain.

Requirements experience (B2 ¼ 2.868) and development expe-
rience (B3 ¼ -.619) tend to have a positive and negative effect,
respectively, although neither is statistically significant. We
believe that requirements experience could have some influ-
ence on analyst effectiveness, as the p-value, .270, is rather
low and the model is not statistically powerful. However,
this is just a hypothesis.

The coefficient of determination is R2¼ .214. Themodel is
not significant (p-value¼ .199). This was only to be expected
in view of the data limitations. We believe that these results
should be construed as follows: 1) interview, requirements and
professional experience is related to analyst effectiveness, but
2) variables apart from experience are playing a role.

TABLE 11
Effect of Experience for the UP1 – MRL

TABLE 12
Effect of Experience for the FP1 – MRL
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In conclusion, we cannot reject H0i, which means that
there is no relationship between experience and elicitation
analyst effectiveness.

5 DISCUSSION

5.1 General Observations

Our results show that for unfamiliar domains different expe-
rience types (interview, requirements, development and pro-
fessional) do not have any effect on analyst effectiveness.

For familiar domains, the effect varies depending on
experience type. Interview experience clearly has a posi-
tive effect, very close to statistical significance. Require-
ments experience might also have a positive effect,
although our results are nowhere near significant. Note that
the size of the sample that we managed to recruit for the
familiar domain (29) is slightly lower than recommenda-
tions (40) as explained in Section 4.3.2. Therefore, non-sig-
nificance could be due to a problem of statistical power.
Development experience does not have any effect on analyst
effectiveness.

On the other hand, professional experience has a nega-
tive effect, which is nearly significant, in familiar domains.
We did not altogether expect this result. In view of the rela-
tive non-specificity of software engineer profiles, we
thought there would be positive synergies between all (or
many) activity types (e.g., years spent on programming or
marketing could provide skills that improve requirements
analysis). Our results show that this is not the case, illustrat-
ing that professional experience is indeed specific [21]. The
same applies to development experience. The negative
effect of professional experience may be interpreted as a jus-
tification of recruiting students, since experience yields no
significant differences for effectiveness.

Note that the above results are due exclusively to sub-
ject experience, and domain knowledge is not having any
impact. By separately analysing the two domains, we
ensure that experience is the only variable influencing ana-
lyst effectiveness, as domain knowledge is blocked.

As regards knowledge effects, Table 11, reporting the
results of the MRL for the unfamiliar domain, shows an
intercept of 28.73%, whereas Table 12, for the familiar
domain, has an intercept of 29.25%. The associated standard
deviations (2.54% and 5.82%, respectively) suggest that the

differences are not substantial, although analysts do, in any
case, appear to be slightly more effective in the familiar
domain (irrespective of experience). This suggests that
domain knowledge has a positive (albeit small) effect on
analyst effectiveness, as we reported in a previous paper
[66]. In our view, the real effect is probably greater because:
(1) experimental subjects have only very brief contact with
FP1, that is, subjects are familiar with the domain concepts
but did not work on them for a long time, and (2) subjects
found some of the concepts, processes and requirements in
FP1 to be particularly alien or hard to find. This means that,
if such item types had not been present, subject effective-
ness would have been much greater (higher intercepts and,
probably, Bs).

Analysing the results we can summarize some implica-
tions for practice and for research. For practice, we can state
that experience is not an important characteristic when ana-
lysts have to deal with unfamiliar domains. This means that
non-experts, or even students, can have a similar effective-
ness in this unfamiliar context. In a familiar domain, the
most important experience is for “interviews”. So analysts
must focus on training with this technique to enhance their
effectiveness. For research, more studies on the relationship
between effectiveness and experience must be done. Note
that the experiment was conducted in a controlled environ-
ment with a question-answer scenario. Maybe, in a less con-
trolled environment, the experience can be affected by other
aspects such as personality or context. Moreover, in this less
controlled environment, requirements are not gathered but
created in an interaction between the analyst and stakehold-
ers. So, our results apply only to a strict question-answer
scenario rather than more open exploratory interviews. To
describe the sample, we consider subjects as experts when
they have more than 5 years of experience, intermediate
experience between 2 and 4 years, and non-experts between
0 and 1 year of experience. However, the statistical analyses
are based on numerical values, not experience groups.
Therefore such classification does not influence the results.
Note that there are a few references in the related work sec-
tion from recent years that have dealt with the topic of this
paper. How our results contribute regarding other research
works is analysed in next subsection.

5.2 Comparison with Related Empirical Work

Our findings are very much consistent with studies by Pitts
& Browne [9], Marakas and Elam [4] Agarwal and Tanniru
[6] and Hadar et al. [45], who, like us, used interviews as a
requirements elicitation technique in their research. All four
studies conclude that there are no significant differences
between novice and experienced subjects, although experi-
enced subjects turned out to be better (albeit very slightly)
than novices. However, our results are contrary to findings
reported by Niknafs and Berry [5], [17]. Note that the work
of Niknafs and Berry considers the analysis of experience as
a secondary study, that work focus mainly on how the
domain knowledge may affect the effectiveness. So, this
may affect how the experiment was designed and the
obtained results.

The study by Pitts & Browne [9] is an experiment that
finds the relationship between development experience and
the number of requirements identified by analysts, where

Fig. 3. Scatter plot composed of FP1 model residuals.
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the identified effect of r ¼ 0.075. This value is, according to
Cohen [67], equivalent to a very small effect. In our case,
this correlation is r ¼ -0.062, again a very small value, which
is, for all practical purposes, negligible. The correlations
that we and Pitts and Browne reported are not significant
(p-value ¼ 0.591 and 0.661, respectively).

The experimental study by Marakas and Elam [4]
reported the effect of experience as a between-group differ-
ence (low vs high experience). As a percentage, experienced
subjects are 3.09% more effective than the inexperienced
subjects. The result is not statistically significant (p-value ¼
0.749). We understand that analysis experience is equivalent
to requirements experience. Note that, in order to compare
this effect with the findings of our study, we should divide
3.09% by the years of experience of the subjects in the high
experience group. This data item is not available in Marakas
and Elam [4]; it only indicates that “highly experienced sub-
jects were [. . .] employed at several major corporations”. Assum-
ing that average experience is around 5 to 10 years, the
effect per year would be from 3.09% / 5 ¼ .618% to 3.09%/
10 ¼ .309%.

An additional problem with Marakas and Elam’s study
by that they do not clearly state whether their experiment
addresses development or requirements experience. In our
case, the effect of development experience is -0.619% (p-
value ¼ 0.765), whereas the effect of requirements experi-
ence is 2.9% (p-value ¼ 0.270). The effect of experience that
we calculated for Marakas and Elam’s study falls in-
between our values and is closer to the effect of develop-
ment experience than requirements experience. This is, in
our opinion, a predictable result, as we think that it is easier
to recruit subjects with development experience than with
requirements experience to perform an experiment.

The study by Agarwal and Tanniru [6] is also experimen-
tal. The experimental subjects were students and professio-
nals with at least three years’ experience in systems analysis.
As far as we are concerned, it is equivalent to requirements
experience. Experienced subjects were slightly more effec-
tive (by about 9%) than inexperienced subjects. This result is
not significant; the authors state neither size nor direction. It
is impossible to compare our results with theirs, as they do
not define a gold standard for the rules (their dependent var-
iable) within the experimental problem. We cannot trans-
form their effect of experience into a value that is comparable
with ours (percentage of elicited over total items).

Hadar et al. [45] focus on the study of domain knowledge
using semi-structured interviews. We study experience, not
domain knowledge. However, some connections with our
work are apparent. They conclude that domain knowledge
influences elicitation positively.Whenwe compare the famil-
iar and unfamiliar problem domains, we observe that ana-
lysts achieve the same effectiveness on average (26.94 and
26.74, respectively). However, the effectiveness increases
with experience in the familiar domain. Experience does not
play an effect by itself; it requires the concur of domain
knowledge.

The work of Ferrari et al. [46] analyses whether, after
teaching a requirements elicitation method, subjects with no

previous experience are capable of avoiding mistakes in the
elicitation process. Results show that the number of errors
is significantly lower after the training. This result suggests
that non-experts improve their elicitation effectiveness after
just a short training. We fully agree. The warming-up mod-
erator variable (see appendix D, available in the online sup-
plemental material) indicates that after six weeks of an RE
course, the students improve the elicitation effectiveness by
5%. Additionally, Ferrari et al.’s study was conducted on a
domain that could be considered “familiar” to the experi-
mental subjects (see https://zenodo.org/record/3765214#.
YwNW3C8RrUI). In familiar domains, we also found that
experience increases effectiveness.[45]

[68] For professional experience, Niknafs and Berry [17]
detected a somewhat positive, albeit statistically non-signifi-
cant, effect with respect to general, relevant and innovative
idea generation, and a near significant positive effect for fea-
sible idea generation. For requirements experience, we find
that there is a statistically significant negative effect for one
of the dependent variables studied (relevant idea genera-
tion). With regard to the other variables, the effect of
requirements experience is sometimes positive and some-
times negative and is never significant.

Our results are not directly comparable with Niknafs and
Berry’s findings because the focus of both papers is not the
same. While we aim to analyse the experience, Niknafs and
Berry work focuses on analysing the different domains. The
experience analysis is a side consideration of their main
study on the effect of domain ignorance. So, some of the
subjects that participated in the experiment were familiar
and others were unfamiliar with the problem domain.
Additionally, the range of requirements and professional
experience is confined to from 0 to 4 years, whereas the
range of experience is wider (from 0 to 30 years) in our case.
As mentioned in previous studies [66], Niknafs and Berry
are reporting an einstellung or functional fixation phenome-
non [69] in the field of requirements elicitation.

5.3 Differential Effect of Experience by Item Type

Effectiveness could be affected by the manner in which ana-
lysts identify the items that define the problem domain
(requirements, concepts and processes). For example, the
types of items identified by experienced subjects and novi-
ces may differ. It seems reasonable to analyse whether expe-
rience effects differ by item type.

In order to determine whether the analysts capture one
or other item type as a function of their experience, we used
regression models to study the relationship between experi-
ence and analyst effectiveness for each of the items defining
the problem domains. Appendix I, available in the online
supplemental material, shows the calculations of the regres-
sion models equivalent to Tables 11 and 12 separated by
concepts, processes and requirements. The results suggest
that:

� For the unfamiliar domain, none of the experience
types have an effect when analysed separately by
processes, concepts and requirements.

� For the familiar domain, interview and requirements
experience have positive effects across the board,
that is, analysts with more years of interview and

2. Calculated using effect size calculators (http://www.uccs.edu/
�lbecker) with df¼N-4 and t taken from the regression model.
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requirements experience are better able to identify
more processes, concepts and requirements. This is
especially true of processes and requirements for
which some of the effects are even significant. Note,
however, that the effect of development experience
tends to be very low, having, for practical purposes,
no effect whatsoever, whereas the effect of profes-
sional experience is usually negative.

Summarizing: the effects of the experience do not change
regardless we use the Effectiveness variable, or the number
of items of each type (concepts, processes, requirements).

5.4 A Possible Reinterpretation of the Experience
Effect

The results suggest that, in unfamiliar domains, experience
does not improve analyst effectiveness. However, this only
applies on average. Fig. 4 shows the two scatter plots for the
both unfamiliar domain (a) and the familiar domain (b)
depending on years of requirements experience. The hand-
drawn red line indicates the minimum analyst effectiveness
as a function of their experience. Analysts with more years
of experience achieve higher minimum effectiveness levels
than analysts with less experience

The red line that we have plotted is similar to the learning
curves often represented in the experience-related literature
(e.g., Ericsson [33]). The learning curves are imaginary lines
that denote howmuch an individual’s effectiveness improves
as his or her experience increases. In our case, this effective-
ness improvement is related not to the individual effective-
ness of each subject (effectiveness varies widely depending
on years of experience) but to a minimum level of effective-
ness that analysts almost always achieve (there is only one
exception in FP1). In our opinion, Fig. 4 shows that require-
ments-related activities improve professional effectiveness
more or less as specified by Sim et al. [35]. However, the lack
of specialized training, explicit effectiveness evaluation, feed-
back, etc., prevents effectiveness from improving further.

Practice does not have a positive effect in the case of pro-
fessional experience, as we discovered in Fig. 5. For the

unfamiliar domain (a), the plotted learning curve is much
flatter than the curves Fig. 4, as well as being a much worse
fit for minimum effectiveness. For the familiar domain (b),
this curve simply does not exist. We think that Fig. 5 illus-
trates that experience is specific, and skills acquired as a
result of professional practice cannot be transferred to a spe-
cific field like requirements elicitation, as mentioned in
Section 5.1.

6 VALIDITY THREATS

We grouped the validity threats from two viewpoints: a)
threats specifically derived from quasi-experiment execu-
tion or contextual aspects, and b) general threats associated
with statistical conclusion validity, internal validity, con-
struct validity and external validity.

6.1 Specific Validity Threats

The results of our research could be affected by the threats
specified below. After checking for each of the threats, we
believe that they did not materialize:

� Elicitation time. The elicitation time available in the
elicitation sessions is likely to be insufficient. To check
out this possible threat, we studied the relationship
between elicitation time and analyst effectiveness.
Our results show that they are not correlated. For fur-
ther details, see Appendix H.1, available in the online
supplemental material.

� Number of elicitation sessions. The failure to detect sig-
nificant effects for experience may be due to the fact
that only one interview was conducted in each of the
long series of quasi-experiments that we have con-
ducted. Analyst effectiveness is likely to improve as
the number of elicitation sessions increases. Our
results show that an increase in the number of sessions
(to two) does not result in any improvement in analyst
effectiveness. For further details, see Appendix H.2,
available in the online supplemental material.

Fig. 4. Minimum effectiveness depending on years of requirements experience.
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Notice that we do not claim that 30 minutes or one elicita-
tion session are enough to perform requirements elicitation in
all cases. We simply point out that the complexity of the exper-
imental objects was sufficiently small as to subjects become
satisfied with their understanding after one �30-minute ses-
sion. This impression was corroborated in the post-experi-
mental questionnaire. In turn, most of the subjects manifested
that theywould performmore interviews if they could.

� Comparison of individual vs. group interviews. In group
sessions, analyst effectiveness could possibly be
affected by knowledge transfer from more experi-
enced to less experienced subjects. As illustrated in
Appendix H.3, available in the online supplemental
material, no such knowledge transfer is observed.

� Joint analysis of quasi-experiments. In this study, we
have analysed the data jointly without taking into
account that they are taken from several experiments.
The results of our analysis would not be reliable if the
populations of the different quasi-experiments had
different characteristics. We analysed the distribution
of the model residuals depending on the quasi-exper-
iment to which they belong. This analysis is available
in Appendix J, available in the online supplemental
material. The means and variances of the residuals
can be observed to be consistent from one quasi-
experiment to another. Additionally, the residuals
are scattered around zero. We would expect this to be
the case if the populations of the quasi-experiments
do not have any influence on analyst effectiveness.

6.2 General Validity Threats

The possible threats [70] that we think may affect the quasi-
experiments are as follows:

6.2.1 Statistical Conclusion Validity Threats

� Low statistical power: A total of 90 and 40 experimen-
tal subjects are required in both the unfamiliar and

familiar problem domains, respectively, to study
experience. We managed to gather information from
69 and 29 subjects, respectively. Note that although
the sample size is less than the recommended, we
are close to this limit. In both cases, we have at least
the 75% of the subjects required for medium effects.
We should note that:
a) For the unfamiliar domain, the sample is greater

than necessary (88 subjects) to achieve a power
of 80% and detect medium-sized effects with a ¼
0.10. Therefore, we believe that, although the
results are not significant, they are genuine and
not the product of type-II error [71].

b) For the familiar domain, interview experience
and professional experience have very low p-val-
ues (significant at a ¼ 0.10, if you prefer) with a
sample of 36 subjects. Acting proactively, we con-
sidered the independent variables to be influen-
tial, anticipating amore than likely type-II error.

� Violated assumptions of statistical tests. In the familiar
domain, we cannot assure homogeneity of variances.
If the variances were not homogeneous, one of the
conditions for applying MLR would be violated.
Consequently, the results of the inference tests (p-
values) could be mistaken. The non-standardized
effects (B) would not be affected.

� Unreliability of measures. This threat to validity can
operate in both the dependent and independent
variables:
c) The dependent variable effectiveness was mea-

sured in different settings (for example, individ-
ual or group interviews). We assume that some
effects derived from the setting could be influ-
encing effectiveness. These effects were elimi-
nated by means of a data adjustment procedure.

d) Measure for effectiveness depends on how sub-
jects extract requirements using interviews. How
these requirements are discoveredmay be subjec-
tive, and differently of how the process is done in

Fig. 5. Minimum effectiveness depending on years of professional experience.
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real life. We mitigated this threat using a context
as similar as possible to a real context; clients
gave as much details as they knew and analysts
had to guide the interviews through questions.

e) The different types of experiences were reported
by the experimental subjects using a post-experi-
mental questionnaire. Self-reported values can be
unreliable, e.g., inflated, as already observed in
Aranda et al. [66]. Inflated experience values
would flatten the regression lines, leading to low
correlations. This threat cannot be counteracted
easily, because there is not any reasonable alterna-
tive procedure to collect subject experience data.
In our opinion, this is themost serious threat that
our research is experiencing.

� Measurement bias. The measurements were made by a
single researcher. We cannot rule out that there may
have been some bias. For example, subjects studying
the unfamiliar domain may have been unintention-
ally penalized. To prevent this bias, researchers did
not access the demographic data until the effective-
ness measurement was complete.

� Restriction of range. It is not easy to recruit experi-
enced subjects in empirical studies. Our study is no
exception. Most subjects had about 0 to 5 years of
experience. Only a fraction of the subjects had longer
experience. This could have a negative effect on the
estimation of effect sizes. However, we believe that
this is a secondary problem:
f) On one hand, most subjects (including the more

experienced ones) were interviewed about unfa-
miliar domains. There is quite a wide range of
experience in this domain, on which ground we
believe that the result of the MLR is quite reli-
able. In fact, the MLR with bootstrapping (to
overcome the range limitations) yields similar
results to the ordinary MLR. In the worst case, if
interview and requirements experience had a
positive effect on analyst effectiveness, the size
of the effect would be low.

g) In the familiar domain, this threat should tend to
support the conclusions of this study, that is, the
positive effects of interview experience (and
probably requirements experience) and the nega-
tive effects of professional experience.

6.2.2 Internal Validity Threats

� Participant selection. It can operate in two different
ways:
a) The subjects are not taken froma randomsample in

any of the quasi-experiments. Therefore, the results
may be biaseddepending onparticular characteris-
tics of the populations used. We believe that this
threat is unlikely to materialize as multiple quasi-
experiments were conducted over several years in
at least two settings: academia (UPM) and a profes-
sional congress (REFSQ). There is unlikely to be a
commonmoderator variable in all cases.

b) A possible exception to the former is the Familiar-
itywith the problem domain. We assume that the

subjects are familiar with FP and unfamiliar with
UP1. The former is likely, the latter not necessar-
ily. In the post-experimental questionnaire, we
asked subjects about their familiarity with the
problem domain. The analysis of the relationship
between familiarity and effectiveness yielded
non-significant results.

c) Subjects may be familiar with the problem
domains to different degrees. We also questioned
the subjects about the problem domain Difficulty.
Again, we did not identify any clear pattern.

d) Subjects are not practitioners. Even though we
can ensure that subjects had enough knowledge
to participate in the experiment, we cannot gen-
eralize the results to practitioners.

� Ambiguous temporal precedence. The conclusions of
this research do not draw any causal relations
because they are based on quasi-experiments.
Even though we studied several experience-
related independent variables with respect to
experimental task effectiveness, there could be
moderator variables that we have not accounted
for that could explain the results. As a mitigation
strategy, we measured all the observable moder-
ator variables, like warming up, for example,
which we considered explicitly in the analysis.
We count on other variables, for example, any
related to soft skills or analyst personality, offset-
ting each other in the overall analysis.

6.2.3 Construct Validity Threats

� Construct confounding. During the execution of the
quasi-experiments, we purposely confounded several
variables so as not to have to study their interaction:
a) Confounding of elicitation time and interview type. In

the quasi-experiments Q-2011 and Q-2012, the
increased effectiveness of the subjects could be
due to a longer elicitation time (up to 60 minutes)
or interview type (group interview) where all the
participants have access to exactly the same
information. In this case, we cannot separate the
effects of the two variables. However, as they
were confounded throughout, and neither the
interview type nor the elicitation type are key
variables in our research, their confounding does
not pose a threat to our conclusions.

b) Confounding of interviewee and language. From E-
2012 onwards, the interviewee and language var-
iables are confounded. As above, neither the lan-
guage nor the interviewee are key variables, on
which ground their confounding is not a threat.

� Mono-operation bias. There are two threats of this
type:
c) The independent variables (the different experi-

ences) were measured in years. Year-based mea-
surement may not accurately represent the level
of subject expertise. Other measures (e.g., number
of projects) may perhaps have been a better
option. Although this may well be the case,
research into experience (see Section 2) has
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historically applied year-based measurement.
Additionally, the use of other types of measures
does not appear to make a big difference to the
results ofmeasurement in years [72]. In our partic-
ular case, we analysed a subset of high performing
vs. low performing subjects (14 subjects in each
group) on a number of variables (including the
number of projects), as shown in Appendix H.4,
available in the online supplemental material.
None of the variables was able to explain the dif-
ferences in subject effectiveness in the unfamiliar
domain. In the familiar domain, the number of
job positions yields low p-values (< .10), corr-
oborating our results regarding the positive
effects of interview experience. Also, in the famil-
iar domain, low p-values (< .10) are associated to
subject education; this suggests that personal
characteristics may underlie the differences in
analyst effectiveness.

d) The dependent variable (effectiveness) was opera-
tionalized in two different ways: 1) as the percent-
age of items acquired by subjects, and 2) as the
total number of items separated by type (require-
ments, concepts and processes). The effect of expe-
riencewas similar in both cases.

6.2.4 External Validity Threats

� Interaction of the causal relationship with units. The
fact that experimental subjects are taken from a con-
venience sample rather than a random sample (that
is, subjects are students enrolled in a particular
course and not recruited from a larger population)
poses a threat to the external validity of the experi-
ment. Therefore, due care should be taken when
generalizing our results to professional analysts.
However, this threat was addressed since the stu-
dents were taking a professional master’s degree
and most had professional experience in computer-
related tasks. Therefore, subjects can be considered
to be reasonably representative of the developer/
analyst population. We believe that our results can
at least be generalized to junior developers new to
elicitation.

� Interaction of the causal relationship with settings. Quasi-
experiments were conducted in the laboratory. This
means that the setting is completely different to what
analysts are used to in the professional world:
a) The client participating in the interview is a simu-

lation and will not, therefore, act exactly like a
real client. To mitigate this threat, the subjects
playing the role of interviewee carefully studied
the problem domains in order to answer the ques-
tions as naturally and realistically as possible.

b) The software system/s to be developd are not
real. To mitigate this threat, the systems used in
the quasi-experiments are based on real software
systems. We checked that the complexity of the
problems was as similar as possible to ensure
that problem size is not another factor influenc-
ing analyst effectiveness.

c) The time taken to complete the interviews is lim-
ited. We believe that elicitation time was not an
obstacle to gathering information. Most subjects
finished the elicitation session before the end of
the specified time. Additionally, most of the com-
plexity of the original system was eliminated
from the experimental objects (that is, the descrip-
tion of the familiar and unfamiliar domains) to
assure that they were easy to understand in a
short period of time. Finally, there are not statisti-
cally significant differences in effectiveness
between subjects that considered that the elicita-
tion timewas sufficient vs. thosewho did not.

7 CONCLUSION

This research studied the effects of different types of experi-
ence (interviews, requirements, development and profes-
sional) on the elicitation effectiveness of a set of 124
experimental subjects with different levels of experience.
Due to the use of MLR with four independent variables, we
had to discard subjects with some of these variables miss-
ing. This reduces the sample size to 98 subjects. Thanks to
the experimental design used, we can study the effect of
experience separately from the effect of domain knowledge.
To do this, we used an unfamiliar and a familiar problem
domain, respectively. Our results show that experience has
different effects on analyst effectiveness, depending on the
type of problem domain in which the elicitation takes place:

� In the unfamiliar problem domain, the type of
experience (interviews, requirement, development
or professional) has no effect whatsoever on analyst
effectiveness. It means that the number of years of
professional practice in RE does not substantially
improve analyst effectiveness. Fortunately, this only
applies on average, as we have found that the base-
line effectiveness increases as analysts acquire
interview or requirements experience (in both unfa-
miliar and familiar domains). Our interpretation of
this result is that, although the RE discipline provides
knowledge and strategies that analysts employ by
during the elicitation process, it is not sufficient to
achieve expertise. A large share of analyst effective-
ness is explained by other issues, probably psycho-
logical or personal. Identifying soft skills associated with
highly effective analystswould not only lead to a better
understanding of what makes a highly effective ana-
lyst but also help to improve analyst training [73].

� In the familiar problem domain, interview experience has a
(near significant) positive effect. Professional experi-
ence has a moderate (also near significant) negative
effect. Requirements experience couldhave amoderate
positive effect, although the results are nowhere near
statistically significant. In our opinion, such results
imply that analyst effectiveness is contingent on their
previous exposure to the problem domain (and, proba-
bly, similar domains as well). The logical consequence
is that requirements analysts should move among
development projects in the same (/related) domain(s)
exclusively. Likewise, special attention should be paid
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to problem domains in requirements courses. It is
even possible that a substantial share of the training
should be spent in studying and carrying out course
projects in relevant domains, e.g., banking, insurance,
manufacture, health, etc.

Finally, our research shows that analyst effectiveness only
improves with specialized training or practice. In other words,
development experience and professional experience do not
improve analyst effectiveness, but specialized experience
(interview and, possibly, requirements experience) does lead
to improvement. Therefore, experience behaves similarly in
the field of RE to how it does in other branches of knowledge.

The confirmation of previous research indifferent contexts,
and using different methodologies, increases the confidence
in the results. However, empirical research is subjected to a
large number of threats to validity. Our final word is a call for
further research. The communication among stakeholders is a
foundation process in requirements engineering, and it is not
likely that it disappears or loses relevance in the near future.
Elicitation is one the main sources of software quality prob-
lems. A better understanding of how elicitation works will
contribute to increasing software quality.
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