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A Strongly Degenerate Quasilinear

Equation: the Parabolic Case
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Abstract

We prove existence and uniqueness of entropy solutions for the Neumann
problem for the quasilinear parabolic equation ut = div a(u,Du), where
a(z, ξ) = ∇ξf(z, ξ), and f is a convex function of ξ with linear growth
as ‖ξ‖ → ∞, satisfying other additional assumptions. In particular, this
class includes the case where f(z, ξ) = ϕ(z)ψ(ξ), ϕ > 0, ψ being a convex
function with linear growth as ‖ξ‖ → ∞.

Key words. Nonlinear parabolic equations, nonlinear semigroups func-
tions of bounded variation.

1. Introduction

Let Ω be a bounded set in IRN with boundary ∂Ω of class C1. We are
interested in the problem

∂u

∂t
= div a(u,Du) in QT = (0, T )×Ω

∂u

∂η
= 0 on ST = (0, T )× ∂Ω

u(0, x) = u0(x) in x ∈ Ω,

(1)

where u0 ∈ L1(Ω), a(z, ξ) = ∇ξf(z, ξ), f being a function with linear
growth as ‖ξ‖ → ∞ and ∂

∂η is the Neumann boundary operator associated
to a(u,Du), i.e.,

∂u

∂η
:= a(u,Du) · ν,
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with ν the unit outward normal on ∂Ω.

Particular instances of this PDE have been studied in [14],[15],[16] and
[25], when N = 1. Let us describe their results in some detail. In [14],[15],
and [25] the authors considered the problem

∂u

∂t
= (ϕ(u)b(ux))x in (0, T )× IR

u(0, x) = u0(x) in x ∈ IR
(2)

corresponding to (1) when N = 1 and a(u, ux) = ϕ(u)b(ux), where ϕ :
IR→ IR+ is smooth and strictly positive, and b : IR→ IR is a smooth odd
function such that b′ > 0 and lims→∞ b(s) = b∞. Such models appear as
models for heat and mass transfer in turbulent fluids [10], or in the theory
of phase transitions where the corresponding free energy functional has a
linear growth rate with respect to the gradient [33]. As the authors observed,
in general, there are no classical solutions of (1), indeed, the combination of
the dependence on u in ϕ(u) and the constant behavior of b(ux) as ux →∞
can cause the formation of discontinuities in finite time (see [14], Theorem
2.3). As noticed in [14], the parabolicity of (2) is so weak when ux →∞ than
solutions become discontinuous and behave like solutions of the first order
equation ut = b∞(ϕ(u))x (which can be formally obtained differentiating
the product in (2) and replacing b(ux) by b∞). For this reason, they defined
the notion of entropy solution and proved existence ([14]) and uniqueness
([25]) of entropy solutions of (2). Existence was proved for bounded strictly
increasing initial conditions u0 : IR → IR such that b(u′0) ∈ C(IR) (where
b(u′0(x0)) = b∞ if u0 is discontinuous at x0), b(u′0(x)) → 0 as x → ±∞
[14]. The entropy condition was written in Oleinik’s form and uniqueness
was proved using suitable test functions constructed by regularizing the
sign of the difference of two solutions (we shall comment at the end of
the paper on the possibility of extending the argument in [25]). Moreover,
the authors show that there exist functions ϕ and initial conditions u0 for
which exist solutions of (2) which do not satisfy the entropy condition ([14],
Theorem 2.2). Thus, uniqueness cannot be guaranteed without an additional
condition like the entropy condition.

In [16],[17], the author considered the Neumann problem in an interval
of IR 

∂u

∂t
= (a(u, ux))x in (0, T )× (0, 1)

ux(t, 0) = ux(t, 1) = 0 for t ∈ (0, T )

u(0, x) = u0(x) for x ∈ (0, 1)

(3)

for functions a(u, v) of class C1,α([0,∞) × IR) such that ∂
∂va(u, v) < 0 for

any (u, v) ∈ [0,∞) × IR, a(u, 0) = 0 (and some other additional assump-
tions). After observing that there are, in general, no classical solutions of
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(1), the author associated an m-accretive operator to −(a(u, ux))x with
Neumann boundary conditions, and proved the existence and uniqueness of
a semigroup solution of (3). However, the accretive operator generating the
semigroup was not characterized in distributional terms. An example of the
equations considered in [16],[17] is the so called plasma equation (see [28])

∂u

∂t
=
( u5/2ux

1 + u|ux|

)
x

in (0, T )× (0, 1), (4)

where the initial condition u0 is assumed to be positive. In this case u
represents the temperature of electrons and the form of the conductivity
a(u, ux) = u5/2ux

1+u|ux| has the effect of limiting heat flux. Thus, existence and
uniqueness results for higher dimensional problems were not considered.
This will be the purpose of the present paper.

Thus we shall consider Neumann problem (1) for any open bounded set
Ω in IRN whose boundary is of class C1, and we shall prove existence and
uniqueness results for it.

In [5] we have considered the elliptic problem

u− div a(u,Du) = f in Ω (5)

with Neumann boundary conditions. By introducing a notion of entropy
solution for (5), we proved in [5] an existence and uniqueness result when
the right hand side f is in L1(Ω). This result permitted us to associate to
the expression −div a(u,Du) with Neumann boundary conditions an m-
accretive operator B in L1(Ω) with dense domain, which, thus, generates
a non-linear contraction semigroup T (t) in L1(Ω) ([13],[22], [23]). This re-
sult permits us to use Crandall-Ligget’s iteration scheme and to define the
function

u(t) := T (t)u0 = lim
n→∞

(
I +

t

n
B
)−n

u0, u0 ∈ L∞(Ω).

Then we shall prove that u(t) is an entropy solution of (1) (a notion defined
below), and that entropy solutions are unique. As a technical tool we shall
use the lower semi-continuity results proved in [24] for energy functionals
whose density is a function g(u,Du) convex in Du and with a linear growth
rate in Du.

The case of equations of type

∂u

∂t
= div a(x,Du) in (0, T )×Ω, (6)

where a(x, ξ) = ∇ξf(x, ξ), f(x, ·) being a convex function of ξ with linear
growth as ‖ξ‖ → ∞ has been considered in [2], [3] and [4] (see also [6]),
where existence and uniqueness results of entropy solutions were proved.
The present work can be considered as an extension of these works to the
case where a depends on (u,Du) instead of (x,Du). Entropy or renormalized
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solutions for parabolic problems of types (1) or (6), when f(u, ξ) or f(x, ξ)
has a growth of order p > 1 as ‖ξ‖ → ∞, or corresponding elliptic problems
were considered in [11],[18] and [21] (see also the references therein). The
use of Kruzkov’s technique [31] of doubling variables to prove uniqueness
for parabolic problems was first considered in [20].

Finally, let us explain the plan of the paper. In Section 2 we recall
some basic facts about functions of bounded variation, denoted by BV (Ω),
Green’s formula, and lower semi-continuity results for energy functionals
defined in BV (Ω). In Section 3 we recall the basic assumptions on the con-
vex function f(z, ξ) and its gradient a(z, ξ) = ∇ξf(z, ξ). In Section 4 we
define an m-accretive operator in L1(Ω) with dense domain associated to
−div a(u,Du) with Neumann boundary condition, hence, generating a con-
traction semigroup in L1(Ω). In Section 5 we define the notion of entropy
solution for (1) and we prove existence and uniqueness of entropy solutions
when u0 ∈ L∞(Ω), or u0 ∈ L1(Ω), depending on the set of assumptions .
Existence will be proved by means of Crandall-Ligget’s scheme and unique-
ness by means of Kruzhkov’s technique of doubling variables.

2. Preliminaries

We start with some notation. Here LN and HN−1 are, respectively, the
N -dimensional Lebesgue measure and the (N − 1)-dimensional Hausdorff
measure in IRN .

Due to the linear growth condition on the Lagrangian, the natural en-
ergy space to study (1) is the space of functions of bounded variation. We
recall briefly some facts about functions of bounded variation (for further
information we refer to [1], [29] or [37]).

A function u ∈ L1(Ω) whose partial derivatives in the sense of distri-
butions are measures with finite total variation in Ω is called a function of
bounded variation. The class of such functions will be denoted by BV (Ω).
Thus u ∈ BV (Ω) if and only if there are Radon measures µ1, . . . , µN defined
in Ω with finite total mass in Ω and∫

Ω

uDiϕdx = −
∫

Ω

ϕdµi (7)

for all ϕ ∈ C∞0 (Ω), i = 1, . . . , N . Thus the gradient of u is a vector valued
measure with finite total variation

|Du|(Ω) = sup
{∫

Ω

u divϕdx : ϕ ∈ C∞0 (Ω, IRN ), |ϕ(x)| ≤ 1 for x ∈ Ω
}
.

The space BV (Ω) is endowed with the norm

‖ u ‖BV =‖ u ‖L1(Ω) +|Du|(Ω). (8)
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For u ∈ BV (Ω), the gradient Du is a Radon measure that decomposes into
its absolutely continuous and singular parts Du = Dau+Dsu. Then Dau =
∇u LN where ∇u is the Radon-Nikodym derivative of the measure Du with
respect to the Lebesgue measure LN . Let us denote by Dsu =

−−→
Dsu|Dsu|

the polar decomposition of Dsu, where |Dsu| is the total variation measure
of Dsu. We also split Dsu in two parts: the jump part Dju and the Cantor
part Dcu. We denote by Su the set of all x ∈ Ω such that x is not a Lebesgue
point of u. We say that x ∈ Ω is an approximate jump point of u if there
exist u+(x) 6= u−(x) ∈ IR and νu(x) ∈ SN−1 such that

lim
ρ↓0

1
LN (B+

ρ (x, νu(x)))

∫
B+

ρ (x,νu(x))

|u(y)− u+(x)| dy = 0

lim
ρ↓0

1
LN (B−

ρ (x, νu(x)))

∫
B−

ρ (x,νu(x))

|u(y)− u−(x)| dy = 0,

where
B+

ρ (x, νu(x)) = {y ∈ Bρ(x) : 〈y − x, νu(x)〉 > 0}

and
B−

ρ (x, νu(x)) = {y ∈ Bρ(x) : 〈y − x, νu(x)〉 < 0}.

We denote by Ju the set of approximate jump points of u. Ju is a Borel
subset of Su and HN−1(Su \ Ju) = 0. We have

Dju = Dsu Ju and Dcu = Dsu (Ω \ Su).

It is well known (see for instance [1]) that

Dju = (u+ − u−)νuHN−1 Ju.

Moreover, if x ∈ Ju, then νu(x) = Du
|Du| (x),

Du
|Du| being the Radon-Nikodym

derivative of Du with respect to its total variation |Du|.

Let Ω be a bounded open subset of IRN . Given a Borel function g :
Ω × IR× IRN → IR such that

C‖ξ‖ −D ≤ g(x, z, ξ) ≤M(1 + ‖ξ‖) ∀ (x, z, ξ) ∈ Ω × IR× IRN , (9)

for some constants C > 0, M ≥ 0, we consider the energy functional

G(u) :=
∫

Ω

g(x, u(x),∇u(x)) dx

defined in the Sobolev space W 1,1(Ω). In order to get an integral represen-
tation of the relaxed energy associated with G, i.e.,

G(u) := inf
{un}

{
lim inf
n→∞

G(un) : un ∈W 1,1(Ω), un → u ∈ L1(Ω)
}
,
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Dal Maso in [24] introduced the following functional for u ∈ BV (Ω):

Rg(u) :=
∫

Ω

g(x, u(x),∇u(x)) dx+
∫

Ω

g0

(
x, u(x),

Du

|Du|
(x)
)
|Dcu|

+
∫

Ju

(∫ u+(x)

u−(x)

g0(x, s, νu(x)) ds

)
dHN−1(x),

(10)

where the recession function g0 of g is defined as

g0(x, z, ξ) = lim
t→0+

tg

(
x, z,

ξ

t

)
, (x, z) ∈ Ω × IR. (11)

It is clear that the function g0(x, z, ξ) is positively homogeneous of degree
one in ξ, i.e.

g0(x, z, sξ) = sg0(x, z, ξ) for all z, ξ and s > 0.

Let us describe a different way of writing the functional Rg(u). Let us
consider the function g̃ : Ω × IR× IRN×]−∞, 0] → IR defined as

g̃(x, z, ξ, t) :=


−g
(
x, z,−ξ

t

)
t if t < 0

g0(x, z, ξ) if t = 0.

(12)

As it is proved in [24], if g is a Borel function satisfying (9) and g(x, z, ·) is
convex in IRN for all (x, z) ∈ Ω × IR, then one has

Rg(u) =
∫

Ω×IR

g̃

(
(x, s),

dαu

d|αu|
(x, s)

)
d|αu|(x, s)

=
∫

Ω×IR

g̃ ((x, s), ν[(x, s);N(u)]) dHN (x, s),

(13)

where αu = DχN(u), with N(u) := {(x, s) ∈ IR × Ω : s < u+(x)}
and ν[(x, s);N(u)] is the interior normal to N(u) at (s, x) if it exists, and
ν[(x, s);N(u)] = 0 otherwise.

In [24] Dal Maso proved the following result:

Theorem 1. Let Ω be a bounded open subset of IRN . Let g : Ω × IR ×
IRN → IR be a lower semi-continuous function satisfying (9) and such that
g(x, z, ·) is convex in IRN for any (x, z) ∈ Ω × IR. Then, G(u) = Rg(u) for
all u ∈ BV (Ω) and Rg(u) is lower semi-continuous respect to the L1(Ω)-
convergence.

We need to consider the following cut-off functions. For a < b, let
Ta,b(r) := max(min(b, r), a). It is usual to denote Tk = T−k,k. In [5] we
have established the following result.
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Proposition 1. Let Ω be a bounded open subset of IRN . Let g : Ω × IR ×
IRN → IR be a lower semi-continuous function satisfying (9) and such that
g(x, z, ·) is convex in IRN for any (x, z) ∈ Ω×IR. Let us define the functional

Ra,b
g (u) =

∫
Ω

g(x, u(x),∇Ta,bu(x)) dx, u ∈W 1,1(Ω).

For u ∈ BV (Ω), let

Ra,b
g (u) :=

∫ b

a

∫
Ω

g̃ ((x, s), ν[(s, x);N(u)]) dHN−1(x) ds

+
∫

[u≤a]

(g(x, u(x), 0)− g(x, a, 0)) dx+
∫

[u≥b]

(g(x, u(x), 0)− g(x, b, 0)) dx.

Then Ra,b
g (u) is lower semi-continuous with respect to the L1(Ω)-convergence,

and Ra,b
g coincides with the lower semi-continuous envelope of Ra,b

g .

Let g : IR× IRN → IR be a lower semi-continuous function satisfying

C‖ξ‖ −D ≤ g(z, ξ) ≤M(1 + ‖ξ‖) ∀ (z, ξ) ∈ IR× IRN , (14)

for some constants C > 0, M ≥ 0. Given u ∈ BV (Ω), let us define the
measures

Rg(u, φ) :=
∫

IR

∫
Ω

φ(x)g̃ (s, ν[(s, x);N(u)]) dHN−1(x) ds

and

Ra,b
g (u, φ) :=

∫ b

a

∫
Ω

φ(x)g̃ (s, ν[(s, x);N(u)]) dHN−1(x) ds

+
∫

[u≤a]

φ(x) (g(u(x), 0)− g(a, 0)) dx+
∫

[u≥b]

φ(x) (g(u(x), 0)− g(b, 0)) dx

for any φ ∈ C(Ω). For simplicity, we shall write

Rg(u, φ) =
∫

Ω

φ(x)g(u,Du)

and
Ra,b

g (u, φ) =
∫

Ω

φ(x)g(u,DTa,b(u)).

The singular parts respect to the Lebesgue measure LN of these measures
will be denoted by

(Rg)s(u, φ) =
∫

Ω

φ(x)g(u,Du)s

and
(Ra,b

g )s(u, φ) =
∫

Ω

φ(x)g(u,DTa,b(u))s,
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respectively.

We shall need several results from [9] (see also [30]) in order to give a
sense to the integrals of bounded vector fields with divergence in Lp inte-
grated with respect to the gradient of a BV function. Let p ≥ 1 and p′ ≥ 1
be such that 1

p + 1
p′ = 1 . Following [9], let

Xp(Ω) = {z ∈ L∞(Ω, IRN ) : div(z) ∈ Lp(Ω)}. (15)

If z ∈ Xp(Ω) and w ∈ BV (Ω) ∩ Lp′(Ω) we define the functional (z, Dw) :
C∞0 (Ω) → IR by the formula

〈(z, Dw), ϕ〉 := −
∫

Ω

wϕ div(z) dx−
∫

Ω

w z · ∇ϕdx. (16)

Then (z, Dw) is a Radon measure in Ω,∫
Ω

(z, Dw) =
∫

Ω

z · ∇w dx ∀ w ∈W 1,1(Ω) ∩ L∞(Ω) (17)

and ∣∣∣∣ ∫
B

(z, Dw)
∣∣∣∣ ≤ ∫

B

|(z, Dw)| ≤ ‖z‖∞
∫

B

|Dw| (18)

for any Borel set B ⊆ Ω. Moreover, (z, Dw) is absolutely continuous with
respect to |Dw| with Radon-Nikodym derivative θ(z, Dw, x) which is a |Dw|
measurable function from Ω to IR such that∫

B

(z, Dw) =
∫

B

θ(z, Dw, x)|Dw| (19)

for any Borel set B ⊆ Ω. We also have that

‖θ(z, Dw, .)‖L∞(Ω,|Dw|) ≤ ‖z‖L∞(Ω,IRN ). (20)

Setting
z ·Dsu := (z, Du)− (z · ∇u) dLN ,

we see that z ·Dsu is a bounded measure. Furthermore, in [30] it is proved
that z ·Dsu is absolutely continuous with respect to |Dsu| (and, thus, it is
a singular measure with respect to LN ), and

|z ·Dsu| ≤ ‖z‖∞|Dsu|. (21)

As a consequence of Theorem 2.4 of [9], we have that

if z ∈ Xp(Ω) ∩ C(Ω, IRN ), then z ·Dsu = (z · −−→Dsu) d|Dsu|. (22)

In [9], the weak trace on ∂Ω of the normal component of z ∈ Xp(Ω)
is defined. Concretely, it is proved that there exists a linear operator γ :
Xp(Ω) → L∞(∂Ω) such that

‖γ(z)‖∞ ≤ ‖z‖∞
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γ(z)(x) = z(x) · ν(x) for all x ∈ ∂Ω if z ∈ C1(Ω, IRN ).

We shall denote γ(z)(x) by [z, ν](x). Moreover, the following Green’s for-
mula, relating the function [z, ν] and the measure (z, Dw), for z ∈ Xp(Ω)
and w ∈ BV (Ω) ∩ Lp′(Ω), is established:∫

Ω

w div(z) dx+
∫

Ω

(z, Dw) =
∫

∂Ω

[z, ν]w dHN−1. (23)

3. Basic assumptions

Here we assume that Ω is an open bounded set in IRN , with boundary
∂Ω of class C1, and the Lagrangian f : IR×IRN → IR satisfies the following
assumptions, which we shall refer collectively as (H):
(H1) f is continuous on IR× IRN and is a convex differentiable function of
ξ such that ∇ξf(z, ξ) ∈ C(IR × IRN ). Further we require f to satisfy the
linear growth condition

C0‖ξ‖ −D0 ≤ f(z, ξ) ≤M(‖ξ‖+ 1). (24)

for any (z, ξ) ∈ IR × IRN , |z| ≤ R and some positive constants C0, D0, M
depending on R. Moreover, we assume that f0 exists.

We consider the function a(z, ξ) = ∇ξf(z, ξ) associated to the La-
grangian f . By the convexity of f

a(z, ξ) · (η − ξ) ≤ f(z, η)− f(z, ξ), (25)

and the following monotonicity condition is satisfied

(a(z, η)− a(z, ξ)) · (η − ξ) ≥ 0. (26)

Moreover, it is easy to see that

|a(z, ξ)| ≤M ∀ (z, ξ) ∈ IR× IRN , |z| ≤ R. (27)

We also assume that a(z, 0) = 0 for all z ∈ IR. We consider the function
h : IR× IRN → IR defined by

h(z, ξ) := a(z, ξ) · ξ.

By (26), we have

h(z, ξ) ≥ 0 ∀ ξ ∈ IRN , z ∈ IR. (28)

Moreover, from (25) and (24), it follows that

C0‖ξ‖ −D1 ≤ h(z, ξ) ≤M‖ξ‖ (29)

for any (z, ξ) ∈ IR×IRN , |z| ≤ R, where D1 is a positive constant depending
on R, C0 and M being as above.
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(H2) We assume that ∂a
∂ξi

(z, ξ) ∈ C(IR× IRN ) for any i = 1, . . . , N .

This assumption is not necessary for the case of separated variables de-
scribed in 1.

We assume that
(H3) h(z, ξ) = h(z,−ξ), for all z ∈ IR and ξ ∈ IRN and h0 exists.

Observe that we have

C0‖ξ‖ ≤ h0(z, ξ) ≤M‖ξ‖ for any (z, ξ) ∈ IR× IRN , |z| ≤ R.

(H4) f0(z, ξ) = h0(z, ξ), for all ξ ∈ IRN and all z ∈ IR.

(H5) a(z, ξ) · η ≤ h0(z, η) for all ξ, η ∈ IRN , and all z ∈ IR.

(H6) We assume that h0(z, ξ) can be written in the form h0(z, ξ) = ϕ(z)ψ0(ξ)
with ϕ a C1-function such that for any R > 0, we have ϕ(z) > αR > 0 for
all z ∈ IR, |z| ≤ R, and ψ0 being a convex function homogeneous of degree
1.

(H7) For any R > 0, there is a constant C > 0 such that

|(a(z, ξ)− a(ẑ, ξ)) · (ξ − ξ̂)| ≤ C|z − ẑ| ‖ξ − ξ̂‖ (30)

for any (z, ξ), (ẑ, ξ̂) ∈ IR× IRN , |z|, |ẑ| ≤ R.

Observe that, by the monotonicity condition (26) and using (30), it
follows that

(a(z, ξ)− a(ẑ, ξ̂)) · (ξ − ξ̂) ≥ −C|z − ẑ| ‖ξ − ξ̂‖ (31)

for any (z, ξ), (ẑ, ξ) ∈ IR× IRN , |z|, |ẑ| ≤ R.

Let us observe that under assumptions (H4) and (H6), applying the chain
rule for BV-functions (see [1]), we have

Rf (u) =
∫

Ω

f(u,∇u)dx+ ψ0

(
Du

|Du|

)
|DsJϕ(u)|, (32)

where Jϕ(r) =
∫ r

0
ϕ(s) ds.

Remark 1. An important particular case of Lagrangian f satisfying all as-
sumptions (H) but (H2), is the one given by f(z, ξ) = ϕ(z)ψ(ξ) with ϕ a
C1-function such that for any R > 0, we have ϕ(z) > αR > 0 for all z ∈ IR,
|z| ≤ R, and ψ a convex C1-function such that

C0‖ξ‖ −D0 ≤ ψ(ξ) ≤M(‖ξ‖+ 1) ∀ξ ∈ IRN ,

and there exists

ψ0(ξ) = lim
t→0+

tψ

(
ξ

t

)
.

In this case, if b(ξ) := ∇ψ(ξ), we have a(z, ξ) = ϕ(z)b(ξ), and h(z, ξ) =
a(z, ξ) · ξ = ϕ(z)b(ξ) · ξ. Then, in order to have that (H) holds we need to
assume that:
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(i) b(−ξ) · (−ξ) = b(ξ) · ξ ≥ 0 for all ξ ∈ IRN and there exists

lim
t→0+

b
(
ξ

t

)
· ξ = ψ0(ξ).

(ii) b(ξ) · η ≤ ψ0(ξ) · η for all ξ, η ∈ IRN .

We note that in this case (H2) is not necessary to obtain existence and
uniqueness of solutions for problem (1). As we have observed in [5], (H7)
holds.

Remark 2. There are physical models for plasma fusion by inertial confine-
ment in which the temperature evolution of the electrons satisfies an equa-
tion of type (1), where a(z, ξ) = |z|5/2ξ

1+|z||ξ| which corresponds to f(z, ξ) =
|z|3/2|ξ| − |z|1/2 ln (1 + |z||ξ|) [28], (see also [16] for a mathematical study
in the one-dimensional case). It is easy to check that (H1) (in particular
(24) and (29)) holds for any (z, ξ) ∈ IR × IRN with z ∈ [a,R], a > 0, the
constants in (24) and (29) depending on a,R. Note that (H2) also holds.
We also observe that h0(z, ξ) = |z|3/2|ξ| and (H3)-(H6) hold. Finally, as
observed in [5], (H7) for the values of z, ẑ ∈ [a,R] and ξ ∈ IRN . In this case,
the results below will prove existence and uniqueness of entropy solutions
of (1) for any initial condition u0 ∈ L∞(Ω) such that u0(x) ≥ a > 0 for
some a > 0.

4. The operator associated to −div a(u,Du) with Neumann
boundary conditions

We need to consider the function space

TBV (Ω) :=
{
u ∈ L1(Ω) : Tk(u) ∈ BV (Ω), ∀ k > 0

}
,

and to give a sense to the Radon-Nikodym derivative ∇u of a function
u ∈ TBV (Ω). Notice that the function space TBV (Ω) is closely related to
the space GBV (Ω) of generalized functions of bounded variation introduced
by E. Di Giorgi and L. Ambrosio ([26], see also [1]). As we observed in [3], for
every u ∈ TBV (Ω) there exists a unique measurable function v : Ω → IRN

such that
∇Tk(u) = vχ{|u|<k} LN − a.e. (33)

Hence, for a function u ∈ TBV (Ω) we can define ∇u as the unique function
v which satisfies (33). This notation will be used throughout in the sequel.

Let us recall the following definitions introduced in [5].

Definition 1. Given v ∈ L1(Ω), we say that u ∈ L1(Ω) is an entropy
solution of 

v = −div a(u,Du) in Ω

∂u

∂η
= 0 on ∂Ω

(34)
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if u ∈ TBV (Ω), a(u,∇u) ∈ X1(Ω) and satisfies:

v = −div a(u,∇u) in D′(Ω), (35)

(a(u,∇u), DTa,b(u)) ≥ h(u,DTa,b(u)) as measures ∀ a < b, (36)

[a(u,∇u), ν] = 0 HN−1 − a.e. on ∂Ω. (37)

Recall that, since h(z, 0) = 0 for any z ∈ IR, h(u,DTa,b(u)) is the density
of the measure Ra,b

h (u) = Rh(Ta,b(u)). Our assumptions on h permit to
apply the results described by 1, and 1. Hence, it has sense that we write
h(u,DTa,b(u)) which coincides with h(Ta,b(u), DTa,b(u)).

Observe that (36) is equivalent to

a(u,∇u) ·DsTa,b(u) ≥ (Ra,b
f )s(u) as measures ∀ a < b. (38)

Definition 2. (u, v) ∈ B0 if and only if u ∈ TBV (Ω), v ∈ L1(Ω) and u is
the entropy solution of problem (34).

If (u, v) ∈ B0, we have that∫
Ω

(w − T (u))v dx ≤
∫

Ω

(a(u,∇u), Dw)−Ra,b
h (u), (39)

for all w ∈ BV (Ω) ∩ L∞(Ω), and any T = Ta,b, a < b. Indeed, this can be
easily proved by multiplying (35) by w− u, using Green’s formula (23) and
(36) (see [5]).

We define the operator B := B0 ∩ (L∞(Ω)×L∞(Ω)), and we denote by
B the closure in L1(Ω) of the operator B.

Observe that in the definition of entropy solution we required that
a(u,∇u) ∈ X1(Ω), and, thus, a(u,∇u) ∈ L∞(Ω, IRN ). This is reasonable
only if we are able to prove that solutions of (40) satisfy it, and this was
proved in [5] under some assumptions. The main result of [5] is the following
existence and uniqueness result.

Theorem 2. Assume that assumptions (H) hold. Then,

(i) for any v ∈ L∞(Ω) there exists a unique entropy solution u ∈ TBV (Ω)∩
L∞(Ω) of the problem

u− div a(u,Du) = v in Ω

∂u

∂η
= 0 on ∂Ω.

(40)

Moreover, if we assume that the bound (27) holds for any (z, ξ) ∈ IR ×
IRN , then (40) has a unique entropy solution u ∈ TBV (Ω) for any
v ∈ L1(Ω).
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(ii) B is an m-accretive operator in L1(Ω) with dense domain. Moreover,
if we assume that the bound (27) holds for any (z, ξ) ∈ IR × IRN , then
B = B0.

(iii) Given λ > 0, and u ∈ Lq(Ω),1 ≤ q ≤ ∞, if v = (I + λB)−1u, then
‖v‖q ≤ ‖u‖q.

Remark 3. As we observed in [5] (H2) is not used when f(z, ξ) = ϕ(z)ψ(ξ),
being ϕ a bounded smooth function such that ϕ(z) ≥ αR > 0 for all z ∈ IR,
|z| ≤ R (see 1).

Remark 4. If a(z, ξ) = |z|5/2ξ
1+|z||ξ| ([28],[16]), then 2 holds for any v ∈ L∞(Ω)

such that v ≥ a, for some a > 0.

By 2, and according to the general theory of nonlinear semigroups (c.f.,
e.g., [13]), for any u0 ∈ L1(Ω) there exists a unique mild solution u ∈
C([0, T ];L1(Ω)) of the abstract Cauchy problem

u′(t) + Bu(t) 3 0, u(0) = u0. (41)

Moreover, u(t) = T (t)u0 for all t ≥ 0, being (T (t))t≥0 the semigroup in
L1(Ω) generated by Crandall-Liggett’s exponential formula, i.e.,

T (t)u0 = lim
n→∞

(
I +

t

n
B
)−n

u0,

and for any u0 ∈ Lq(Ω), 1 ≤ q ≤ ∞, we have

‖T (t)u0‖q ≤ ‖u0‖q ∀ t ≥ 0. (42)

5. Existence and uniqueness of solutions of the evolution problem

In this section we give the concept of entropy solution for the Neumann
problem (1) and we state the existence and uniqueness result for this type
of solution.

To make precise our notion of solution we need to recall the following
definitions given in [3].

We define the space

Z(Ω) :=
{
(z, ξ) ∈ L∞(Ω, IRN )×BV (Ω)∗ : div(z) = ξ in D′(Ω)

}
.

We denote R(Ω) := W 1,1(Ω) ∩ L∞(Ω) ∩ C(Ω). For (z, ξ) ∈ Z(Ω) and
w ∈ R(Ω) we define

〈(z, ξ), w〉∂Ω := 〈ξ, w〉BV (Ω)∗,BV (Ω) +
∫

Ω

z · ∇w dx.
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Then, working as in the proof of Theorem 1.1. of [9], we obtain that if
w, v ∈ R(Ω) and w = v on ∂Ω one has

〈(z, ξ), w〉∂Ω = 〈(z, ξ), v〉∂Ω ∀ (z, ξ) ∈ Z(Ω). (43)

As a consequence of (43), we can give the following definition: Given u ∈
BV (Ω) ∩ L∞(Ω) and (z, ξ) ∈ Z(Ω), we define 〈(z, ξ), u〉∂Ω by setting

〈(z, ξ), u〉∂Ω := 〈(z, ξ), w〉∂Ω ,

where w is any function in R(Ω) such that w = u on ∂Ω. In [3] we prove that
there exists a linear operator γ : Z(Ω) → L∞(∂Ω), with γ(z, ξ) := γz,ξ,
satisfying

〈(z, ξ), w〉∂Ω =
∫

∂Ω

γz,ξ(x)w(x) dHN−1 ∀ w ∈ BV (Ω) ∩ L∞(Ω).

In case z ∈ C1(Ω, IRN ), we have γz(x) = z(x) ·ν(x) for all x ∈ ∂Ω. Hence,
the function γz,ξ(x) is the weak trace of the normal component of (z, ξ). For
simplicity of the notation, we shall denote γz,ξ(x) by [z, ν](x).

We need to consider the space BV (Ω)2, defined as BV (Ω) ∩ L2(Ω)
endowed with the norm

‖w‖BV (Ω)2 := ‖w‖L2(Ω) + |Dw|(Ω).

It is easy to see that L2(Ω) ⊂ BV (Ω)∗2 and

‖w‖BV (Ω)∗2
≤ ‖w‖L2(Ω) ∀ w ∈ L2(Ω). (44)

It is well known (see [35]) that the dual space
(
L1(0, T ;BV (Ω)2)

)∗ is
isometric to the space L∞(0, T ;BV (Ω)∗2, BV (Ω)2) of all weakly∗ measur-
able functions f : [0, T ] → BV (Ω)∗2, such that v(f) ∈ L∞([0, T ]), where
v(f) denotes the supremum of the set {|〈w, f〉| : ‖w‖BV (Ω)2 ≤ 1} in the
vector lattice of measurable real functions. Moreover, the dual pairing of
the isometric is defined by

〈w, f〉 =
∫ T

0

〈w(t), f(t)〉 dt,

for w ∈ L1(0, T ;BV (Ω)2) and f ∈ L∞(0, T ;BV (Ω)∗2, BV (Ω)2).

By L1
w(0, T,BV (Ω)) we denote the space of weakly measurable functions

f : [0, T ] → BV (Ω) (i.e., t ∈ [0, T ] →< f(t), φ > is measurable for every
φ ∈ BV (Ω)∗) such that

∫ T

0
‖f(t)‖ dt < ∞. Observe that, since BV (Ω)

has a separable predual (see [1]), it follows easily that the map t ∈ [0, T ] →
‖f(t)‖ is measurable. By L1

loc,w(0, T, BV (Ω)) we denote the space of weakly
measurable functions f : [0, T ] → BV (Ω) such that the map t ∈ [0, T ] →
‖f(t)‖ is in L1

loc(]0, T [)
Let us recall the following definitions given in [3].
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Definition 3. Let Ψ ∈ L1(0, T, BV (Ω)). We say Ψ admits a weak deriva-
tive in the space L1

w(0, T,BV (Ω)) ∩ L∞(QT ) if there is a function Θ ∈

L1
w(0, T, BV (Ω))∩L∞(QT ) such that Ψ(t) =

∫ t

0

Θ(s)ds, the integral being

taken as a Pettis integral ([27]).

Definition 4. Let ξ ∈
(
L1(0, T, BV (Ω)2)

)∗. We say that ξ is the time
derivative in the space

(
L1(0, T, BV (Ω)2

)∗ of a function u ∈ L1((0, T )×Ω)
if ∫ T

0

〈ξ(t), Ψ(t)〉dt = −
∫ T

0

∫
Ω

u(t, x)Θ(t, x)dxdt

for all test functions Ψ ∈ L1(0, T, BV (Ω)) with compact support in time,
which admit a weak derivative Θ ∈ L1

w(0, T, BV (Ω)) ∩ L∞(QT ).

Note that if w ∈ L1(0, T, BV (Ω)) ∩ L∞(QT ) and z ∈ L∞(QT , IR
N ) is

such that there exists ξ ∈
(
L1(0, T, BV (Ω)

)∗ with div(z) = ξ in D′(QT ),
we can define, associated to the pair (z, ξ), the distribution (z, Dw) in QT

by

〈(z, Dw), φ〉 := −
∫ T

0

〈ξ(t), w(t)φ(t)〉 dt−
∫ T

0

∫
Ω

z(t, x)w(t, x)∇xφ(t, x) dxdt.

(45)
for all φ ∈ D(QT ).

Definition 5. Let ξ ∈
(
L1(0, T, BV (Ω)2)

)∗ and z ∈ L∞(QT , IR
N ). We say

that ξ = div(z) in
(
L1(0, T, BV (Ω)2

)∗ if (z, Dw) is a Radon measure in QT

with normal boundary values [z, ν] ∈ L∞((0, T )× ∂Ω), such that∫
QT

(z, Dw) +
∫ T

0

〈ξ(t), w(t)〉dt =
∫ T

0

∫
∂Ω

[z(t, x), ν]w(t, x)dHN−1dt,

for all w ∈ L1(0, T,BV (Ω)) ∩ L∞(QT ).

Our concept of solution for problem (1) is the following.

Definition 6. A measurable function u : (0, T ) × Ω → IR is an entropy
solution of (1) in QT = (0, T ) × Ω if u ∈ C([0, T ];L1(Ω)), Tk(u(·)) ∈
L1

loc,w(0, T, BV (Ω)) for all k > 0, and there exists ξ ∈
(
L1(0, T, BV (Ω)2

)∗
such that:

(i) (a(u(t),∇u(t)), ξ(t)) ∈ Z(Ω) and [a(u(t),∇u(t)), ν] = 0 a.e. in t ∈
[0, T ],

(ii) ξ is the time derivative of u in
(
L1(0, T, BV (Ω)2)

)∗ in the sense of
Definition 4,

(iii) ξ = div a(u(t),∇u(t)) in the sense of Definition 5, and
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(iv) the following inequality is satisfied

−
∫ T

0

∫
Ω

jk(u(t)− l)ηt dxdt+
∫ T

0

∫
Ω

η(t)h(u(t), DTk(u(t)− l)) dt

+
∫ T

0

∫
Ω

a(u(t),∇u(t)) · ∇η(t)Tk(u(t)− l) dxdt ≤ 0

for all l ∈ IR k > 0, for all η ∈ C∞(QT ), with η ≥ 0, η(t, x) = φ(t)ρ(x),

being φ ∈ D(]0, T [), ρ ∈ C∞(Ω), and k > 0, where jk(r) =
∫ r

0

Tk(s) ds.

We have the following existence and uniqueness result.

Theorem 3. Assume we are under assumptions (H). Then, for any initial
datum u0 ∈ L∞(Ω) there exists a unique entropy solution u of (1) in QT =
(0, T ) × Ω for every T > 0 such that u(0) = u0. Moreover, if we assume
that the bound (27) holds for any (z, ξ) ∈ IR × IRN , then for any initial
datum u0 ∈ L1(Ω) there exists a unique entropy solution u of (1) in QT =
(0, T )×Ω for every T > 0 such that u(0) = u0.

If u(t), u(t) are the entropy solutions corresponding to initial data u0,
u0 ∈ L1(Ω), respectively, then

‖u(t)− u(t)‖1 ≤ ‖u0 − u0‖1 for all t ≥ 0. (46)

Note that, by 2, if u0 ∈ L∞(Ω) we have ‖u(t)‖∞ ≤ ‖u0‖∞.

As in 3 we observe that (H2) is not required if f(z, ξ) = ϕ(z)ψ(ξ) is as
in 1. Using 4 we also observe that 3 holds when a(z, ξ) = |z|5/2ξ

1+|z||ξ| for any
u0 ∈ L∞(Ω), u0 ≥ a, for some a > 0.

Proof. Existence of entropy solutions.

Let us point out that both sets of assumptions can be considered within
the same proof. In case that assumptions (H) hold, we are considering u0 ∈
L∞(Ω), hence the vector fields of type a(u,∇u) are bounded, and this bound
is also true when considering that (27) holds for any (z, ξ) ∈ IR× IRN .

Given u0 ∈ L1(Ω), let u(t) = T (t)u0, being (T (t))t≥0 the semigroup
in L1(Ω) generated by the m-accretive operator B. Then, according to the
general theory of nonlinear semigroups ([13]), we have that u(t) is a mild-
solution of the abstract Cauchy problem

u′(t) + Bu(t) 3 0, u(0) = u0. (47)

Observe that, by Theorem 2, in any of the considered cases we have

T (t)u0 = lim
n→∞

(
I +

t

n
B0

)−n

u0.
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Let us prove that u is an entropy solution of (1) in QT . We divide the
proof in several steps.

Step 1. Let T > 0, K ≥ 1, ∆t = T
K , tn = n∆t, n = 0, . . . ,K − 1. We define

inductively un+1, n = 0, . . . ,K, to be the unique entropy solution of
un+1 − un

∆t
− div a(un+1, Dun+1) = 0 in Ω

∂un+1

∂η
= 0 on ∂Ω,

(48)

where u0 = u0 ∈ L1(Ω). Recall that ‖un‖1 ≤ ‖u0‖1 for all n. We define

uK(t) = u0χ
[t0,t1](t) +

K−1∑
n=1

unχ
(tn,tn+1](t).

We know that uK(t) converges uniformly to u ∈ C([0, T ], L1(Ω)) and ‖u(t)‖1 ≤
‖u0‖1.

If we define

ξK(t) :=
K−1∑
n=0

un+1 − un

∆t
χ

(tn,tn+1](t)

and

zK(t) = a(u1,∇u1)χ[t0,t1](t) +
K−1∑
n=1

a(un+1,∇un+1)χ(tn,tn+1](t),

since un+1 is the entropy solution of (48), we have

ξK(t) = div(zK(t)) in D′(Ω) (49)

h(uK(t+∆t), DTa,b(uK(t+∆t)) ≤ (zK(t), DTa,bu
K(t+∆t)) (50)

[zK(t), ν] = 0 HN−1 − a.e. on ∂Ω. (51)

Since ‖zK(t)‖∞ ≤M for all K ∈ IN and a.e. t ∈ [0, T ], we may assume
that

zK → z ∈ L∞(QT , IR
N ) weakly∗. (52)

Step 2. Given w ∈ BV (Ω)2, from (49) and (51), it follows that∣∣∣∣∫
Ω

ξK(t)w dx
∣∣∣∣ = ∣∣∣∣−∫

Ω

(zK(t), Dw)
∣∣∣∣ ≤M‖w‖BV (Ω)2 .

Thus,
‖ξK(t)‖BV (Ω)∗2

≤M ∀ K ∈ IN and t ∈ [0, T ].
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Consequently, {ξK} is a bounded sequence in L∞(0, T ;BV (Ω)∗2). Now,
since the space L∞(0, T ;BV (Ω)∗2) is a vector subspace of the dual space(
L1(0, T ;BV (Ω)2)

)∗, we can find a subnet ξα of ξK such that

ξα → ξ ∈
(
L1(0, T ;BV (Ω)2)

)∗ weakly∗. (53)

Given η ∈ D(QT ), since η ∈ L1(0, T ;BV (Ω)2), we have

〈ξ, η〉 = lim
α
〈ξα, η〉 = lim

α

∫ T

0

〈ξα(t), η(t)〉 dt

= lim
α

∫ T

0

∫
Ω

ξα(t)η(t) dxdt = lim
α

∫ T

0

∫
Ω

div(zα(t))η(t) dxdt

= − lim
α

∫ T

0

∫
Ω

zα(t) · ∇η(t) dxdt = −
∫

QT

z · ∇η dxdt = 〈divx(z), η〉.

Hence,
ξ = divx(z) in D′(QT ). (54)

On the other hand, if we take η(t, x) = φ(t)ψ(x) with φ ∈ D(]0, T [) and
ψ ∈ D(Ω), the same calculation as above shows that

ξ(t) = divx(z(t)) in D′(Ω) a.e. t ∈ [0, T ]. (55)

Consequently, (z(t), ξ(t)) ∈ Z(Ω) for almost all t ∈ [0, T ], therefore we can
consider [z(t), ν] defined.

Let us see now that ξ is the time derivative of u in the sense of the
4. Let Ψ ∈ L1(0, T, BV (Ω)) be the weak derivative of the function Θ ∈

L1
w(0, T, BV (Ω))∩L∞(QT ), i.e., Ψ(t) =

∫ t

0

Θ(s)ds, the integral being taken

as a Pettis integral, Ψ has compact support in time. We have∫ T

0

∫
Ω

K−1∑
n=0

un+1 − un

∆t
χ

(tn,tn+1](t)Ψ(t) dx dt

=
∫ T

0

∫
Ω

uK(t+∆t)− uK(t)
∆t

Ψ(t) dx dt

=
1
∆t

K∑
n=1

∫ tn+1

tn

∫
Ω

uK(s)Ψ(s−∆t) dxds− 1
∆t

K−1∑
n=0

∫ tn+1

tn

∫
Ω

uK(t)Ψ(t) dxdt

=
1
∆t

∫ tK+1

tK

∫
Ω

uK(s)Ψ(s−∆t) dxds

+
1
∆t

K−1∑
n=1

∫ tn+1

tn

∫
Ω

uK(t)(Ψ(t−∆t)−Ψ(t)) dxdt− 1
∆t

∫ t1

t0

∫
Ω

uK(t)Ψ(t) dxdt
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=
∫ tK

t1

∫
Ω

uK(t)
Ψ(t−∆t)− Ψ(t)

∆t
dxdt− 1

∆t

∫ t1

t0

u0Ψ(t) dt

LettingK →∞, the first term in the above series of inequalities converges to∫ T

0
〈ξ(t), Ψ(t)〉dt, while the last term converges to−

∫ T

0

∫
Ω
Θ(t, x)u(t, x) dxdt.

We obtain ∫ T

0

〈ξ(t), Ψ(t)〉dt = −
∫ T

0

∫
Ω

Θ(t, x)u(t, x) dxds. (56)

Step 3. The boundary condition. Let us now prove that

[z(t), ν] = 0 HN−1 − a.e. on ∂Ω, a.e. t ∈ [0, T ]. (57)

Indeed, if w ∈ BV (Ω) ∩ L∞(Ω), and v ∈ R(Ω) such that v|∂Ω = w|∂Ω , we
have that∫ t

0

〈zα(s), w〉∂Ω ds =
∫ t

0

〈div(zα(s)), v〉 ds+
∫ t

0

∫
Ω

zα(s) · ∇v dxds.

Hence

lim
α

∫ t

0

〈zα(s), w〉∂Ω ds =
∫ t

0

〈ξ(s), v〉 ds+
∫ t

0

∫
Ω

z(s) · ∇v dxds

=
∫ t

0

〈z(s), w〉∂Ω ds =
∫ t

0

∫
∂Ω

[z(s), ν]w dHN−1ds.

(58)

On the other hand, since zα(s) ∈ X1(Ω), if we apply Green’s formula we
have that ∫ t

0

〈div(zα(s)), v〉ds = −
∫ t

0

∫
Ω

zα(s) · ∇v dxds.

Consequently, ∫ t

0

〈zα(s), w〉∂Ω ds = 0.

Taking limits in α, we get∫ t

0

∫
∂Ω

[z(s), ν]w dHN−1ds = 0 (59)

for all w ∈ BV (Ω) ∩ L∞(Ω) and t ∈ [0, T ]. Now, if w ∈ L1(∂Ω), we take
wk ∈ BV (Ω) ∩ L∞(Ω) such that wk|∂Ω = Tk(w), and letting k → ∞, it
follows that ∫ t

0

∫
∂Ω

[z(s), ν]w dHN−1ds = 0

for all w ∈ L1(∂Ω) and t ∈ [0, T ]. Therefore, (57) holds.

Step 4. Next, we prove that ξ = div(z) in
(
L1(0, T,BV (Ω)2)

)∗ in the sense
of the Definition 5. To do that, let us first observe that (z, Dw), defined by
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(45), is a Radon measure in QT for all w ∈ L1
w(0, T, BV (Ω))∩L∞(QT ). Let

φ ∈ D(QT ), then

〈(z, Dw), φ〉 = −
∫ T

0

〈ξ(t), w(t)φ(t)〉 dt−
∫ T

0

∫
Ω

z(t, x) ·∇φ(t, x)w(t, x) dxdt

= −
∫ T

0

〈ξ(t)− ξα(t), w(t)φ(t)〉 dt−
∫ T

0

〈ξα(t), w(t)φ(t)〉 dt

−
∫ T

0

∫
Ω

z(t, x) · ∇φ(t, x)w(t, x) dxdt

= −
∫ T

0

〈ξ(t)− ξα(t), w(t)φ(t)〉 dt+
∫ T

0

〈(zα(t), Dw(t)), φ(t)〉 dt

+
∫ T

0

∫
Ω

zα(t, x) ·∇φ(t, x)w(t, x) dxdt−
∫ T

0

∫
Ω

z(t, x) ·∇φ(t, x)w(t, x) dxdt

Then, taking limits in α, and using (53), we get

〈(z, Dw), φ〉 = lim
α

∫ T

0

〈(zα(t), Dw(t)), φ(t)〉 dt. (60)

Therefore, under any set of assumptions of the Theorem, we have

|〈(z, Dw), φ〉| ≤M‖φ‖∞
∫ T

0

|Dw(t)| dt.

Hence, (z, Dw) is a Radon measure in QT . Moreover, from (60), applying
Green’s formula we obtain that∫

QT

(z, Dw) = lim
α

∫ T

0

(zα(t), Dw(t)) dt

= − lim
α

∫ T

0

∫
Ω

div(zα(t))w(t) dxdt = −
∫ T

0

〈ξ(t), w(t)〉 dt,

that is, ∫
QT

(z, Dw) +
∫ T

0

〈ξ(t), w(t)〉 dt = 0. (61)

Step 5. Let p = Ta,b be any cut-off function, let j be the primitive of p. Let
0 ≤ φ ∈ D((0, T ) × Ω). Multiplying (48) by p(un+1)φ(t, x), t ∈ (tn, tn+1]
integrating in (tn, tn+1]×Ω and adding from n = 0 to n = K − 1, we have

K−1∑
n=0

∫ tn+1

tn

∫
Ω

un+1 − un

∆t
p(un+1)φdxdt+

∫ T

0

∫
Ω

(zK(t), D(p(uK(t+∆t))φ) dt = 0.

(62)
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Since φ has compact support in time in (0, T ), for K large enough we have

−
K−1∑
n=0

∫ tn+1

tn

∫
Ω

un+1 − un

∆t
p(un+1)φdxdt ≤

K−1∑
n=0

∫ tn+1

tn

∫
Ω

j(un)− j(un+1)
∆t

φdxdt

=
K−1∑
n=0

∫ tn+1

tn

∫
Ω

j(uK(t))− j(uK(t+∆t)
∆t

φdxdt =
∫ T

0

∫
Ω

j(uK(t))
φ(t)− φ(t−∆t)

∆t
dxdt.

Hence, from (62) it follows that∫ T

0

∫
Ω

(zK(t), D(p(uK(t+∆t))φ) dt ≤
∫ T

0

∫
Ω

j(uK(t))
φ(t)− φ(t−∆t)

∆t
dxdt.

(63)
Let U be an ultrafilter in IN containing the Fréchet filter. We recall that
if {an}n is a bounded sequence in IR, then {an}n is convergent along the
ultrafilter U and limU defines a bounded linear operator on `∞(IN) ([34],
Chapter IV). Moreover, since U contains the Fréchet filter any convergent
sequence {an}n also converges along U and limU an = limn→∞ an. Using
(63), and taking limits in (62) along the ultrafilter U , we obtain

lim
U

∫ T

0

∫
Ω

(zK(t), D(p(uK(t+∆t))φ) dt ≤
∫ T

0

∫
Ω

j(u(t))φ′(t) dxdt, (64)

which in turn gives

lim
U

∫ T

0

∫
Ω

φ(zK(t), Dp(uK(t+∆t)) dt

≤
∫ T

0

∫
Ω

j(u(t))φ′(t) dxdt−
∫ T

0

∫
Ω

z(t) · ∇φp(u(t)) dxdt.

(65)

Next, let us prove that p(u(·)) ∈ L1
loc,w(0, T, BV (Ω)). Given ε > 0, if we

take in (63) 0 ≤ φ ∈ D((0, T )) such that φ(t) = 1 for t ∈ (ε, T − ε), we get∫ T−ε

ε

∫
Ω

(zK(t), D(p(uK(t+∆t))) dt

≤
∫ T

0

∫
Ω

j(uK(t))
φ(t)− φ(t−∆t)

∆t
dxdt ≤Mε.

This implies that

{(zK(t), Dp(uK(t+∆t))} is a bounded sequence in L1
loc((0, T ),Mb(Ω)),

where Mb(Ω) denotes the space of bounded Radon measures in Ω. Thus,
there is µp ∈Mb(QT ) such that

lim
U

∫ T

0

∫
Ω

φ
(
zK(t), Dp(uK(t+∆t))

)
= 〈µp, φ〉.
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On the other hand, having in mind (29) and (50), we obtain that∫ T−ε

ε

∫
Ω

|D(p(uK(t+∆t))| dt ≤ M̃ε. (66)

Moreover, by Lemma 5 of [3], the map t 7→ ‖p(uK(t))‖BV (Ω) is measurable,
then by the Fatou’s Lemma and (66), it follows that∫ T−ε

ε

lim inf
K→∞

∫
Ω

|D(p(uK(t+∆t))| dt ≤ lim inf
K→∞

∫ T−ε

ε

∫
Ω

|D(p(uK(t+∆t))| dt ≤ M̃ε.

(67)
Now, since the total variation is lower semi-continuous in L1(Ω), we have∫

Ω

|Dp(u(t))| ≤ lim inf
K→∞

∫
Ω

|Dp(uK(t))|,

thus we deduce that p(u(t)) ∈ BV (Ω) for almost all t ∈ (0, T ) and conse-
quently u(t) ∈ TBV (Ω). Then, by (67), applying again Lemma 5 of [3], we
obtain that

p(u(·)) ∈ L1
loc,w(0, T, BV (Ω)). (68)

Step 6. Identification of the vector field. Let us now prove that

z(t) = a(u(t),∇u(t)) a.e. t ∈ (0, T ). (69)

Let 0 ≤ φ ∈ C1
0 ((0, T )×Ω) and g ∈ C1([0, T ]×Ω), and C2 with respect to

x. Let T = Ta,b, a < b (in case that v ∈ L∞(Ω) we could dismiss the use of
the cut-off functions Ta,b). For simplicity, we write T ′(r) to mean χ(a,b)(r).
As in the proof of Theorem 2 (see [5]), let

Jai(x, r) :=
∫ r

0

ai(s,∇g(x)) ds, and J ∂ai
∂xj

(x, r) :=
∫ r

0

∂

∂xj
ai(s,∇g(x)) ds,

i, j ∈ {1, . . . , N}. For simplicity, let us write

D2Ja(x, T (uK(t+∆t))) :=

N∑
i=1

[
∂

∂xi
Jai

(x, T (uK(t+∆t)))− J ∂ai
∂xi

(x, T (uK(t+∆t)))
]
.

(70)

Let us make some remarks concerning the measure D2Ja(x, T (uK(t+∆t))),
which using Volpert’s averaged superposition

a(T (uK(t+∆t)),∇g(x))

=
∫ 1

0

a(τ(T (uK(t+∆t)))+ + (1− τ)(T (uK(t+∆t)))−,∇g(x)) dτ



A Strongly Degenerate Equation 23

and chain’s rule for BV functions ([1], Theorem 3.96) as we did in the proof
of Theorem 2 (see [5]), can be written as

D2Ja(x, T (uK(t+∆t)))

= a(uK(t+∆t),∇g)·∇T (uK(t+∆t))+a(T (uK(t+∆t)),∇g(x))·DsT (uK(t+∆t)).

In particular, we observe that the absolutely continuous part of

D2Ja(x, T (uK(t+∆t)))

is
a(uK(t+∆t),∇g) · ∇T (uK(t+∆t)).

We note that using (50) and (26) we have∫ T

0

∫
Ω

φ(zK(t), D(T (uK(t+∆t))− g)) dt

−
∫ T

0

∫
Ω

φ
[
D2Ja(x, T (uK(t+∆t)))− a(uK(t+∆t),∇g) · ∇g

]
dt

≥
∫ T

0

∫
Ω

φ
[
h(uK(t+∆t), DT (uK(t+∆t)))− zK(t) · ∇g

]
dt

+
∫ T

0

∫
Ω

φa(uK(t+∆t),∇g)·(∇g−∇T (uK(t+∆t))) dxdt−
∫ T

0

∫
Ω

φ(D2Ja(x, T (uK(t+∆t))))s dt

=
∫ T

0

∫
Ω

φ(a(uK(t+∆t),∇uK(t+∆t)))(∇T (uK(t+∆t))−∇g) dx dt

−
∫ T

0

∫
Ω

φa(uK(t+∆t),∇g) · (∇T (uK(t+∆t))−∇g) dxdt

+
∫ T

0

∫
Ω

φ
[
h(uK(t+∆t), DT (uK(t+∆t)))s − (D2Ja(x, T (uK(t+∆t))))s

]
dt

≥ −
∫ T

0

∫
Ω

φ(a(uK(t+∆t),∇uK(t+∆t))−a(uK(t+∆t),∇g))·∇g (1−T ′(uK(t+∆t)))

+
∫ T

0

∫
Ω

φ
[
h(uK(t+∆t), DT (uK(t+∆t)))s − (D2Ja(x, T (uK(t+∆t))))s

]
dt.
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On the other hand, by (H5), (H6) and using the chain rule for BV -
functions,

(D2Ja(x, T (uK(t+∆t))))s = a(T (uK(t+∆t)),∇g(x)) ·DsT (uK(t+∆t))

= a(T (uK(t+∆t)),∇g(x)) · D
sT (uK(t+∆t))

|DsT (uK(t+∆t))|
|DsT (uK(t+∆t))|

=
∫ 1

0

a(τ(T (uK(t+∆t)))++(1−τ)(T (uK(t+∆t)))−,∇g(x)) · D
sT (uK(t+∆t))

|DsT (uK(t+∆t))|
dτ |DsT (uK(t+∆t))|

≤
∫ 1

0

h0

(
τ(T (uK(t+∆t)))+ + (1− τ)(T (uK(t+∆t)))−,

DsT (uK(t+∆t))
|DsT (uK(t+∆t))|

)
dτ |DsT (uK(t+∆t))|

=
∫ 1

0

ϕ(τ(T (uK(t+∆t)))++(1−τ)(T (uK(t+∆t)))−) dτ ψ0

(
DsT (uK(t+∆t))
|DsT (uK(t+∆t))|

)
|DsT (uK(t+∆t))|

= ψ0

(
DT (uK(t+∆t))
|DT (uK(t+∆t))|

)
|DsJϕ(T (uK(t+∆t)))|

= h(T (uK(t+∆t)), DT (uK(t+∆t)))s = h(uK(t+∆t), DT (uK(t+∆t)))s.

Consequently,∫ T

0

∫
Ω

φ
[
h(uK(t+∆t), DT (uK(t+∆t)))s − (D2Ja(x, T (uK(t+∆t))))s

]
dt ≥ 0.

Moreover, we have∫ T

0

∫
Ω

φ(a(uK(t+∆t),∇uK(t+∆t))−a(uK(t+∆t),∇g))·∇g (1−T ′(uK(t+∆t)))

≤
∫ T

0

∫
Ω

φ(a(uK(t+∆t),∇uK(t+∆t))−a(uK(t+∆t),∇g))·∇g (1−T ′(uK(t+∆t)))T ′(u(t))

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t)))
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Therefore, we obtain that∫ T

0

∫
Ω

φ(zK(t), D(T (uK(t+∆t))− g)) dt

−
∫ T

0

∫
Ω

φ
[
D2Ja(x, T (uK(t+∆t)))− a(uK(t+∆t),∇g) · ∇g

]
dt

+
∫ T

0

∫
Ω

φ(a(uK(t+∆t),∇uK(t+∆t))− a(uK(t+∆t),∇g)) · ∇g (1− T ′(uK(t+∆t)))T ′(u(t))

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t))) ≥ 0.

(71)
Our purpose is to take limits as K → ∞ in the above inequality. We

assume that φ(t, x) = η(t)ρ(x), where η ∈ D(0, T ), ρ ∈ D(Ω), η ≥ 0, ρ ≥ 0.
Let j denote the primitive of T . First, integrating by parts in the first term,
for ∆t small enough we have∫ T

0

∫
Ω

φ(zK(t), D(T (uK(t+∆t))−g)) dt = −
∫ T

0

∫
Ω

(T (uK(t+∆t))−g)zK(t)·∇xφ(t) dxdt

−
∫ T

0

∫
Ω

φ(t)(T (uK(t+∆t))−g)div(zK(t)) dxdt = −
∫ T

0

∫
Ω

(T (uK(t+∆t))−g)zK(t)·∇xφ(t) dxdt

−
∫ T

0

∫
Ω

φ(t)(T (uK(t+∆t))− g)ξK(t) dxdt.

Now, ∫ T

0

∫
Ω

φ(t)(T (uK(t+∆t))− g)ξK(t) dxdt

=
∫ T

0

∫
Ω

φ(t)T (uK(t+∆t))
uK(t+∆t)− uK(t)

∆t
dt−

∫ T

0

∫
Ω

φ(t)gξK(t) dt

≥
∫ T

0

∫
Ω

φ(t)
j(uK(t+∆t))− j(uK(t))

∆t
dt−

∫ T

0

∫
Ω

φ(t)gξK(t) dt

=
∫ T

0

∫
Ω

φ(t−∆t)− φ(t)
∆t

j(uK(t)) dt−
∫ T

0

∫
Ω

φ(t)gξK(t) dt.

Hence,∫ T

0

∫
Ω

φ(zK(t), D(T (uK(t+∆t))−g)) ≤ −
∫ T

0

∫
Ω

φ(t−∆t)− φ(t)
∆t

j(uK(t)) dt

+
∫ T

0

∫
Ω

φ(t)gξK(t) dt−
∫ T

0

∫
Ω

(T (uK(t+∆t))− g)zK(t) · ∇xφ(t) dxdt.
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Then, from (71) it follows that

−
∫ T

0

∫
Ω

φ(t−∆t)− φ(t)
∆t

j(uK(t)) dt+
∫ T

0

∫
Ω

φ(t)gξK(t) dt

−
∫ T

0

∫
Ω

(T (uK(t+∆t))− g)zK(t) · ∇xφ(t) dxdt

+
∫ T

0

∫
Ω

φ
[
−D2Ja(x, T (uK(t+∆t))) + a(uK(t+∆t),∇g) · ∇g

]
dt

+
∫ T

0

∫
Ω

φ(a(uK(t+∆t),∇uK(t+∆t))− a(uK(t+∆t),∇g)) · ∇g (1− T ′(uK(t+∆t)))T ′(u(t))

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t))) ≥ 0.

(72)
Letting K →∞ in (72), observing that the integral involving the term (1−
T ′(uK(t+∆t)))T ′(u(t)) goes to zero, and having in mind thatD2Ja(x, T (uK(t+
∆t))) → D2Ja(x, T (u(t+∆t))) weakly as measures as in the proof of 2 (see
[5]), we obtain∫ T

0

∫
Ω

φ′(t)j(u(t)) dt+
∫ T

0

〈φ(t)g, ξ(t)〉 dt−
∫ T

0

∫
Ω

(T (u(t))−g)z(t)·∇xφ(t) dxdt

+
∫ T

0

∫
Ω

φ [−D2Ja(x, T (u(t))) + a(u(t),∇g) · ∇g] dt

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t))) ≥ 0.

Now, using (61), we get∫ T

0

∫
Ω

φ′(t)j(u(t)) dt−
∫ T

0

∫
Ω

φ(t)z(t) · ∇g dxdt

−
∫ T

0

∫
Ω

T (u(t))z(t) · ∇xφ(t) dxdt

+
∫ T

0

∫
Ω

φ [−D2Ja(x, T (u(t))) + a(u(t),∇g) · ∇g] dt

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t))) ≥ 0.

(73)

For any τ > 0, we define the function ητ , as the Dunford integral (see
[27])

ητ (t) :=
1
τ

∫ t

t−τ

η(s)T (u(s)) ds ∈ BV (Ω)∗∗,
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that is,

〈ητ (t), w〉 =
1
τ

∫ t

t−τ

〈η(s)T (u(s)), w〉 ds

for any w ∈ BV (Ω)∗. Then ητ ∈ C([0, T ];BV (Ω)). Moreover, ητ (t) ∈
L2(Ω), and, thus, ητ (t) ∈ BV (Ω)2. In [3] we prove that ητ admits a weak
derivative in L1

w(0, T, BV (Ω)) ∩ L∞(QT ).

On the other hand,∫ T

0

∫
Ω

φ′(t)j(u(t)) dt = lim
τ→0

∫ T

0

∫
Ω

η(t− τ)− η(t)
−τ

j(u(t))ρ(x) dxdt

= lim
τ→0

∫ T

0

∫
Ω

j(u(t+ τ))− j(u(t))
−τ

η(t)ρ(x) dxdt.

(74)

Now, by (56) we have∫ T

0

∫
Ω

j(u(t+ τ))− j(u(t))
−τ

η(t)ρ(x) dxdt ≤ −
∫ T

0

∫
Ω

T (u(t))
u(t+ τ)− u(t)

τ
η(t)ρ(x) dxdt

=
∫ T

0

∫
Ω

u(t)ρ(x)
T (u(t− τ))η(t− τ)− T (u(t))η(t)

−τ
dxdt =

∫ T

0

∫
Ω

u(t)ρ(x)
d

dt
ητ (t) dxdt

= −
∫ T

0

〈ξ(t), ρητ (t)〉 dt = − lim
K→∞

∫ T

0

〈ξK(t), ρητ (t)〉 dt

= − lim
K→∞

∫ T

0

〈
div (zK(t)), ρ

1
τ

∫ t

t−τ

η(s)T (u(s)) ds
〉
dt

= lim
K→∞

∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

(zK(t), D(ρT (u(s)))) ds dt

= lim
K→∞

∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

T (u(s))zK(t) · ∇xρ dx ds dt

+ lim
K→∞

∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

ρ(zK(t), D(T (u(s)))) ds dt

=
∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

T (u(s))z(t) · ∇xρ dx ds dt

+ lim
K→∞

∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

ρzK(t) · [∇T (u(s)) +DsT (u(s))] dx ds dt

≤
∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

T (u(s))z(t) · ∇xρ dx ds dt

+
∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

ρz(t)·∇T (u(s)) dx ds dt+
∫ T

0

1
τ

∫ t

t−τ

η(s)
∫

Ω

ρM |Ds(T (u(s)))| ds dt.
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Then, from (74) it follows that∫ T

0

∫
Ω

φ′(t)j(u(t)) dt ≤
∫ T

0

η(t)
∫

Ω

T (u(t))z(t) · ∇xρ dx dt

+
∫ T

0

η(t)
∫

Ω

ρz(t) · ∇T (u(t)) dx dt+
∫ T

0

η(t)
∫

Ω

ρM |DsT (u(t))| dt.

Hence, taking into account (73), we obtain

0 ≤
∫ T

0

η(t)
∫

Ω

T (u(t))z(t) · ∇xρ dx dt+
∫ T

0

η(t)
∫

Ω

ρz(t) · ∇T (u(t)) dx dt

+
∫ T

0

η(t)
∫

Ω

ρM |DsT (u(t))| dt−
∫ T

0

∫
Ω

φ(t)z(t)·∇g dxdt−
∫ T

0

∫
Ω

T (u(t))z(t)·∇xφ(t) dxdt

+
∫ T

0

∫
Ω

φ [−D2Ja(x, T (u(t))) + a(u(t),∇g) · ∇g] dt

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t))) =
∫ T

0

η(t)
∫

Ω

ρz(t) · ∇T (u(t)) dx dt

+
∫ T

0

η(t)
∫

Ω

ρM |DsT (u(t))| dt−
∫ T

0

η(t)
∫

Ω

ρ(x)z(t) · ∇g dxdt

+
∫ T

0

η(t)
∫

Ω

ρ(x) [−a(u,∇g) · (∇T (u(t))−∇g)] dxdt−
∫ T

0

η(t)
∫

Ω

ρ(D2Ja(x, T (u(t))))s dt

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t)))

=
∫ T

0

η(t)
∫

Ω

ρ(x)(z(t)− a(u(t),∇g)) · (∇T (u(t))−∇g) dxdt

+
∫ T

0

η(t)
∫

Ω

ρ(M |DsT (u(t))| − (D2Ja(x, T (u(t))))s) dt

+M‖∇g‖∞
∫ T

0

∫
Ω

φ (1− T ′(u(t)))

for all φ(t, x) = η(t)ρ(x), η ∈ D(0, T ), ρ ∈ D(Ω), η, ρ ≥ 0. Thus, the
measure

([z(t)− a(u(t),∇g)] · ∇(T (u(t))− g) +M |DsT (u(t))| − (D2Ja(x, T (u(t))))s)

+M‖∇g‖∞ (1− T ′(u(t))) ≥ 0.

Then its absolutely continuous part

[z(t)− a(u(t),∇g)] · ∇(u(t)− g) +M‖∇g‖∞ (1− T ′(u(t))) ≥ 0.

In particular, for x ∈ [a ≤ u(t) ≤ b] we have

[z(t)− a(u(t),∇g)] · ∇(u(t)− g) ≥ 0 a.e..
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Since this holds for any values of a, b with a < b, we have that the inequality
holds a.e. in Ω. Since we may take a countable set dense in C1([0, T ]×Ω), we
have that the above inequality holds for all (t, x) ∈ S where S ⊆ (0, T )×Ω
is such that LN ((0, T ) × Ω \ S) = 0, and all g ∈ C1([0, T ] × Ω). Now,
fixed (t, x) ∈ S, and given y ∈ IRN , there is g ∈ C1([0, T ] × Ω) such that
∇g(t, x) = y. Then

(z(t, x)− a(u(t), y)) · (∇u(t, x)− y) ≥ 0 ∀y ∈ IRN and ∀(t, x) ∈ S.

and, by an application of the Minty-Browder’s method in IRN , it follows
that

z(t, x) = a(u(t, x),∇u(t, x)) a.e. (t, x) ∈ QT ,

and (69) follows.

Step 7. u(t) satisfies the entropy inequalities.

Lemma 1. As above, let p = Ta,b, a < b. We have

z · ∇p(u) + f(p(u), Dp(u))s ≤ µp.

In other words,
µp ≥ h(u,Dp(u)).

Proof. By (50) we have

zK(t) ·Dsp(uK(t+∆t))) ≥ f(uK(t+∆t), Dp(uK(t+∆t)))s

for all t ∈ (0, T ). Let 0 ≤ φ ∈ C0(QT ). Taking the above inequality into
account and the convexity of f , we compute∫ T

0

∫
Ω

zK(t) · ∇p(u(t))φdxdt ≤
∫ T

0

∫
Ω

zK(t) · ∇p(uK(t+∆t))φdxdt

+
∫ T

0

∫
Ω

f(p(uK(t+∆t)),∇p(u(t)))φdxdt−
∫ T

0

∫
Ω

f(p(uK(t+∆t)),∇p(uK(t+∆t)))φdxdt

≤
∫ T

0

∫
Ω

φ(zK(t), Dp(uK(t+∆t)) dt−
∫ T

0

∫
Ω

φf(uK(t+∆t), Dp(uK(t+∆t)))s dt

+
∫ T

0

∫
Ω

f(p(uK(t+∆t)),∇p(u(t)))φdxdt−
∫ T

0

∫
Ω

f(p(uK(t+∆t)),∇p(uK(t+∆t)))φdxdt

=
∫ T

0

∫
Ω

φ(zK(t), Dp(uK(t+∆t)) dt+
∫ T

0

∫
Ω

f(p(uK(t+∆t)),∇p(u(t)))φdxdt

−
∫ T

0

∫
Ω

φf(p(uK(t+∆t)), Dp(uK(t+∆t))) dt.

Letting K →∞ and using that∫ T

0

∫
Ω

φf(p(u(t)), Dp(u(t))) dt ≤ lim inf
K

∫ T

0

∫
Ω

φf(p(uK(t+∆t)), Dp(uK(t+∆t))) dt,



30 F. Andreu et al.

we obtain ∫ T

0

∫
Ω

z(t) · ∇p(u(t))φdxdt

≤ 〈µp, φ〉+
∫ T

0

∫
Ω

f(p(u(t)),∇p(u(t)))φdxdt−
∫ T

0

∫
Ω

φf(p(u(t)), Dp(u(t))) dt

= 〈µp, φ〉 −
∫ T

0

∫
Ω

φf(p(u(t)), Dp(u(t)))s dt,

and the proof of the lemma is complete. ut

From the above lemma, using (65) we obtain that the mild-solution u
satisfies the entropy inequalities∫ T

0

∫
Ω

φh(u,Dp(u)) dt ≤

∫ T

0

∫
Ω

j(u(t))φ′(t) dxdt−
∫ T

0

∫
Ω

z(t) · ∇φ(t)p(u(t)) dxdt.

(75)

for any cut-off function p and any φ a smooth function of compact support
in time, in particular of the form φ(t, x) = φ1(t)ρ(x), φ1 ∈ D((0, T )), ρ ∈
C1(Ω). Now, given l ∈ IR and k > 0, if we take in (75) p(r) := Tk(r − l) =
Tl−k,l+k(r)− l and j(r) =

∫ r

l
p(s) ds, we obtain that

−
∫ T

0

∫
Ω

jk(u(t)− l)ηt dxdt+
∫ T

0

∫
Ω

η(t)h(u(t), DTk(u(t)− l)) dt

+
∫ T

0

∫
Ω

a(u(t),∇u(t)) · ∇η(t)Tk(u(t)− l) dxdt ≤ 0,

and this concludes the proof of existence of solutions of (1).

Uniqueness of entropy solutions.

Let u be an entropy solution of (1) corresponding to the initial condi-
tions u0 ∈ L1(Ω), and let u be the semigroup solution of (1) corresponding
to the initial condition u0 ∈ L∞(Ω). Notice that, by the existence proof, u is
also an entropy solution of (1). Then, there exist ξ, ξ ∈

(
L1(0, T, BV (Ω)2

)∗
such that if z(t) := a(u(t),∇u(t)) and z(t) := a(u(t),∇u(t)), we have
(z(t), ξ(t)), (z(t), ξ(t)) ∈ Z(Ω) for almost all t ∈ [0, T ] and

[z(t), ν] = [z(t), ν] = 0 a.e. in t ∈ [0, T ], (76)

ξ, ξ are the time derivatives of u, u in
(
L1(0, T, BV (Ω)2)

)∗
, resp., (77)

ξ = div z(t) and ξ = div z(t) in the sense of 5, (78)
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and, if l1, l2 ∈ IR, then

−
∫ T

0

∫
Ω

jε(u(t)− l1)ηt +
∫ T

0

∫
Ω

η(t)h(u(t), DTε(u(t)− l1))

+
∫ T

0

∫
Ω

z(t) · ∇η(t) Tε(u(t)− l1) ≤ 0,

(79)

and

−
∫ T

0

∫
Ω

jε(u(t)− l2)ηt +
∫ T

0

∫
Ω

η(t)h(u(t), DTε(u(t))− l2)

+
∫ T

0

∫
Ω

z(t) · ∇η(t) Tε(u(t)− l2) ≤ 0,

(80)

for all η ∈ C∞(QT ), with η ≥ 0, η(t, x) = φ(t)ρ(x), being φ ∈ D(]0, T [),

ρ ∈ C∞(Ω), and jε(r) =
∫ r

0

Tε(s) ds.

We choose two different pairs of variables (t, x), (s, y) and consider u,
z as functions in (t, x), u, z in (s, y). Let 0 ≤ φ ∈ D(]0, T [), ρn a classical
sequence of mollifiers in IRN and ρ̃n a sequence of mollifiers in IR. Define

ηn(t, x, s, y) := ρn(x− y)ρ̃n(t− s)φ
(
t+ s

2

)
.

For (s, y) fixed, if we take in (79) l1 = u(s, y) we get

−
∫ T

0

∫
Ω

jε(u(t, x)− u(s, y))(ηn)t dxdt

+
∫ T

0

∫
Ω

ηnh(u(t, x), DxTε(u(t, x)− u(s, y))) dt

+
∫ T

0

∫
Ω

z(t, x) · ∇xηn Tε(u(t, x)− u(s, y)) dxdt ≤ 0.

(81)

Similarly, for (t, x) fixed, if we take in (80) l2 = u(t, x) we get

−
∫ T

0

∫
Ω

jε(u(s, y)− u(t, x))(ηn)s dyds

+
∫ T

0

∫
Ω

ηnh(u(s, y), DyTε(u(s, y)− u(t, x))) ds

+
∫ T

0

∫
Ω

z(s, y) · ∇yηn Tε(u(s, y)− u(t, x)) dyds ≤ 0.

(82)
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Now, since Tε(−r) = −Tε(r), jε(−r) = jε(r) and h(x, ξ) = h(x,−ξ), we can
rewrite the last inequality as

−
∫ T

0

∫
Ω

jε(u(t, x)− u(s, y))(ηn)s dyds

+
∫ T

0

∫
Ω

ηnh(u(s, y), DyTε(u(t, x)− u(s, y))) ds

−
∫ T

0

∫
Ω

z(s, y) · ∇yηn Tε(u(t, x)− u(s, y)) dyds ≤ 0.

(83)

Integrating (81) in (s, y), (83) in (t, x), adding the two inequalities and
taking into account that ∇xηn +∇yηn = 0, we have

−
∫

QT×QT

jε(u(t, x)− u(s, y))
(
(ηn)t + (ηn)s

)
+
∫

QT×QT

ηnh(u(t, x), DxTε(u(t, x)− u(s, y)))

+
∫

QT×QT

ηnh(u(s, y), DyTε(u(t, x)− u(s, y)))

+
∫

QT×QT

z(s, y) · ∇xηnTε(u(t, x)− u(s, y))

−
∫

QT×QT

z(t, x) · ∇yηnTε(u(t, x)− u(s, y)) ≤ 0.

(84)

Now, by Green’s formula and the identities z(t, x) = a(u(t, x),∇u(t, x)),
z(s, y) = a(u(s, y),∇u(s, y)), we have

Jn :=
∫

QT×QT

z(s, y)·∇xηn Tε(u(t, x)−u(s, y))+
∫

QT×QT

ηnh(u(t, x), DxTε(u(t, x)−u(s, y)))

−
∫

QT×QT

z(t, x)·∇yηn Tε(u(t, x)−u(s, y))+
∫

QT×QT

ηnh(u(s, y), DyTε(u(t, x)−u(s, y)))

= −
∫

QT×QT

ηn

(
z(s, y), DxTε(u(t, x)− u(s, y))

)
+
∫

QT×QT

ηnh(u(t, x), DxTε(u(t, x)−u(s, y)))+
∫

QT×QT

ηn

(
z(t, x), DyTε(u(t, x)−u(s, y))

)
+
∫

QT×QT

ηnh(u(s, y), DyTε(u(t, x)− u(s, y)))

=
∫

QT×QT

ηn(Tε)′(u(t, x)−u(s, y))[z(t, x)−z(s, y)] · (∇xu(t, x)−∇yu(s, y))
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−
∫

QT×QT

ηnz(s, y)·Ds
xTε(u(t, x)−u(s, y))+

∫
QT×QT

ηnh(u(t, x), DxTε(u(t, x)−u(s, y)))s

+
∫

QT×QT

ηnz(t, x)·Ds
yTε(u(t, x)−u(s, y))+

∫
QT×QT

ηnh(u(s, y), DyTε(u(t, x)−u(s, y)))s

= J1
n + J2

n + J3
n.

Let us analyze the term

J2
n := −

∫
QT×QT

ηnz(s, y)·Ds
xTε(u(t, x)−u(s, y))+

∫
QT×QT

ηnh(u(t, x), DxTε(u(t, x)−u(s, y)))s.

Let us define uε(t, x, s, y) := T−ε+u(s,y),ε+u(s,y)(u(t, x)). Observe that, since
u ∈ L∞(QT ), we have that uε(t, ·, s, y) ∈ BV (Ω). Since

Tε(u(t, x)− u(s, y)) = T−ε+u(s,y),ε+u(s,y)(u(t, x))− u(s, y)),

we have
Ds

x(Tε(u(t, x)− u(s, y)) = Ds
xuε(t, x, s, y)

For simplicity, we shall not always write all arguments of these functions.
On the other hand, by (H5) and (H6), we have

z(s, y) ·Ds
xuε(t, x, s, y) =

(
z(s, y) · −−−−−−−−−−→Ds

xuε(t, x, s, y)
)
|Ds

xuε(t, x, s, y)|

≤ ϕ(u(s, y))ψ0
(−−−−−−−−−−→
Ds

xuε(t, x, s, y)
)
|Ds

xuε(t, x, s, y)|.

Hence,

J2
n ≥ −

∫
QT×QT

ηnϕ(u(s, y))ψ0
(−−−−−−−−−−→
Ds

xuε(t, x, s, y)
)
|Ds

xuε(t, x, s, y)|

+
∫

QT×QT

ηnh(u(t, x), Dxuε(t, x, s, y)))s

=
∫

QT×QT

ηnϕ(u(t, x))ψ0
(−−−−−−−−−−→
Ds

xuε(t, x, s, y)
)
|Dc

xuε(t, x, s, y)|

−
∫

QT×QT

ηnϕ(u(s, y))ψ0
(−−−−−−−−−−→
Ds

xuε(t, x, s, y)
)
|Dc

xuε(t, x, s, y)|

+
∫

QT

∫ T

0

[∫
Juε

ηn
1

(uε)+(x)− (uε)−(x)

(∫ (uε)
+(x)

(uε)−(x)

ϕ(τ) dτ

)
ψ0
(−−−−−−−−−−→
Ds

xuε(t, x, s, y)
)
|Dj

xuε(t, x, s, y)|

]

−
∫

QT

∫ T

0

(∫
Ω

ηnϕ(u(s, y))ψ0
(−−−−−−−−−−→
Ds

xuε(t, x, s, y)
)
|Dj

xuε(t, x, s, y)|
)

= J2,1
n + J2,2

n ,



34 F. Andreu et al.

where J2,1
n denotes the first and second terms of the above expression, and

J2,2
n the third and fourth terms. Let us write S = T−‖u‖−ε,‖u‖+ε. Now, since
ϕ is Lipschitz continuous, we have

|J2,1
n | ≤

∫
QT×QT

ηn|ϕ(u(t, x))−ϕ(u(s, y))|ψ0
(−−−−−−−−−−→
Ds

xuε(t, x, s, y)
)
|Dc

xuε(t, x, s, y)|

≤ Rn

∫
QT×QT

|u(t, x)− u(s, y)| |Dc
xuε(t, x)|

= Rn

∫
QT

∫
{−ε+u(s,y)<u(t,x)<ε+u(s,y)}

|u(t, x)− u(s, y)| |Dc
xS(u(t, x))|

≤ εRn

∫
QT

∫
{−ε+u(s,y)<u(t,x)<ε+u(s,y)}

|Dc
xS(u(t, x))|

= εRn

∫
QT

(∫ T

0

(∫ ε+u(s,y)

−ε+u(s,y)

Per({S(u)(t, x) ≥ λ}) dλ

)
dt

)
dyds,

(for some constant Rn > 0) which yields

1
ε
J2,1

n ≥ o(ε) ∀n ∈ IN, (85)

where o(ε) is an expression that tends to 0 as ε→ 0+.

On the other hand, working in a similar way as before,

1
ε
J2,2

n ≥ o(ε) ∀n ∈ IN. (86)

Then, by (85) and (86), we get

1
ε
J2

n ≥ o(ε) ∀n ∈ IN. (87)

In a similar way, we obtain

1
ε
J3

n ≥ o(ε) ∀n ∈ IN, (88)

where

J3
n :=

∫
QT×QT

ηnz(t, x)·Ds
yTε(u(t, x)−u(s, y))+

∫
QT×QT

ηnh(u(s, y), DyTε(u(t, x)−u(s, y)))s.

Now let us compute J1
n. By (31) it follows that

J1
n :=

∫
QT×QT

ηn(Tε)′(u(t, x)−u(s, y))[z(t, x)−z(s, y)]·(∇xS(u(t, x))−∇yu(s, y))

≥ −C
∫

QT×QT

ηn(Tε)′(u(t, x)−u(s, y))|u(t, x)−u(s, y)| ‖∇xS(u(t, x))−∇yu(s, y)‖
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≥ −Cε
∫

QT×QT

ηn(Tε)′(u(t, x)− u(s, y)) ‖∇xS(u(t, x))−∇yu(s, y)‖.

Since ∇xS(u),∇yu are both integrable, we have that

1
ε
J1

n ≥ o(ε) ∀n ∈ IN. (89)

From (87), (88) and (89), it follows that

1
ε
Jn ≥ o(ε) ∀n ∈ IN,

which yields, taking into account (84),

−1
ε

∫
QT×QT

jε(u(t, x)− u(s, y))
(
(ηn)t + (ηn)s

)
+ o(ε) ≤ 0. (90)

Letting ε→ 0+ in (90), it yields∫
QT×QT

|u(t, x)− u(s, y)|
(
(ηn)t + (ηn)s

)
≥ 0. (91)

Then, since

(ηn)t + (ηn)s = ρn(x− y)ρ̃n(t− s)φ′
(
t+ s

2

)
,

passing to the limit in (91) as n→ +∞, we obtain∫
QT

|u(t, x)− u(t, x)|φ′(t) dxdt ≥ 0.

Since this is true for all 0 ≤ φ ∈ D(]0, T [), we have

d

dt

∫
Ω

|(u(t, x)− u(t, x)| ≤ 0.

Hence∫
Ω

|u(t, x)− u(t, x)| dx ≤
∫

Ω

|u0(x)− u0(x)| dx for all t ≥ 0.

In particular, let un(t) := T (t)u0, where u0,n ∈ L∞(Ω) and u0,n → u0

in L1(Ω). By the above estimate, we have∫
Ω

|u(t, x)− un(t)| dx ≤
∫

Ω

|u0 − u0,n| dx for all t ≥ 0.

Consequently, letting n → ∞, we obtain that u(t) = T (t)u0. We have
proved that entropy solutions coincide with semigroup solutions. Estimate
(46) follows. ut
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Remark 5. When applying Kruzhkov’s method, if instead of multiplying by
Tε(u(t, x) − u(s, y)) we multiply by Tε(u(t, x) − u(s, y))+, we obtain the
estimate∫

Ω

(u(t, x)− u(t, x))+ dx ≤
∫

Ω

(u0(x)− u0(x))+ dx, ∀t ≥ 0. (92)

Remark 6. Note that the proof of 3 shows that under assumptions (H) we
have uniqueness of entropy solutions of (1). Moreover, given u0 ∈ L1(Ω),
if there exists an entropy solution u(t) of (1) such that u(0) = u0, then
u(t) = T (t)u0 for all t ≥ 0. Now, we only know that u(t) is an entropy
solution (in which case u(t) = T (t)u0) if we assume that the bound (27)
holds for any (z, ξ) ∈ IR × IRN , or u0 ∈ L∞(Ω). It is an open problem if
u(t) = T (t)u0 is an entropy solution for all u0 ∈ L1(Ω) under assumptions
(H).

Remark 7. The following question was raised by one of the referees: can we
adapt the uniqueness proof in [25] (for (2)) to the case of several space vari-
ables? Indeed, it is difficult to give a complete answer, but we can comment
on the main difficulties raised by this extension.
1) The uniqueness proof in [25] is based on the fact that solutions u are BV
in (t, x). This implies that the set of jump points of u is countably rectifiable
and the proof exploits (as we also do) the structure of BV functions. We
know that there exist solutions of (1) such that Tk(u(t)) ∈ BV (Ω) for
almost any t ∈ (0, T ) and any k > 0. If u ∈ L∞((0, T ) × Ω), then we
know that u(t) ∈ BV (Ω) for almost any t ∈ (0, T ). But we do not know
if ut is a Radon measure, i.e., we do not know if u ∈ BV ((0, T ) × Ω) (or
Tk(u) ∈ BV ((0, T ) × Ω) for any k > 0). This seems plausible (and it is
further supported by the results in [7,8]) but we do not have a proof of it.
2) Even in the case a(z, ξ) = ϕ(z)ψ(ξ), z ∈ IR, ξ ∈ IRN , we do not know if
ψ(∇u) is continuous. This result was needed to prove a Rankine-Hugoniot
formula on the discontinuities of the solution u (Lemma 3.2 in [25]). The con-
tinuity of ψ(∇u) was used to compute averages of products like ϕ(u)ψ(∇u).
The only thing we know is that div a(u(t),∇u(t)) ∈ BV (Ω)∗. Even if we
know that div a(u(t),∇u(t)), or equivalently ut, is a Radon measure (which
in view of the examples in [7,8] seems plausible), or even a function in
L1(Ω), we would need to make possible the computations in [25], Lemma
3.2. The computations involved would require to prove some normal trace
theorems for vector fields whose divergence is a Radon measure (even in
the simpler case where the divergence is in L1 the trace theorems should be
proved).
3) The uniqueness proof in [25] is based on a suitable choice of test functions
constructed by regularizing the sign of the difference of two solutions. The
entropy conditions are imposed in Oleinik’s form. The extension of Oleinik’s
entropy conditions to the case of scalar conservation laws in several space
variables was done by Volpert [36] who proved uniqueness of such entropy so-
lutions in case that they are in BV with respect to space and time variables.
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In the formulation of Kruzhkov [31] those entropy conditions are written as
a family of integral inequalities which coincide with Volpert’s conditions in
case that our solutions are in BV with respect to (t, x), but extend them
since they are valid for functions which are only in L1

loc in (t, x). In this gen-
eral context, Kruzhkov’s formulation of entropy conditions [31] seems more
adapted and permits to prove uniqueness by means of the doubling variables
technique introduced in [31]. This approach has been pursued for degener-
ate parabolic and elliptic equations in [20,21,11], to quote some works. The
extension to the case of equations of type (6) where a(x, ξ) = ∇ξf(x, ξ),
f(x, ·) being a convex function of ξ with linear growth as ‖ξ‖ → ∞ has
been considered in [2,3] (see also [6]) where solutions are considered in a
sense analogous to 6 and uniqueness is proved using the doubling variables
technique. In general, in this case, as in the present paper, we do not know
if the solution u is BV in (t, x). Thus, the remaining question is if we can
prove in some cases that solutions of (1) are BV in (t, x) and the uniqueness
proof given by P. Dal Passo in [25] can be extended to this case. This is an
interesting question and deserves further exploration.
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