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Abstract

In this paper we study the best constant,�1(�) for the trace map fromW1,1(�) intoL1(��). We
show that this constant is attained inBV (�) when�1(�)<1. Moreover, we prove that this constant
can be obtained as limit whenp ↘ 1 of the best constant ofW1,p(�) ↪→ Lp(��). To perform the
proofs we will look at Neumann problems involving the 1-Laplacian,�1(u)= div(Du/|Du|).
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1. Introduction

Let � be a bounded set inRN with Lipschitz continuous boundary��. Of importance
in the study of boundary value problems for differential operators in� are the Sobolev
trace inequalities. In particular,W1,1(�) ↪→ L1(��) and hence the following inequality
holds:

�‖u‖L1(��)�‖u‖1,1,
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for all u ∈ W1,1(�). The best constant for this embedding is the largest� such that the
above inequality holds, that is,

�1(�)= inf

{∫
�
|u| +

∫
�
|∇u|: u ∈ W1,1(�),

∫
��
|u| = 1

}
. (1)

Our main interest in this paper is to study the dependence of the best constant�1(�) and
extremals (functions where the constant is attained) on the domain. A related problem was
studied by Demengel in[8] (see Remark 2). We remark that the existence of extremals is
not trivial, due to the lack of compactness of the embedding.
For 1<p�N , let us consider the variational problem

inf

{∫
�
|u|p +

∫
�
|∇u|p: u ∈ W1,p(�),

∫
��
|u|p = 1

}
. (2)

If we denote by�p(�) the above infimum, we have that

�p(�)= inf

{∫
� |u|p +

∫
� |∇u|p∫

�� |u|p
: u /≡ 0 on ��, u ∈ W1,p(�)

}
(3)

is the best constant for the tracemap fromW1,p(�) intoLp(��). Due to the compactness of
the embeddingW1,p(�) ↪→ Lp(��), it is well known (see for instance[10]) that problem
(3) has a minimizer inW1,p(�). These extremals are weak solutions of the following
problem:

{�pu= |u|p−2u in �,

|∇u|p−2 �u
��

= �|u|p−2u on ��,
(4)

where�pu= div(|∇u|p−2∇u) is thep-Laplacian,�/�� is the outer unit normal derivative
and if we use the normalization‖u‖Lp(��) = 1, one can check that�= �p(�), see[11].
Our first result says that�1(�) is the limit asp ↘ 1 of �p(�) and provides a bound for

�1(�).

Theorem 1.We have that

lim
p↘1�p(�)= �1(�)

and

�1(�)� min

{ |�|
P(�)

,1

}
,

whereP(�) stands for the perimeter of�.
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Therefore, it seems natural to search for an extremal for�1(�) as the limit of extremals
for �p(�) whenp ↘ 1. Formally, if we take limit asp ↘ 1 in Eq. (4), we get




�1u := div

(
Du

|Du|
)
= u

|u| in �,

Du

|Du| · �= �1(�)
u

|u| on ��.

(5)

Hencewewill lookatNeumannproblems involving the1-Laplacian,�1(u)=div(Du/|Du|)
in the context of bounded variation functions (the natural context for this type of problems).
To our knowledge the results obtained here have independent interest.
We shall say that� has thetrace-propertyif there exists a vector fieldz� ∈ L∞(�,RN),

with ‖z�‖∞�1 such that div(z�) ∈ L∞(�) and

[z�, �] = �1(�)HN−1-a.e. on ��.

Our main result states that for any domain having the trace property, the best Sobolev
trace constant,�1(�), is attained by a function inL1(�) whose derivatives in the sense of
distributions are bounded measures on�, that is a function with bounded variation.

Theorem 2. Let� be a bounded open set inRN with the trace-property. Then, there exists a
nonnegative function of bounded variation which is a minimizer of the variational problem
(1) and a solution of problem(5).

We will see that every bounded domain� with �1(�)<1, has the trace-property. Hence
we have proved that, if�1(�)<1 then there exists an extremal. Moreover, using results
from [12], we can find examples of domains (a ball or an annulus) such that�1(�) = 1
and verify the trace property (and therefore they have extremals). We also prove that every
planar domain� with a point of curvature greater than 2 verifies�1(�)<1.

Organization of the paper.In Section 2 we collect some preliminary results and prove
Theorem 1. In Section 3 we deal with the Neumann problem for the equation div(z) = 1.
Finally, in Section 4we use these results to prove themain theorem, Theorem2. Throughout
this paperC andc denote constants that may change from one line to another.

2. Preliminary results. Proof of Theorem 1

Let us begin with some notation and definitions. Recall that a functionu ∈ L1(�)whose
partial derivatives in the sense of distributions are measures with finite total variation in�
is called afunction of bounded variation. The class of such functions will be denoted by
BV (�). Thusu ∈ BV (�) if and only if there are Radon measures�1, . . . ,�N defined in
� with finite total mass in� and∫

�
uDi�=−

∫
�

�d�i
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for all � ∈ C∞0 (�), i = 1, . . . , N . Thus the gradient ofu is a vector valued measure with
finite total variation

|Du|(�)= sup

{∫
�
udiv�: � ∈ C∞0 (�,RN), |�(x)|�1 for x ∈ �

}
.

The set of bounded variation functions,BV (�), is a Banach space endowed with the norm

‖u‖BV (�) := ‖u‖1+ |Du|(�)=
∫
�
|u| +

∫
�
|Du|.

A measurable setE ⊂ RN is said to be offinite perimeterin � if �E ∈ BV (�), in this
case the perimeter ofE in � is defined asP(E,�) := |D�E |. We shall use the notation
P(E) := P(E,RN), andPf (�) shall denote the set of all subset of� of finite perimeter.
For a set of finite perimeterEone can define the essential boundary�∗E, which is countably
(N−1) rectificablewith finiteHN−1measure, andcompute theunit normal�E(x)atHN−1
almost all pointsx of �∗E, whereHN−1 is the(N − 1) dimensional Hausdorff measure,
and|D�E | coincides with the restriction ofHN−1 to �∗E.
It is well known (see,[1,9] or [13]) that for a given functionu ∈ BV (�) there exists a

sequenceun ∈ W1,1(�) such thatun strict converges tou, i.e.,

un → u in L1(�) and
∫
�
|∇un| →

∫
�
|Du|.

Moreover, there is a trace operator�: BV (�)→ L1(��) such that

‖�(u)‖L1(��)�C‖u‖BV (�) ∀u ∈ BV (�) (6)

for some constantC depending only on�. The trace operator� is continuous between
BV (�), endowed with the topology induced by the strict convergence, andL1(��). In the
sequel we write�(u)= u.
From the above results, we get

�1(�)= inf

{∫
� |u| +

∫
� |Du|∫

�� |u|
: u /≡ 0 on ��, u ∈ BV (�)

}
.

Let us recall a generalized Green’s formula given in[5] (see also[4]). For 1�p<∞, let

Xp(�)= {z ∈ L∞(�,RN): div(z) ∈ Lp(�)}.
If z ∈ Xp(�) andw ∈ BV (�) ∩ Lp′(�) the functional(z,Dw): C∞0 (�)→ R is defined
by the formula

〈(z,Dw),�〉 = −
∫
�
w�div(z)−

∫
�
wz · ∇�.

Then(z,Dw) is a Radon measure in�,∫
�
(z,Dw)=

∫
�
z · ∇w
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for all w ∈ W1,1(�) ∩ L∞(�) and∣∣∣∣
∫
B

(z,Dw)

∣∣∣∣ �
∫
B

|(z,Dw)|�‖z‖∞
∫
B

|Dw| (7)

for any Borel setB ⊆ �.
In [5], a weak trace on�� of the normal component ofz ∈ Xp(�) is defined. Concretely,

it is proved that there exists a linear operator	: Xp(�)→ L∞(��) such that

‖	(z)‖∞�‖z‖∞,

	(z)(x)= z(x) · �(x) for all x ∈ �� if z ∈ C1(�,RN).

We shall denote	(z)(x) by [z, �](x). Moreover, the followingGreen’s formula, relating
the function[z, �] and the measure(z,Dw), for z ∈ Xp(�) and w ∈ BV (�)∩Lp′(�), is
established:∫

�
w div(z)dx +

∫
�
(z,Dw)=

∫
��
[z, �]w dHN−1. (8)

Now we can prove Theorem 1.

Proof of Theorem 1.We have to prove that

lim
p↘1�p(�)= �1(�) (9)

and

�1(�)� min

{ |�|
P(�)

,1

}
. (10)

Since

�p(�)‖u‖p
Lp(��)

�‖u‖p1,p ∀u ∈ W1,p(�)

if we set

�∗ := lim sup
p↘1

�p(�)

we have

�∗‖u‖L1(��)�‖u‖1,1 ∀u ∈ W1,1(�)

from where it follows that�∗��1(�), that is

lim sup
p↘1

�p(�)��1(�). (11)

Let vp be a minimizer of problem (3). Then, ifup := apvp, with ap satisfying

ap =
(∫

��
|vp|

)1/(p−1)(∫
��
|vp|p

)1/(1−p)
,
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we get∫
��
|up| =

∫
��
|up|p

and consequently

�p(�)=
∫
� |up|p +

∫
� |∇up|p∫

�� |up|
. (12)

Applying Hölder’s inequality and (12), we have

�1(�)�
∫
� |up| +

∫
� |∇up|∫

�� |up|
� |�|1/p′

(∫
�

(|up| + |∇up|
)p)1/p∫

�� |up|

� |�|1/p′2(p−1)/p
(∫

� |up|p +
∫
� |∇up|p

)1/p∫
�� |up|

= |�|1/p′2(p−1)/p �p(�)1/p(∫
�� |up|

)1/p′ .
Hence

�p(�)��1(�)p
21−p

|�|p/p′
(∫

��
|up|

)p/p′

from where it follows that

lim inf
p↘1 �p(�)��1(�). (13)

Now, (9) follows from (11) and (13).
Takingu= ��, we obtain that

�1(�)�
∫
� |��| +

∫
� |D��|∫

�� |��|
= |�|

P(�)
.

On the other hand, if�ε := {x ∈ �: d(x, ��)< ε}, we have

�1(�)�
∫
� |��ε

| + ∫
� |D��ε

|∫
�� |��ε

| = |�ε| + P(�ε,�)

P (�)
.

Hence, takingε → 0+, it follows that�1(�)�1. Therefore, (10) holds.�

It is well known (see for instance[11]) that, for everyp>1, there exist an extremal
for the embeddingW1,p(�) ↪→ Lp(��) (this embedding is compact). This is a solution
0�up ∈ W1,p(�) of the equation

�p(�)=
∫
�
|up|p +

∫
�
|∇up|p,

∫
��
|up| = 1, (14)
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such thatup >0 and satisfies in the weak sense{
�pup := div(|∇up|p−2∇up)= |up|p−2up in �,

|∇up|p−2∇up · �= �p(�)|up|p−2up on ��.
(15)

Now, byYoung’s inequality we have

�1(�)�
∫
�
|up| +

∫
�
|∇up|� 1

p

(∫
�
|up|p +

∫
�
|∇up|p

)
+ 2

p′
|�|

= 1

p
�p(�)+ 2

p′
|�|.

Then, by (9) it follows that

�1(�)= lim
p↓1

∫
�
|up| +

∫
�
|∇up|. (16)

Moreover, by the compact embedding ofBV (�) intoL1(�), we can suppose that

up → u ∈ BV (�) in theL1-norm and a.e. in � (17)

and

∇up → Du weakly∗ as measures. (18)

Then, we have

∃A := lim
p↓1

∫
�
|∇up| = �1(�)−

∫
�
|u|. (19)

On the other hand, by the lower-semi-continuity of the total variation respect theL1-norm,
we get∫

�
|Du|� lim inf

p↓1

∫
�
|∇up| = �1(�)−

∫
�
|u|.

Hence,∫
�
|Du| +

∫
�
|u|��1(�). (20)

We are interested in the problem:When isu a minimizer of the variational problem (1)? In
these cases we would find an extremal for our minimization problem (1).
Formally, if we take limit asp ↘ 1 in Eq. (15), we get{

�1u := div
(

Du
|Du|

)
= u

|u| in �,

Du
|Du| · �= �1(�) u

|u| on ��.
(21)

Following[2,6] (see also[4]), we give the following definition of solution of problem (21).
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Definition 1. A functionu ∈ BV (�) is said to be asolutionof problem (21) if there exists
z ∈ X1(�) with ‖z‖∞�1, � ∈ L∞(�) with ‖�‖∞�1 and
 ∈ L∞(��) with ‖
‖∞�1
such that

div(z)= � in D′(�), (22)

�u= |u| a.e. in � and (z,Du)= |Du| as measures, (23)

[z, �] = �1(�)
 and 
u= |u|HN−1-a.e. on ��. (24)

Another problem we are interested in is: In what cases isu a solution of problem (21)?
Note that ifv is a solution of problem (21) and

∫
�� |v| �= 0, thenw := v/

∫
�� |v| is a

minimizer of the variational problem (1). Indeed, multiplying (22) byv and integrating by
parts, we have∫

�
|v| =

∫
�

�v =
∫
�
div(z)v =−

∫
�
(z,Dv)+

∫
��
[z, �]v

= −
∫
�
|Dv| + �1(�)

∫
��
|v|.

From where it follows that

�1(�)=
∫
�
|w| +

∫
�
|Dw|.

Before we solve the above problems, let us study first the equation div(z) = 1 with
Neumann boundary conditions.

3. The equationdiv(z)= 1 with Neumann boundary conditions

Throughout this sectionwe shall denote by�abounded connected open set inRN ,N�2,
with Lipschitz continuous boundary��. Giveng ∈ L∞(��) with ‖g‖∞<1, consider the
functionalEg : L2(�)→]−∞,+∞] defined by

Eg(u) :=
{∫

� |Du| − ∫
�� gu if u ∈ BV (�) ∩ L2(�),

+∞ if u /∈BV (�).

In [6] it is proved that

�Eg =Ag, (25)

whereAg is the operator inL2(�) defined by

(u, v) ∈Ag ⇐⇒ u ∈ BV (�) ∩ L2(�),

v ∈ L2(�) and∃z ∈ X2(�), ‖z‖∞�1
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such that

−div(z)= v in D′(�),

(z,Du)= |Du| as measures

and

[z, �] = gHN−1-a.e. on ��.

Let� : L2(�)→ R the operator defined by

�(u) := 1

2

∫
�
(u(x)+ 1)2 dx.

We have

0= argmin(Eg + �) ⇐⇒ 0 ∈ �(Eg + �)(0),

⇐⇒ −1 ∈ �Eg(0) ⇐⇒ (0,−1) ∈Ag.

Then, by (25), it follows that

0= argmin(Eg + �) ⇐⇒ ∃z ∈ X2(�), ‖z‖∞�1, such that

div(z)= 1 in D′(�),

[z, �] = gHN−1-a.e. on ��.

On the other hand, 0= argmin(Eg + �) if and only if∫
�
|Du| −

∫
��

gu+ 1

2

∫
�
(u+ 1)2� 1

2
|�| ∀u ∈ BV (�) ∩ L2(�). (26)

Replacingubyεu (whereε >0), expanding theL2 norm, dividing byε, and lettingε → 0+
we get∫

��
gu�

∫
�
|Du| +

∫
�
u ∀u ∈ BV (�) ∩ L2(�). (27)

Consequently we have obtained the following result.

Lemma 1. Letg ∈ L∞(��) with ‖g‖∞<1.Then the following are equivalent:

(i) there existsz ∈ X2(�), ‖z‖∞�1, such that

div(z)= 1 in D′(�),

[z, �] = gHN−1-a.e. on ��.

(ii) Eq. (27)holds.
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Working as above but using the functional

�(u) := 1

2

∫
�
(|u(x)| + 1)2 dx

instead of�, we obtain the following result.

Lemma 2. Letg ∈ L∞(��) with ‖g‖∞<1.Then the following are equivalent:

(i) there existz ∈ X2(�), ‖z‖∞�1,and� ∈ L∞(�), ‖�‖∞�1 such that

div(z)= � in D′(�),

[z, �] = gHN−1-a.e. on ��.

(ii) the following inequality holds∫
��

gu�
∫
�
|Du| +

∫
�
|u| ∀u ∈ BV (�) ∩ L2(�). (28)

We state now the main result of this section.

Theorem 3. Let � be a bounded connected open set inRN , N�2, with Lipschitz con-
tinuous boundary��. Assume that|�|/P (�)��<1. Then the following are equivalent:

(i) there existz ∈ X2(�), ‖z‖∞�1, such that

div(z)= 1 in D′(�),

[z, �] = �HN−1-a.e. on ��,

(ii)

�
∫
��

u�
∫
�
|Du| +

∫
�
u ∀u ∈ BV (�) ∩ L2(�), (29)

(iii)

�
∫
��

u�
∫
�
|Du| +

∫
�
|u| ∀u ∈ BV (�) ∩ L2(�), (30)

(iv)

���1(�), (31)

(v) ∣∣∣|E| − �HN−1(�∗E ∩ ��)

∣∣∣ �P(E,�) ∀E ∈ Pf (�). (32)

Proof. By Lemma 1 withg = �, (i) and (ii) are equivalent. Obviously, (iii) and (iv) are
equivalent, and (ii) implies (iii). Let us see that (iii) implies (v). Takingu=�E in (30), with
E ⊂ � a set of finite perimeter, it follows that

−[|E| − �HN−1(�∗E ∩ ��)]�P(E,�)
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and takingu= ��\�E , we get
�HN−1(�∗(�\E) ∩ ��)�P(�\E,�)+ |�\E|.

Now, sinceP(�\E,�)=P(E,�)andHN−1(�∗(�\E)∩��)=P(�)−HN−1(�∗E∩��),
we have

�[P(�)−HN−1(�∗E ∩ ��)]�P(E,�)+ |�| − |E|.
Then, since�� |�|/P (�), we obtain

|E| − �HN−1(�∗E ∩ ��)�P(E,�)

and (v) holds. Finally, let us see that (v) implies (ii). Givenu ∈ BV (�), since for allx ∈ �,

u(x)=
∫ +∞

0
�{u>t}(x)dt −

∫ 0

−∞
�{u� t}(x)dt,

using (32) and the coarea formula we get∫
�
u(x)dx =

∫ +∞

0

∫
�

�{u>t}(x)dx dt −
∫ 0

−∞

∫
�

�{u� t}(x)dx dt

=
∫ +∞

0
|{u> t}|dt −

∫ 0

−∞
|{u� t}|dt

�
∫ +∞

0
(�HN−1(�∗{u> t} ∩ ��)− P({u> t},�))dt

−
∫ 0

−∞
(�HN−1(�∗{u� t} ∩ ��)+ P({u� t},�))dt

= �
∫
��

udHN−1−
∫ +∞

−∞
P({u> t},�)dt

= �
∫
��

udHN−1−
∫
�
|Du|

and (29) holds. �

Taking�= |�|/P (�) in the above theorem we obtain the following result.

Corollary 1. Let� be a bounded connected open set inRN ,N�2,with Lipschitz contin-
uous boundary��. If |�|/P (�)<1, then the following are equivalent:

(i)

∃z ∈ X2(�), ‖z‖∞�1, such that

div(z)= 1 in D′(�),

[z, �] = |�|
P(�)

HN−1-a.e. on ��, (33)
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(ii)

�1(�)= |�|
P(�)

,

(iii) ∣∣∣∣|E| − |�|
P(�)

HN−1(�∗E ∩ ��)

∣∣∣∣ �P(E,�) ∀E ∈ Pf (�).

We do not know if the assumption� connected in Corollary 1 is necessary. So, a nat-
ural question is the following: Is there a nonconnected open bounded set� such that
|�|/P (�)<1, verifying (33) and�1(�)< |�|/P (�)?
There are open sets� for which (33) holds and|�|/P (�)=1, as the following examples

show.

Example 1. Let � = BR(0) ⊂ RN the ball inRN centered in 0 of radiusR. Then, if
z(x) := x/N , we have

div(z)= 1 in D′(�)

and

[z, �] = R

N
= |�|

P(�)
HN−1-a.e. on ��.

Moreover,

‖z‖∞ = R

N
�1 ⇐⇒ |�|

P(�)
�1.

Example 2. Let�=BR(0)\Br(0) ⊂ RN the annulus inRN centered in 0 of radiusRand
r. Then, it is easy to see that if

z(x) :=
[
(RN−1+ rN−1)− (R + r)

rN−1RN−1

‖x‖N
]

x

N(RN−1+ rN−1)

we have

div(z)= 1 in D′(�)

and

[z, �] = |�|
P(�)

HN−1-a.e. on ��.

Moreover,

‖z‖∞�1 ⇐⇒ |�|
P(�)

�1.
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Remark 1. Motron in [12] proves that if� = BR(0) is the ball inRN centered in 0 of
radiusRor�= BR(0)\Br(0) the annulus inR

N centered in 0 of radiusRandr, then∫
��
|u|� P(�)

|�|
∫
�
|u| +

∫
�
|∇u| ∀u ∈ W1,1(�) (34)

and equality holds in (34) if and only ifu is constant.
From (10) and (34), it follows that if�=BR(0) ⊂ RN or�=BR(0)\Br(0) ⊂ RN , then

�1(�)=




|�|
P(�)

if
|�|
P(�)

�1,

1 if
|�|
P(�)

�1.

Moreover, if|�|/P (�)�1, thenu= (1/P (�))�� is a minimizer of the variational problem
(1), being the onlyminimizer in the case|�|/P (�)=1, and if|�|/P (�)>1, the variational
problem (1) does not have minimizer.

In the following example we show that there exists bounded connected open sets�, with
|�|/P (�)<1, for which�1(�)< |�|/P (�).

Example 3. For>0 and 0< ���/2, let

�,� := B1(0) ∪ (B2+(0)\B2(0))
∪

{
(x, y) ∈ R+ × R+: x2+ y2�2, arctg

(y
x

)
< �

}
.

We have

|�,�|
P(�,�)

= �+ �(2+ 4)+ 3
2�

10�+ 2�+ 2− 3�
.

Thus, for 0< �1 and 0< ���/2, we have

|�,�|
P(�,�)

<1.

Now, if we takeu := �B2+(0)\B2(0),

�1(�,�)�
∫
�,�

|Du| + ∫
�,�

|u|∫
��,�

|u| = 2�+ �(2+ 4)
8�+ 2�− 2�

.

Then, it is easy to see that for and� small enough, we get

�1(�,�)<
|�,�|
P(�,�)

<1.

In the next example we will see that even we can take� convex.
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Fig. 1. Triangle.

Example 4. Let� be the set inR2 with the boundary isosceles triangle with heightk, base
of length 2a and the two equal sides of lengthl. Let t the angle between the height and one
of the equal side (seeFig. 1). Then,

|�|
P(�)

= ak

2(a + l)
= ak

a2(a + a/ sint)
= k sint

2(1+ sint)
.

LetE ⊂ � the set with boundary the isosceles triangle with heightk − r, base of length
2b and the two equal sides of lengthl̃. Then, ifu := �E , we have

�1(�)�
∫
� |Du| + ∫

� |u|∫
�� |u|

= 2b + b(k − r)

2l̃
= b(k + 2− r)

2b/ sint
= sint

2
(k + 2− r).

Hence,

�1(�)<
|�|
P(�)

<1

if

k <min

{
(r − 2)

1+ sint

sint
,2
1+ sint

sint

}
.

Now, obviously, we can findk, r, andt satisfying the above inequality, and consequently,
we can obtain a convex, bounded open set� satisfying

�1(�)<
|�|
P(�)

<1.

The next example show the necessity of the assumption� connected in Lemma 2.

Example 5. For 0<�<r and>0, let

��,r, := B�(0) ∪ (Br+(0)\Br(0)) ⊂ R2.
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We have

|��,r,|
P(��,r,)

= 2+ �2+ 2r
2(2r + + �)

.

If we takeu := �B�(0) andv := �Br+(0)\Br(0)
, then

�(u) :=
∫
��,r,

|Du| + ∫
��,r,

|u|∫
���,r,

|u| = �
2

and

�(v) :=
∫
��,r,

|Dv| + ∫
��,r,

|v|∫
���,r,

|v| = 
2
.

Suppose that 0<�< �2. If we consider the vector fieldz in ��,r, defined by

z(x, y) :=




(x, y)
2�

if (x, y) ∈ B�(0),[
− (+ 2r)

r(r + )
‖(x, y)‖

]
(x, y)

2(2r + )
if (x, y) ∈ Br+(0)\Br(0),

we have‖z‖∞�1,

div(z)= � in D′(��,r,)

with

�= 
�

��B�(0) + �Br+�(0)\Br(0)

and

[z, �] = 
2
H1-a.e. on ���,r,�.

Now,

�1(�)��(u)= �
2
.

Hence,

�1(�)<

2
.

Consequently, in general, Lemma 2 it is not true if� is not connected.
If = �, we have

�1(��,r,�)��(u)= �(v)= �(���,r,�
)= |��,r,�|

P(��,r,�)
= �
2
.
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Suppose that��1. Then, if we consider the vector fieldz in ��,r,� defined by

z(x, y) :=
{
(x, y)

2
if (x, y) ∈ B�(0),

0 if (x, y) ∈ Br+�(0)\Br(0),

we have

div(z)= �B�(0) in D′(��,r,�)

and

[z, �] = �
2
��B�(0)H

1-a.e. on ���,r,�.

Therefore,u is a solution of the problem


�1w := div

(
Dw

|Du|
)
= w

|w| in ��,r,�,

Dw

|Dw| · �=
�
2

w

|w| on ���,r,�.

(35)

Now, if we consider the vector fieldz in ��,r,� defined by

z(x, y) :=
{0 if (x, y) ∈ B�(0),[

�− (�+ 2r)
r(r + �)
‖(x, y)‖

]
(x, y)

2(2r + �)
if (x, y) ∈ Br+�(0)\Br(0),

we have

div(z)= �Br+�(0)\Br(0) in D′(��,r,�)

and

[z, �] = �
2

��(Br+�(0)\Br(0))H
1-a.e. on ���,r,�.

Therefore,v is also a solution of problem (35).Moreover, in this case also���,r,�
is a solution

of problem (35).

Problem. Is �1(��,r,�)= �/2?

The next example shows that there are bounded connected open sets,� for which
�1(�)<1 and|�|/P (�)>1.

Example 6. Let� :=] − k,0[×]0, k[∪{0}×]0, [∪]0,1[×]0, [⊂ R2 be. Then

|�|
P(�)

= k2+ 
4k + 2

>1 if k >2+
√
6− .

Now, if we takeu := �]0,1[×]0,[, we have

�1(�)�
∫
� |Du| + ∫

� |u|∫
�� |u|

= 2
2+ 

<1 ⇐⇒ 0< <2.

Therefore, for instance, if= 1 andk = 5, we have|�|/P (�)>1 and�1(�)<1.
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4. Proof of Theorem 2

Let�beabounded connectedopen set inRN ,N�2,with Lipschitz continuousboundary
��. By Lemma 2, if we assume that�1(�)<1, there existz ∈ X2(�), ‖z‖∞�1, and
‖div(z)‖∞�1 such that

[z, �] = �1(�)HN−1-a.e. on ��.

We recall the following definition.

Definition 2. Let� be a bounded open set inRN with Lipschitz continuous boundary��.
We shall say that� has thetrace-propertyif there exists a vector fieldz� ∈ L∞(�,RN),
with ‖z�‖∞�1 such that div(z�) ∈ L∞(�) and

[z�, �] = �1(�)HN−1-a.e.on ��.

By the above, we have that every bounded connected open set� inRN ,N�2, with Lips-
chitz continuous boundary and�1(�)<1, has the trace-property.Also, as a consequence of
Examples 1, 2, andRemark 1, we have that if�=BR(0) ⊂ RN or�=BR(0)\Br(0) ⊂ RN ,
and|�|/P (�)�1, then� has the trace-property. Therefore there exists� with �1(�)= 1
satisfying the trace-property.
Let us present some examples of planar domains that verify�1(�)<1.

Example 7. Assume that� ⊂ R2 is a bounded open set such that there exists some point,
x0 ∈ �� (we may assumex0= 0), with curvature of the boundary at that point greater than
2, we will show that in this case�1(�)<1. So, let us assume that locally near the origin�
can be described as� ∩Br(0)= {(x, y): y >ax2}. As we are assuming that the curvature
at the origin is greater than 2 we havea >1. Let us consider the functionuε = ��∩{y<ε} as
a test function to estimate�1. We have

�1(�)�
∫
� |Duε| +

∫
� |uε|∫

�� |uε|
=
√
ε/a + ∫ √ε/a

0 (ε − as2)ds∫ √ε/a

0

√
1+ (2a)2s2 ds

=
√
ε/a + 2

3 ε
√
ε/a∫ √ε/a

0 (1+ 2a2s2+O(s3))ds
<1

if ε is small enough.
Remark that if� = BR(0) we have that the curvature is 1/R and, by Example 1, we

have�1(BR(0))<1 if and only ifR<2. Hence, some restriction on the curvature must be
imposed.

Next we prove that on every domain that enjoys the trace-property the best Sobolev trace
constant is attained, Theorem 2.

Proof of Theorem 2. First let us see that the functionu obtained in (17) is a minimizer of
the variational problem (1). Letz� be the vector field given in Definition 2. Then, by (18),
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we have∫
�
(z�,Du)= lim

p↘1

∫
�
(z�,∇up)= lim

p↘1

(
−

∫
�
div(z�)up +

∫
��
[z�, �]up

)

= −
∫
�
div(z�)u+ �1(�)=

∫
�
(z�,Du)− �1(�)

∫
��

u+ �1(�)

from where it follows that∫
��
|u| = 1. (36)

Therefore, by (20) we get thatu is a minimizer of (1). Moreover, by (19), it follows that

lim
p↘1

∫
�
|∇up| = �1(�)−

∫
�
|u| =

∫
�
|Du|. (37)

Henceup → u respect to the strict convergence, and consequently

up → u in L1(��) asp ↘ 1. (38)

Let us see now that the functionu is a solution of problem (21). By Hölder’s inequality,
we have∫

�
|up|p−1� |�|1/p

(∫
�
|up|p

)(p−1)/p
� |�|1/p�p(�)(p−1)/p�M1. (39)

On the other hand, ifE is a measurable subset of� with |E|<1, we have∣∣∣∣
∫
E

|up|p−2up
∣∣∣∣ �

∫
E

|up|p−1�M2|E|1/p. (40)

By (39) and (40), it follows that{|up|p−2up: 1<p�2} is a weakly relatively compact
subset ofL1(�). Hence, we can assume that there exists� ∈ L1(�) such that

|up|p−2up → � weakly inL1(�) asp ↘ 1. (41)

In a similar way, it is easy to see that there existsz ∈ L1(�,RN) such that

|∇up|p−2∇up → z weakly inL1(�,RN) asp ↘ 1. (42)

Now, given� ∈ D(�), from (41) and (42), it follows that

〈div(z),�〉 = −
∫
�
z · ∇�=− lim

p↘1

∫
�
|∇up|p−2∇up · ∇�

= lim
p↘1

∫
�
div(|∇up|p−2∇up)�= lim

p↘1

∫
�
|up|p−2up�=

∫
�

��.

Thus,

div(z)= � in D′(�). (43)
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We claim now that

‖z‖∞�1. (44)

In fact, for anyk >0, let

Bp,k := {x ∈ �: |∇up(x)|>k}.
As above, there exists somegk ∈ L1(�,RN) such that

|∇up|p−2∇up�Bp,k
→ gk weakly inL1(�,RN) asp ↘ 1. (45)

Now, since

|Bp,k| =
∫
�

�Bp,k
(x)dx�

∫
�

|∇up(x)|p
kp

dx� �p(�)

kp

for any� ∈ L∞(�) with ‖�‖∞�1, we have∣∣∣∣
∫
�
|∇up|p−2∇up · ��Bp,k

∣∣∣∣ �
(∫

�
|∇up|p

)(p−1)/p
|Bp,k|1/p

��p(�)(p−1)/p
(

�p(�)

kp

)1/p
= �p(�)

k
.

Lettingp ↘ 1, we get that∫
�
|gk|� �1(�)

k
for everyk >0. (46)

On the other hand, since we have

||∇up|p−2∇up��\Bp,k
|�kp−1 for anyp>1,

lettingp ↘ 1, we obtain that there exists somefk ∈ L1(�,RN) with ‖fk‖∞�1 such that

|∇up|p−2∇up��\Bp,k
→ fk weakly inL1(�,RN) asp ↘ 1. (47)

Hence, for anyk >0, we may writez = fk + gk, with ‖fk‖∞�1 andgk satisfying (46).
From where (44) follows.
Sinceup → u a.e. in�, by (41) it follows that

�u= |u| a.e. in � and ‖�‖∞�1.

On the other hand, given a measurable subsetE ⊂ ��, by Hölder’s inequality we have∫
E

u
p−1
p dHN−1�

(∫
��

up dH
N−1

)p−1
HN−1(E)2−p�HN−1(E)2−p

from where it follows that{up−1p : 1<p�2} is a weakly relatively compact subset of
L1(��). Hence, we can assume that there exists
 ∈ L1(��), such that

u
p−1
p → 
 weakly inL1(��). (48)
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Moreover, by (48), (14) and applying Fatou’s Lemma, it is easy to see that

‖
‖∞�1. (49)

On the other hand, by (38) and (48), we get


u= |u|HN−1-a.e. on ��. (50)

Now, sinceup is aweak solution of (15), having inmind (41), (9) and (48), ifw ∈ W1,1(�)∩
C(�) ∩ L∞(�), we have

〈z,w〉�� :=
∫
�
div(z)w +

∫
�
z · ∇w =

∫
�

�w +
∫
�
z · ∇w

= lim
p↘1

∫
�
u
p−1
p w +

∫
�
|∇up|p−2∇up · ∇w

= lim
p↘1

∫
�
u
p−1
p w −

∫
�
div(|∇up|p−2∇up)w +

∫
��
|∇up|p−2∇up · �w

= lim
p↘1�p(�)

∫
��

u
p−1
p w = �1(�)

∫
��


w.

Thus, having in mind the definition of the weak trace on�� of the normal component ofz
given in[5], we get

[z, �] = �1(�)
. (51)

Finally, since∫
�
|Du| = �1(�)−

∫
�
|u| = �1(�)−

∫
�

�u

= �1(�)−
∫
�
div(z)u= �1(�)+

∫
�
(z,Du)−

∫
��
[z, �]u

= �1(�)+
∫
�
(z,Du)− �1(�)

∫
��


u=
∫
�
(z,Du),

we have(z,Du)= |Du| as measures.�

Remark 2. Let us remark that as a consequence of Theorem1 in[8] it is obtained the above
theorem in the particular case that� is a bounded open subset ofRN , whose boundary��
is at least piecewiseC2 and�1(�)<1.

Remark 3. Note that in the above theorem we have proved that ifu is the limit asp ↘ 1
of the minimizersup of the variational problem

inf

{∫
�
|u|p +

∫
�
|∇u|p: u ∈ W1,p(�),

∫
��
|u| = 1,

}
(52)

then, if
∫
�� |u| = 1, we have thatu is a minimizer of the variational problem (1) and a

solution of problem (21).
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