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Abstract

We prove existence and uniqueness of entropy solutions for the quasilinear elliptic equationu −
diva(u,Du)=v, where 0�v ∈ L1(RN)∩L∞(RN), a(z, �)=∇�f (z, �), andf is a convex function
of � with linear growth as‖�‖ → ∞, satisfying other additional assumptions. In particular, this class
of equations includes the elliptic problems associated to a relativistic heat equation and a flux limited
diffusion equation used in the theory of radiation hydrodynamics, respectively. In a second part of
this work, using Crandall–Liggett’s iteration scheme, this result will permit us to prove existence and
uniqueness of entropy solutions for the corresponding parabolic Cauchy problem.
� 2005 Elsevier Ltd. All rights reserved.

Keywords:Quasilinear elliptic equations; Flux limited diffusion equations

1. Introduction

We are interested in the problem

u− diva(u,Du)= v, in RN , (1.1)

wherev ∈ L1(RN) ∩ L∞(RN), v�0, a(z, �) = ∇�f (z, �) andf is a function with linear
growth as‖�‖ → ∞.
Our purpose in this paper is to define a notion of entropy solution for (1.1), and to prove

existence and uniqueness results when the right-hand sidev is a nonnegative function in
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L1(RN) ∩ L∞(RN). Besides the fact that the elliptic problem (1.1) is interesting by itself,
this result permits us to associate to the expression−diva(u,Du) an accretive operator
B in L1(�) whose domain is contained in(L1(RN) ∩ L∞(RN))+ (which amounts to
consider the right-hand sidev of (1.1) in (L1(RN) ∩ L∞(RN))+) and whose closureB
is m-accretive (hence, it generates a nonlinear contraction semigroupT (t)) in L1(RN)+
[11,17]. However, we have not been able to characterizeB in distributional terms. In spite
of this, the knowledge of the operatorB and the fact that, ifu is the entropy solution of
(1.1), we have that‖u‖∞�‖v‖∞, permit us to use Crandall–Ligget’s iteration scheme and
define

u(t) := T (t)u0 = lim
n→∞

(
I + t

n
B

)−n
u0, u0 ∈ (L1(RN) ∩ L∞(RN))+,

which is a semigroup solution of the Cauchy problem{ �u
�t

= diva(u,Du), in QT = (0, T )× RN,

u(0, x)= u0(x), in x ∈ RN.

(1.2)

In a subsequent work[6] we shall define the notion of entropy solution for (1.2) and prove
that the semigroup solutionu(t) is an entropy solution. Moreover, we shall also prove that
entropy solutions of (1.2) are unique. As a technical tool we shall use some lower semi-
continuity results for energy functionals whose density is a functiong(x, u,Du) convex in
Duwith linear growth rate as|Du| → ∞ (see[18,20]).
Particular instances of problem (1.2) have been studied in[12,19], whenN = 1. In these

papers the authors considered the problem{ �u
�t

= (�(u)b(ux))x, in (0, T )× R,

u(0, x)= u0(x), in x ∈ R,
(1.3)

corresponding to (1.2) whenN = 1 anda(u, ux) = �(u)b(ux), where� : R → R+ is
smooth and strictly positive, andb : R → R is a smooth odd function such thatb′>0
and lims→∞ b(s) = b∞. Such models appear in the theory of phase transitions where the
corresponding free energy functional has a linear growth rate with respect to the gradient
[25].As the authors observed, in general, there are no classical solutions of (1.2). Moreover,
they defined the notion of entropy solution and proved existence[12] and uniqueness[19]
of entropy solutions of (1.2). Existence was proved for bounded strictly increasing initial
conditionsu0 : R → R such thatb(u′0) ∈ C(R) (whereb(u′0(x0))=b∞ if u0 is discontinu-
ous atx0), b(u′0(x))→ 0 asx →±∞ [12]. The entropy condition was written in Oleinik’s
form and uniqueness was proved using suitable test functions constructed by regularizing
the sign of the difference of two solutions.
In [13], the author considered the following Neumann problem in an interval ofR:


�u
�t

= (a(u, ux))x, in (0, T )× (0,1),
ux(t,0)= ux(t,1)= 0, in t ∈ (0, T ),
u(0, x)= u0(x), in x ∈ (0,1),

(1.4)
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wherea(u, v) is a function of classC1,�([0,∞)× R) satisfying other additional assump-
tions. The author associated anm-accretive operator to−(a(u, ux))x with Neumann bound-
ary conditions, and proved the existence and uniqueness of a semigroup solution of (1.4).
An example of the equations considered in[13] is the so calledplasma equation(see[21])

�u
�t

=
(
u5/2ux

1+ u|ux |

)
x

, in (0, T )× (0,1), (1.5)

where the initial conditionu0 is assumed to be positive. In this caseu represents the tem-
perature of electrons, and the form of the conductivitya(u, ux) = u5/2ux/1+ u|ux | has
the effect of limiting the heat flux. But, as far as we know, existence and uniqueness results
for higher dimensional problems have not been considered in the literature. This was the
purpose of our papers[4,5] in which we studied the Neumann problem for Lagrangiansf
satisfying the following coercivity and linear growth condition:

C0‖�‖ −D0�f (z, �)�M0(1+ ‖�‖), (1.6)

for some positive constantsC0,M0. Now, there are some relevant cases like therelativistic
heat equation(see[14,26])

ut = �div

(
|u|Du√

u2+ a2|Du|2

)
, (1.7)

for which the Lagrangianf (z, �) = �/a2|z|√z2+ a2|�|2 does not satisfy (1.6). Observe
that, in this case,f (z, �) satisfies the following condition:

C0(z)‖�‖ −D0(z)�f (z, �)�M0(z)(‖�‖ + 1), (1.8)

for any(z, �) ∈ R×RN , and some positive and continuous functionsC0,D0,M0, such that
C0(z)>0 for anyz �= 0. Eq. (1.7) was introduced by Ph. Rosenau in[26] to overcome the
nonphysical dependence of the flux on the gradient as predicted by the classical transport
theory. He imposed the acoustic speed as an upper bound of the permitted propagation speed
in a medium. This provides the means to control the growth of the flux; flux saturates as
the gradients become unbounded. Let us also mention that Eq. (1.7) was recently derived
by Y. Brenier by means of Monge–Kantorovich’s mass transport theory[14]. As Brenier
pointed out in[14], this relativistic heat equation is one among the variousflux limited
diffusion equationsused in the theory of radiation hydrodynamics[24]. Indeed, a very
similar equation

ut = �div
(

uDu

u+ �
c
|Du|

)
(1.9)

can be found in[24].
Finally, let us explain the plan of the paper. In Section 2 we recall some basic facts about

function spaces, functions of bounded variation, denoted byBV (�), Green’s formula, and
lower semi-continuity results for energy functionals defined inBV (�). In Section 3 we
state the main assumptions on the Lagrangianf, recall the meaning of expressions of type
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f (u,Du) for functionsu in BV (RN) and define an associated functional calculus, and
finally define the notion of entropy solution for the elliptic problem (1.1). In Section 4 we
proveanexistenceanduniqueness result for (1.1)when the right-handsidev is anonnegative
function inL1(RN) ∩L∞(RN). In Section 5 we define an accretive operator associated to
−diva(u,Du) whose closure generates a contraction semigroup inL1(RN)+, providing a
solution of (1.2) in the semigroup sense. Finally, in Section 6 we state without proof the
analogous results for the Neumann problem.

2. Preliminaries

2.1. Some function spaces. BV functions

Let us start with some notation. We denote byLN andHN−1 the N-dimensional
Lebesgue measure and the(N − 1)-dimensional Hausdorff measure inRN , respectively.
Given an open set� in RN we shall denote byD(�), orC∞0 (R

N), the space of infinitely
differentiable functions with compact support in�. The space of continuous functions with
compact support inRN will be denoted byCc(R

N).
We shall use several notations borrowed from[10]. LetM(RN) the set of Lebesgue’s

measurable functions fromRN intoR.Wedenote byL(RN) the spaceL(RN) := L1(RN)+
L∞(RN), which equipped with the norm

‖u‖1+∞ := inf {‖u1‖1+ ‖u2‖∞ : u= u1+ u2, u1 ∈ L1(RN), u2 ∈ L∞(RN)}
is a Banach space. If we denote

L0(R
N) :=

{
u ∈ M(RN) :

∫
RN
(|u| − k)+<∞ ∀k >0

}
,

we have thatL0(R
N)= L1(RN) ∩ L∞(RN)‖ ‖1+∞ [10]. The dual space ofL0(R

N) is iso-
metrically isomorphic toL1∩∞(RN) := L1(RN)∩L∞(RN),whenL1∩∞(RN) is endowed
with the norm‖u‖1∩∞ := max{‖u‖1, ‖u‖∞} [10].
Givenu, v ∈ M(RN), we shall write

u>v, if and only if
∫

RN
j (u)dx�

∫
RN
j (v)dx,

for all j ∈ J0 := {j : R → [0,+∞], convex, l.s.c, j (0)= 0}.
Due to the linear growth condition on the Lagrangian, the natural energy space to study

(1.1) is the space of functions of bounded variation. Recall that if� is an open subset of
RN , a functionu ∈ L1(�)whose gradientDu in the sense of distributions is a vector valued
Radonmeasure with finite total variation in� is called afunction of bounded variation. The
class of such functions will be denoted byBV (�). For u ∈ BV (�), the vector measure
Du decomposes into its absolutely continuous and singular partsDu=Dau+Dsu. Then
Dau=∇u LN where∇u is theRadon–Nikodymderivative of themeasureDuwith respect
to the Lebesgue measureLN . We also splitDsu in two parts: thejumppartDju and the
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CantorpartDcu. It is well known (see for instance[1]) that

Dju= (u+ − u−)�uHN−1�Ju,

whereJu denotes the set of approximate jump points ofu, and �u(x) = Du/|Du|(x),
Du/|Du| being the Radon–Nikodym derivative ofDu with respect to its total variation
|Du|. For further information concerning functions of bounded variation we refer to[1,22]
or [27].

2.2. Lower semicontinuity of functionals defined on BV

Let� be an open subset ofRN . Given a Borel functiong : �×R×RN → [0,∞[, we
consider the energy functional

G(u) :=
∫
�
g(x, u(x),∇u(x))dx,

defined in the Sobolev spaceW1,1(�). In order to get an integral representation of the
relaxed energy associated withG, i.e.,

G(u) := inf{un}

{
lim inf
n→∞ G(un) : un ∈ W1,1(�), un → u ∈ L1(�)

}
,

Dal Maso introduced in[18] the following functional foru ∈ BV (�):

Rg(u) :=
∫
�
g(x, u(x),∇u(x))dx +

∫
�
g0
(
x, ũ(x),

Du

|Du| (x)
)
|Dcu|

+
∫
Ju

(∫ u+(x)

u−(x)
g0(x, s, �u(x))ds

)
dHN−1(x), (2.1)

where the recession functiong0 of g is defined as

g0(x, z, �)= lim
t→0+

tg

(
x, z,

�
t

)
. (2.2)

In case that� is a bounded set, and under standard continuity and coercivity assumptions,
Dal Maso proved in[18] thatG(u)=Rg(u) for all u ∈ BV (�). Recently, De Cicco et al.
[20], have obtained a very general result about theL1-lower semi-continuity ofRg in BV,
which contains, in particular, the following statement.

Theorem 2.1. Let � be an open subset ofRN andg : � × R × RN → [0,∞[ a locally
bounded Carathéodory function such that, for every(z, �) ∈ R×RN , the functiong(·, z, �)
is of classC1. Let us assume that

(i) g(x, z, ·) is convex inRN for every(x, z) ∈ �× R,
(ii) g(x, ·, �) is continuous inR for every(x, �) ∈ �× RN .

Then, the functionalRg(u) is lower semi-continuous respect to theL1(�)-convergence.
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Let f : R × RN → [0,∞[ a continuous function, such that there existsf 0 and
|f 0(z, �)|�M‖�‖ for any z ∈ R, � ∈ RN . Given a functionu ∈ BV (RN), we define
the Radon measuref (u,Du) in RN as

〈f (u,Du),�〉 := R�f (u), � ∈ Cc(RN). (2.3)

Let us observe that iff 0(z, �)= �(z)�0(�), where� is Lipschitz continuous and�0 is
an homogeneous function of degree 1, by applying chain’s rule forBV-functions (see[1]),
we have

R�f (u)=
∫

RN
�(x)f (u,∇u)dx +

∫
RN

�(x)�0
(
Du

|Du|
)
|DsJ�(u)|, (2.4)

whereJ�(r)=
∫ r
0 �(s)ds. Then, under these conditions, we have

f (u,Du)s = �0
(
Du

|Du|
)
|DsJ�(u)|. (2.5)

2.3. A generalized Green’s formula

We shall need several results from[8] (see also[3]) in order to give a sense to integrals
of bounded vector fields with divergence inL1 integrated with respect to the gradient of a
BV function. Following[8], we denote

X1(R
N)= {z ∈ L∞(RN,RN) : div(z) ∈ L1(RN)}. (2.6)

If z ∈ X1(R
N)andw ∈ BV (RN)∩L∞(RN)wedefine the functional(z,Dw) : C∞c (RN)→

R by the formula

〈(z,Dw),�〉 := −
∫

RN
w�div(z)dx −

∫
RN
w z · ∇�dx. (2.7)

Then(z,Dw) is a Radon measure inRN , and∫
RN
(z,Dw)=

∫
RN

z · ∇w dx, ∀w ∈ W1,1(RN) ∩ L∞(RN). (2.8)

Moreover,(z,Dw) is absolutely continuous with respect to|Dw|. Its Radon–Nikodym
derivative, denoted by�(z,Dw, x), is a|Dw|measurable function fromRN toR such that∫

B

(z,Dw)=
∫
B

�(z,Dw, x)|Dw|, for any Borel setB ⊆ RN . (2.9)

By writing

z ·Dsu := (z,Du)− (z · ∇u)dLN ,

we see thatz ·Dsu is a bounded measure.
We have the followingGreen’s formulafor z ∈ X1(R

N) andw ∈ BV (RN) ∩ L∞(RN)
[8]: ∫

RN
w div(z)dx +

∫
RN
(z,Dw)= 0. (2.10)
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3. The notion of entropy solution for the elliptic problem

3.1. Assumptions on the Lagrangian f

Our purpose in this section is to introduce the main assumptions on the Lagrangianf and
to give a sense to the expression

v =−div a(u,Du), in RN . (3.1)

We assume that the Lagrangianf : R×RN → R+ satisfies the following assumptions,
to which we refer collectively as (H):
(H1) f is continuous onR × RN and is a convex differentiable function of� such that

∇�f (z, �) ∈ C(R × RN). Further we requiref to satisfy the linear growth condition

C0(z)‖�‖ −D0(z)�f (z, �)�M0(z)(‖�‖ + 1), (3.2)

for any (z, �) ∈ R × RN , and some positive and continuous functionsC0, D0,M0, such
thatC0(z)>0 for anyz �= 0. Moreover, we assumef 0 exists.
We consider the functiona(z, �) = ∇�f (z, �) associated to the Lagrangianf. By the

convexity off

a(z, �) · (	− �)�f (z, 	)− f (z, �) (3.3)

and the following monotonicity condition is satisfied

(a(z, 	)− a(z, �)) · (	− �)�0. (3.4)

Moreover, it is easy to see that for eachR>0, there is a constantM =M(R)>0, such that

|a(z, �)|�M, ∀(z, �) ∈ R × RN, |z|�R. (3.5)

We also assume thata(z,0)= 0, for all z ∈ R anda(z, �)= zb(z, �) with
|b(z, �)|�M0, ∀(z, �) ∈ R × RN, |z|�R. (3.6)

We consider the functionh : R × RN → R defined by

h(z, �) := a(z, �) · �.
By (3.4), we have

h(z, �)�0, ∀� ∈ RN, z ∈ R. (3.7)

Moreover, from (3.3) and (3.2), it follows that

C0(z)‖�‖ −D1(z)�h(z, �)�M‖�‖, (3.8)

for any (z, �) ∈ R × RN , |z|�R, whereD1(z) = D0(z) + f (z,0). We note that the left
inequality holds for any(z, �) ∈ R × RN . Moreover, we assume that there exist constants
A,B >0 and�,
�1, such that

|D1(z)|�A|z|� + B|z|
, for any z ∈ RN . (3.9)
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This condition will be used to prove some estimates during the proof of existence, and we
assume it for simplicity, since a more general condition could be used.
(H2)We assume that�a/��i (z, �) ∈ C(R × RN) for anyi = 1, . . . , N .
We assume that
(H3) h(z, �)= h(z,−�), for all z ∈ R and� ∈ RN andh0 exists.
Observe that we have

C0(z)‖�‖�h0(z, �)�M‖�‖, for any (z, �) ∈ R × RN, |z|�R.
(H4) f

0(z, �)= h0(z, �), for all � ∈ RN and allz ∈ R.
(H5) a(z, �) · 	�h0(z, 	), for all �, 	 ∈ RN and allz ∈ R.
(H6)We assume thath0(z, �) can be written in the formh0(z, �) = �(z)�0(�), where

� is a Lipschitz continuous function such that�(z)>0 for anyz �= 0, and�0 is a convex
function which homogeneous of degree 1.
(H7) For anyR>0, there is a constantC >0 such that

|(a(z, �)− a(ẑ, �)) · (�− �̂)|�C|z− ẑ| ‖�− �̂‖, (3.10)

for any(z, �), (ẑ, �̂) ∈ R × RN , |z|, |ẑ|�R.
Observe that, by the monotonicity condition (3.4) and using (3.10), it follows that

(a(z, �)− a(ẑ, �̂)) · (�− �̂)� − C|z− ẑ| ‖�− �̂‖, (3.11)

for any(z, �), (ẑ, �) ∈ R × RN , |z|, |ẑ|�R.
Let us observe that under assumptions(H4) and(H6), applying (2.5), we have

f (u,Du)s = h(u,Du)s = �0
(
Du

|Du|
)
|DsJ�(u)|. (3.12)

Remark 3.1. There are physicalmodels for plasma fusion by inertial confinement in which
the temperature evolution of the electrons satisfies an equation of type (1.2), wherea(z, �)=
|z|5/2�/1+|z||�|which corresponds tof (z, �)=|z|3/2|�|− |z|1/2 ln (1+|z||�|) [21], (see
also[13] for a mathematical study in the one-dimensional case). It is easy to check that
(H1) (in particular (3.2) and (3.8)) holds for any(z, �) ∈ R × RN . Notice that condition
(H2) holds.We observe thath0(z, �)=|z|3/2|�| and(H3)–(H6) hold. Finally, to check(H7)

we observe that

�a
�z
(z, �)= 5

2

z3/2�
1+ z|�| −

z5/2|�|�
(1+ z|�|)2

and therefore∣∣∣∣�a�z (z, �)
∣∣∣∣ � 7

2
|z|1/2,

for any(z, �) ∈ R × RN . From this, it follows that

|a(z, �)− a(ẑ, �)|� 7
2 R

1/2|z− ẑ|,
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for any (z, �) ∈ R × RN , |z|�R. Thus also(H7) holds. In this case, the results below
will prove existence and uniqueness of entropy solutions of (1.2) for any initial condition
u0 ∈ L∞(RN) ∩ L1(RN), u0�0.

Remark 3.2. The function f (z, �) = �/a2|z|√z2+ a2|�|2 satisfies the assumptions
(H1)–(H7), with a(z, �) = � |z|�√

z2+a2|�|2 . This particular case is related to the so-called

relativistic heat equation(see[14,26])

ut = �div

(
|u|Du√

u2+ a2|Du|2

)
, (3.13)

with a= �/c, cbeing a bound of the propagation speed, and� being a constant representing
a kinematic viscosity.
Let us mention that, as pointed out by Brenier in[14], this relativistic heat equation

can be derived using Monge–Kantorovich’s mass transport theory. On the other hand it
is one among the variousflux limited diffusion equationsused in the theory of radiation
hydrodynamics[24]. Indeed, a very similar equation

ut = �div
(

uDu

u+ �
c
|Du|

)
(3.14)

can be found in[24]. In this case, the Lagrangianf associated with the above equation is

f (z, �) := cz
(
|�| − cz

�
log

(
1+ �

cz
|�|
))

and satisfies the assumptions(H1)–(H7).

3.2. A functional calculus

We need to consider the following truncature functions. Fora <b, let Ta,b(r) :=
max(min(b, r), a).Asusual,wedenoteTk=T−k,k.Wealso consider the truncature functions
of the formT la,b(r) := Ta,b(r)− l (l ∈ R). We denote

Tr := {Ta,b : 0<a<b}, T+ := {T la,b : 0<a<b, l ∈ R, T la,b�0}.
We need to consider the function space

T BV +(RN) := {u ∈ L1(RN)+ : T (u) ∈ BV loc(R
N), ∀T ∈Tr}

and to give a sense to the Radon–Nikodym derivative∇u of a functionu ∈ T BV +(RN).
Using chain’s rule forBV-functions (see, for instance,[1]), and with a similar proof to the
one given in Lemma 2.1 of[9], we obtain the following result:

Lemma 3.3. For everyu ∈ T BV +(RN) there exists a unique measurable functionv :
RN → RN such that

∇Ta,b(u)= v�[a<u<b], LN -a.e., ∀ Ta,b ∈Tr . (3.15)
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Thanks to this result we define∇u for a functionu ∈ T BV +(RN) as the unique function
v which satisfies (3.15). This notation will be used throughout in the sequel.
We denote byP the set of Lipschitz continuous functionp : [0,+∞[ → R satisfying

p′(s) = 0 for s large enough. We writeP+ := {p ∈ P : p�0}. We recall the following
result ([2], Lemma 2).

Lemma 3.4. If u ∈ T BV +(RN), thenp(u) ∈ BV (RN) for everyp ∈ P such that there
existsa >0with p(r)= 0 for all 0�r�a. Moreover, ∇p(u)= p′(u)∇uLN -a.e.

For any functionq, let Jq(r) denote the primitive ofq, i.e., Jq(r) =
∫ r
0 q(s)ds. Let

S ∈ P and T = T aa,b. Given a functionu ∈ T BV +(RN), by Lemma 3.4, we have

S(u)T (u), JT ′S(u), JT S′(u) ∈ BV (RN). Moreover, it is easy to see that
D(S(u)T (u))=DJT ′S(u)+DJT S′(u). (3.16)

Hence, ifz ∈ X1(R
N), we have

(z,D(S(u)T (u)))= (z,DJT ′S(u))+ (z,DJT S′(u)). (3.17)

Letg : RN ×R×RN → [0,∞[ be a function satisfying the assumption of Theorem 2.1,
andT ∈T+. Then there is someTa,b ∈Tr and a constantc ∈ R such thatT = Ta,b − c.
Observe that

r = T (r)+ c at the values ofr ∈ R, whereT ′(r)= 1. (3.18)

Let us consider the functional

R(g, T )(u) :=
∫

RN
g(x, u(x),∇T (u(x)))dx, u ∈ W1,1(RN).

Foru ∈ T BV +(RN), if we define

R(g, T )(u) := Rg(Ta,b(u))+
∫
[u�a]

(g(x, u(x),0)− g(x, a,0))dx

+
∫
[u�b]

(g(x, u(x),0)− g(x, b,0))dx, (3.19)

byTheorem2.1,wehave thatR(g, T ) is lower semi-continuous inT BV +(RN)with respect
toL1(RN)-convergence. Observe that, with this notation, we have

R(g, T )(u)=R(g, Ta,b)(u).

Moreover, ifu ∈ W1,1(RN), using (3.18) we have

R(g, T )(u)=R(g, T )(u).

Since it will be sufficient for our purposes, let us assume thatg does not depend onx. If
u ∈ T BV +(RN) andT ∈T+, we define the Radon measureg(u,DT (u)) in RN by

〈g(u,DT (u)),�〉 := R(�g, T )(u), � ∈ Cc(RN). (3.20)
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If T ∈Tr , thenT (r)= r for anyr ∈ R such thatT ′(r)= 1, and, using (3.19), (3.20), and
(2.3), we have that

〈g(u,DT (u)),�〉 = 〈g(T (u),DT (u)),�〉
+
∫
[u�a]

�(g(x, u(x),0)− g(x, a,0))dx

+
∫
[u�b]

� (g(x, u(x),0)− g(x, b,0))dx.

LetS ∈ P+ andT ∈T+.WedenotebyfS(u,DT (u)),hS(u,DT (u)), theRadonmeasures
defined by (3.20) withg(z, �)= S(z)f (z, �), andg(z, �)= S(z)h(z, �), respectively.
Sinceh(z,0)= 0, for all z ∈ R, if S, T ∈T+, with T = Ta,b − c, we have

hS(u,DT (u))= hS(Ta,b(u),DT (u))= hS(Ta,b(u),DT a,b(u)) (3.21)

and, by (2.5),

(fS(u,DT (u)))
s = (fS(Ta,b(u),DT a,b(u)))s

=�0
(
DT a,b(u)

|DT a,b(u)|
)
|DsJS�(Ta,b(u))|. (3.22)

Similarly, we have

(hS(u,DT (u)))
s = (hS(u,DT a,b(u)))s

=�0
(
DT a,b(u)

|DT a,b(u)|
)
|DsJS�(Ta,b(u))|. (3.23)

Note that both singular parts are identical. By the representation formulas in Section 2.2,
the absolutely continuous part ofhS(u,DT (u)) is S(u)h(u,∇T (u)). Similar identities are
true whenS = 1.

3.3. The notion of entropy solution

We introduce the following concept of solution for problem (3.1):

Definition 3.5. Given v ∈ L∞(RN) ∩ L1(RN), v�0, we say thatu�0 is anentropy
solutionof (3.1) if u ∈ T BV +(RN), anda(u,∇u) ∈ X1(R

N) satisfies

v =−div (a(u,∇u)), in D′(RN), (3.24)

hS(u,DT (u))�(a(u,∇u),DJT ′S(u)) as measures∀S ∈ P+, T ∈T+, (3.25)

h(u,DT (u))�(a(u,∇u),DT (u)) as measures∀T ∈T+. (3.26)
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Note that (3.25) and (3.26) are equivalent to

hS(u,DT (u))
s�(a(u,∇u),DJT ′S(u))s as measures∀S ∈ P+, T ∈T+

(3.27)

and

h(u,DT (u))s�(a(u,∇u),DT (u))s as measures∀T ∈T+, (3.28)

respectively. The inequalities in (3.25) will be useful to prove uniqueness and the ones
in (3.26) are convenient to prove Lemma 5.2. We could have restricted the inequalities in
(3.25) to hold only forS, T ∈T+, but usingS ∈ P+ turns out to be convenient to simplify
the proof of uniqueness.

4. Existence and uniqueness of entropy solution

This section is devoted to prove the following existence and uniqueness result.

Theorem 4.1. Assume that assumptions(H)hold.Then, for any0�v ∈ L∞(RN)∩L1(RN)
there exists a unique entropy solutionu ∈ T BV +(RN) ∩ L∞(RN) of the problem

u− div a(u,Du)= v, in RN . (4.1)

Moreover, givenv, v ∈ L∞(RN)+, if u, u are bounded entropy solutions of the problems

u− div a(u,Du)= v, in RN

and

u− diva(u,Du)= v, in RN ,

respectively, then∫
RN
(u− u)+�

∫
RN
(v − v)+.

Proof. Existence of entropy solutions. We divide the proof in different steps.
Step1: Approximation and basic estimates.Let 0�v ∈ L∞(RN) ∩ L1(RN). For ev-

ery n ∈ N, consideran(z, �) := a(z, �) + 1
n

�. As a consequence of the results about
pseudomonotone operators given in[16] we know that for anyn ∈ N there existsun ∈
W1,2(RN) ∩ L∞(RN) such that∫

RN
(w − un)(v − un)dx�

∫
RN

an(un,∇un) · ∇(w − un)dx,
∀ w ∈ W1,2(RN). (4.2)

Let

P0 := {p ∈ C∞(R) : 0�p′�1, supp(p′) compact, 0 /∈ supp(p)}.
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Givenp ∈ P0, takingw = un − p(un) as test function in (4.2), we obtain∫
RN
unp(un)�

∫
RN
vp(un).

Then, by results in[10], it follows thatun>v, for all n ∈ N and consequently, we have

‖un‖p�‖v‖p, for all n ∈ N, for all p ∈ [1,∞] (4.3)

and

‖un‖1∩∞�‖v‖1∩∞, for all n ∈ N. (4.4)

Moreover,un�0 and

{un : n ∈ N} is a weakly sequentially compact subset ofL0(R
N). (4.5)

Takingw = 0 in (4.2), applyingYoung’s inequality and using (4.3) we get∫
RN

a(un,∇un) · ∇un dx + 1

n

∫
RN

|∇un|2 dx�
∫

RN
un(v − un)dx�C,

for some constantC >0 depending on‖v‖2. Since, by (3.8), we have
a(un,∇un) · ∇un�C0(un)|∇un| −D1(un),

using (3.9), we obtain∫
RN

|∇Q(un)|dx�C +
∫

RN
D1(un)�M1, ∀n ∈ N (4.6)

and

1

n

∫
RN

|∇un|2 dx�C, ∀n ∈ N, (4.7)

whereQ(r) is a primitive ofC0. By (4.5) and (4.3), by extracting a subsequence if is
necessary, we may assume thatun converges weakly inL0(R

N) and inL2(RN) to some
nonnegative functionu asn→+∞. Moreover, by (4.4), we have that 0�u ∈ L∞(RN) ∩
L1(RN). On the other hand, if 0<a<b, by the coarea formula and (4.6), we have∫

RN
|∇Ta,b(un)| =

∫ b

a

|D�[un� t]|(RN)dt =
∫ b

a

|D�[Q(un)�Q(t)]|(RN)dt

=
∫ Q(b)

Q(a)

|D�[Q(un)� s]|(RN)
ds

Q′(Q−1(s))

� 1

inf [a,b]C0

∫ +∞

−∞
|D�[Q(un)� s]|(RN)ds�

M1

inf [a,b] C0
.

Thus,Ta,b(un)→ Ta,b(u) in L1loc(R
N). Consequently, we may assume thatun converges

almost everywhere tou. Then, by Vitali’s Convergence Theorem, we get thatun → u in
L1(RN), and using the above estimate on the gradients we obtain thatu ∈ T BV +(RN).
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Observe that by (3.5) we may assume that

a(un,∇un) ⇀ z asn→∞, weakly∗ in L∞(RN,RN). (4.8)

Since, by assumption we have thata(un,∇un) = |un|b(un,∇un) with |b(un,∇un)|�M0
(where the constantM0 is independent ofn), ‖un‖∞�‖v‖∞, andun → u a.e. asn→∞,
we may assume that

b(un,∇un) ⇀ zb asn→∞, weakly∗ in L∞(RN,RN)
and

z= uzb. (4.9)

On the other hand, by (4.7),

1

n
|∇un| → 0, in L2(RN). (4.10)

Given� ∈ D(RN), takingw = un ± � in (4.2) we obtain∫
RN

�(v − un)dx =
∫

RN
a(un,∇un) · ∇�dx + 1

n

∫
RN

∇un · ∇�dx.

Lettingn→+∞, having in mind (4.8) and (4.10), we obtain∫
RN
(v − u)�dx =

∫
RN

z · ∇�dx,

that is,

v − u=−div(z), in D′(RN) (4.11)

and

divan(un,∇un) ⇀ div(z), weakly inL2(RN). (4.12)

Note that by (4.11), we havez ∈ X1(R
N).

Step2: Identification ofz(x).

Lemma 4.2.We have

z(x)= a(u(x),∇u(x)), a.e. x ∈ RN . (4.13)

Proof. We use Minty–Browder’s technique. Let 0<a<b, let 0�� ∈ C1
c(R

N) andg ∈
C2(RN) ∩W1,∞(RN). By (3.4), we have∫

RN
�[a(un,∇un)−a(un,∇g) · ∇(un − g)]T ′a,b(un) dx�0.
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Now, since∫
RN

�a(un,∇un) · ∇(un − g)T ′a,b(un)dx

=
∫

RN
�a(un,∇un) · ∇(Ta,b(un)− g)dx

+
∫

RN
�a(un,∇un) · ∇g (1− T ′a,b(un))dx

=
∫

RN
�an(un,∇un) · ∇(Ta,b(un)− g)dx

− 1

n

∫
RN

�∇un · ∇(Ta,b(un)− g)dx

+
∫

RN
�a(un,∇un) · ∇g (1− T ′a,b(un))dx

� −
∫

RN
div(a(un,∇un))�(Ta,b(un)− g)dx

−
∫

RN
(Ta,b(un)− g)a(un,∇un) · ∇�dx

+ 1

n

∫
RN

�∇un · ∇g dx +
∫

RN
�a(un,∇un)

×∇g (1− T ′a,b(un))(T ′a,b(u)+ (1− T ′a,b(u)))dx,
we get

lim
n→∞

∫
RN

�a(un,∇un) · ∇(un − g) T ′a,b(un)dx

� −
∫

RN
div(z)�(Ta,b(u)− g)dx −

∫
RN
(Ta,b(u)− g)z · ∇�dx

+ M‖∇g‖∞
∫

RN
� (1− T ′a,b(u))dx

=
∫

RN
�(z,D(Ta,b(u)− g))+M‖∇g‖∞

∫
RN

� (1− T ′a,b(u))dx.

On the other hand, let us denote by

Jai (x, r) :=
∫ r

0
ai (s,∇g(x))ds and J �ai

�xj

(x, r) :=
∫ r

0

�
�xj

ai (s,∇g(x))ds,

i, j ∈ {1, . . . , N} and observe that
�

�xj
Jai (x, Ta,b(un(x)))=ai (un(x),∇g(x))

�un
�xj

(x)T ′a,b(un)+J �ai
�xj

(x, Ta,b(un(x))).

Now, since

�
�xj

Jai (x, Ta,b(un)) ⇀
�

�xj
Jai (x, Ta,b(u)),
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weakly as measures, andJ �ai
�xj

(x, Ta,b(un(x)))→ J �ai
�xj

(x, Ta,b(u(x))) a.e., we have

lim
n→∞

∫
RN

�a(un,∇g) · ∇(un − g) T ′a,b(un)dx

� lim
n→∞

∫
RN

�
N∑
i=1

[
�

�xi
Jai (x, Ta,b(un(x)))− J �ai

�xi

(x, Ta,b(un(x)))

]

− lim
n→∞

∫
RN

�a(un,∇g) · ∇g T ′a,b(un)(T ′a,b(u)+ (1− T ′a,b(u)))dx

�
∫

RN
�

N∑
i=1

[
�

�xi
Jai (x, Ta,b(u))− J �ai

�xi

(x, Ta,b(u(x)))

]

−
∫

RN
�a(u,∇g) · ∇g T ′a,b(u)dx.

Consequently, we obtain∫
RN

�(z,D(Ta,b(u)− g))+M‖∇g‖∞
∫

RN
� (1− T ′a,b(u))dx

+
∫

RN
�a(u,∇g) · ∇g T ′a,b(u)

−
∫

RN
�

(
N∑
i=1

[
�

�xi
Jai (x, Ta,b(u(x)))− J �ai

�xi

(x, Ta,b(u(x)))

])
�0, (4.14)

for all 0�� ∈ C1
0(R

N). Thus the measure

(z,D(Ta,b(u)− g))−
N∑
i=1

[
�

�xi
Jai (x, Ta,b(u(x)))− J �ai

�xi

(x, Ta,b(u(x)))

]

+ a(u,∇g) · ∇g T ′a,b(u)LN +M‖∇g‖∞ (1− T ′a,b(u))LN�0.

Then using chain’s rule forBV functions ([1], Theorem 3.96) applied toJai (u1, u2) with
u1(x)= x, u2(x)= Ta,b(u(x)), x ∈ RN , we deduce that the absolutely continuous part of

N∑
i=1

[
�

�xi
Jai (x, Ta,b(u(x)))− J �ai

�xi

(x, Ta,b(u(x)))

]

is a(u,∇g) · ∇Ta,b(u)LN , and we obtain

z · ∇(Ta,b(u)− g)− a(u,∇g) · ∇Ta,b(u)
+ a(u,∇g) · ∇gT ′a,b(u)+M‖∇g‖∞ (1− T ′a,b(u))�0.

In particular, forx ∈ [a <u<b], we have
(z− a(u,∇g)) · ∇(u− g)�0, a.e.

Since we may take a countable set of functionsg ∈ C2(RN) ∩W1,∞(RN) which is dense
in C1(RN), we have that the above inequality holds for allx ∈ � ∩ [a <u<b], where
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� ⊂ RN is such thatLN(RN\�)=0, and allg ∈ C1(RN). Now, fixedx ∈ �∩[a <u<b]
and given� ∈ RN , there isg ∈ C1(RN) such that∇g(x)= �. Then

(z(x)− a(u(x), �)) · (∇u(x)− �)�0, ∀� ∈ RN .

By an application of Minty–Browder’s method inRN , these inequalities imply that

z(x)= a(u(x),∇u(x)) a.e. on [a <u<b].
Since this holds for any 0<a<b, we obtain (4.13) a.e. on the pointsx of RN such that
u(x) �= 0.Now, by our assumptions onaand (4.9)wededuce thatz(x)=a(u(x),∇u(x))=0
a.e. on[u= 0]. We have proved (4.13).�

From (4.13) and (4.11), it follows that

v − u=−diva(u,∇u), in D′(RN). (4.15)

Step3: To finish the existence part of the proof we only need to prove that

hS(u,DT (u))�(a(u,∇u),DJT ′S(u)) as measures∀S ∈ P+, T ∈T+ (4.16)

and

h(u,DT (u))�(a(u,∇u),DT (u)) as measures∀T ∈T+. (4.17)

To prove (4.16) we require some intermediate inequalities summarized in next Lemma.

Lemma 4.3.We have the inequalities

lim sup
n

∫
RN

a(un,∇un) · ∇(JT ′S(un))�(x)dx�
∫
�

�(a(u,∇u),D(JT ′S(u)))
(4.18)

for any0�� ∈ Cc(RN) and

fS(u,DT (u))�(a(u,∇u),D(JT ′S(u)))+ S(u)f (u,0)LN . (4.19)

Before proving the Lemma, let us give the proof of (4.16). Using (4.19), we have

(a(u,∇u),D(JT ′S(u)))= (a(u,∇u),D(JT ′S(u)))ac + (a(u,∇u),D(JT ′S(u)))s
�a(u,∇u) · ∇(JT ′S(u))+ (fS(u,DT (u)))s
= a(u,∇u) · ∇(JT ′S(u))+ (hS(u,DT (u)))s
= hS(u,DT (u)

and (4.16) holds.

Proof. Let us prove (4.18). By (4.2), we have∫
RN
w(v − un)dx =

∫
�
an(un,∇un) · ∇w dx, ∀w ∈ W1,2(RN). (4.20)
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Then, takingw = JT ′S(un)� as test function in (4.20), we obtain∫
RN

�a(un,∇un) · ∇(JT ′S(un))dx + 1

n

∫
RN

�∇un · ∇(JT ′S(un))dx

=
∫

RN
(v − un)JT ′S(un)�dx −

∫
RN
JT ′S(un)a(un,∇un) · ∇�dx

− 1

n

∫
RN
JT ′S(un)∇un · ∇�dx.

Lettingn→∞ we get

lim sup
n

∫
RN

�a(un,∇un) · ∇(JT ′S(un))dx

�
∫

RN
�(v − u)JT ′S(u)dx −

∫
RN
JT ′S(u)a(u,∇u) · ∇�dx

=−
∫

RN
diva(u,∇u)JT ′S(u)�dx −

∫
RN
JT ′S(u)a(u,∇u) · ∇�

=
∫

RN
�(a(u,∇u),D(JT ′S(u))).

Let us prove (4.19). Using the convexity off, and using that

a(un,∇T (un)) · ∇T (un)= a(un,∇un) · ∇T (un),
we have∫

RN
�S(un)f (un,∇T (un))dx

�
∫

RN
�S(un)a(un,∇T (un)) · ∇T (un)dx +

∫
RN

�S(un)f (un,0)dx

=
∫

RN
�a(un,∇un) · ∇(JT ′S(un))dx +

∫
RN

�S(un)f (un,0)dx.

Then, sinceR(�Sf , T ) is lower semi-continuous respect to theL1-convergence and
(4.18), lettingn→∞ we obtain

〈fS(u,DT (u)),�〉
=R(�Sf , T )(u)� lim inf

n
R(�Sf , T )(un)dx

= lim inf
n

∫
RN

�S(un)f (un,∇T (un))dx

� lim inf
n

∫
RN

�a(un,∇un) · ∇(JT ′S(un))dx +
∫

RN
�S(un)f (un,0)dx

� lim sup
n

∫
RN

a(un,∇un) · ∇(JT ′S(un))�(x)dx +
∫

RN
�S(u)f (u,0)dx

�
∫

RN
�(a(u,∇u),D(JT ′S(u)))+

∫
RN

�S(u)f (u,0)dx

and (4.19) holds. �
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In a similar way (4.17) follows from the following Lemma:

Lemma 4.4.We have the following inequalities

lim sup
n

∫
RN

�a(un,∇un) · ∇T (un))dx�
∫

RN
�(a(u,∇u),D(T (u))), (4.21)

for any0�� ∈ Cc(RN) and

f (u,DT (u))�(a(u,∇u),D(T (u)))+ f (u,0)LN . (4.22)

Before going into the proof, let us prove (4.17). From (4.22) it follows that

(h(u,DT (u)))s(u)= (f (u,DT (u)))s(u)�a(u,∇u) ·Ds(T (u))).
Hence,

(a(u,∇u),D(T (u)))= a(u,∇u) · ∇T (u)+ a(u,∇u) ·Ds(T (u)))
�a(u,∇u) · ∇T (u)+ (h(u,DT (u)))s = h(u,DT (u)).

Proof. To prove (4.21) let 0�� ∈ Cc(RN), takingw = T (un)� as test function in (4.20),
we obtain∫

RN
�a(un,∇un) · ∇T (un))dx + 1

n

∫
RN

�∇un · ∇T (un))dx

=
∫

RN
(v − un)T (un)�dx −

∫
RN
T (un)a(un,∇un) · ∇�dx

− 1

n

∫
RN
T (un)∇un · ∇�dx.

Lettingn→∞ we get

lim sup
n

∫
RN

�a(un,∇un) · ∇T (un))dx

�
∫

RN
�(v − u)T (u)dx −

∫
RN
T (u)a(u,∇u) · ∇�dx

=−
∫

RN
diva(u,∇u)T (u)�dx −

∫
RN
T (u)a(u,∇u) · ∇�

=
∫

RN
�(a(u,∇u),D(T (u))).

Let us prove (4.22). Using the convexity off, we have∫
RN

�f (un,∇T (un))dx�
∫

RN
�a(un,∇T (un)) · ∇T (un)dx

+
∫

RN
�f (un,0)dx.
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Then, sinceR(�f, T ) is lower-semi-continuous inBV (RN) respect to theL1-convergence,
lettingn→∞ we obtain

〈f (u,DT (u)),�〉
=R(�f, T )(u)� lim inf

n

∫
RN

�f (un,∇T (un))dx

� lim inf
n

∫
RN

�a(un,∇T (un)) · ∇T (un)dx +
∫

RN
�f (u,0)dx

� lim sup
n

∫
RN

a(un,∇un) · ∇T (un))�(x)dx +
∫

RN
�f (u,0)dx

�
∫

RN
�(a(u,∇u),D(T (u)))+

∫
RN

�f (u,0)dx.

Hence, (4.22) follows. �

Uniqueness of entropy solutions.Given v, v ∈ L1(RN) ∩ L∞(RN), v�0, v�0, let
u, u�0 be two bounded entropy solutions of the problems

u− diva(u,Du)= v, in RN (4.23)

and

u− diva(u,Du)= v, in RN , (4.24)

respectively.
Let �n be a classical mollifiers inR

N , b>a >2>0. Let us write

�n(x, y)= �n(x − y) and T = T aa,b.

We need to consider truncature functions of the form

S,l(r) := T(r − l)+ = Tl,l+(r)− l ∈ P+

and

Sl(r) := T(r − l)− + = Tl−,l(r)+ − l ∈ P+,

wherel�0. Observe that

Sl(r)=−T(l − r)+ + .

If we denotez(y)= a(u(y),∇u(y)) andz(x)= a(u(x),∇u(x)), we have

u− div(z)= v and u− div(z)= v, in D′(RN).
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Then, multiplying the first equation byT (u(y))S,u(x)(u(y))�n(x, y), the second by
T (u(x))S

u(y)
 (u(x))�n(x, y) and integrating by parts, we obtain∫

RN
u(y)T (u(y)) T(u(y)− u(x))+�n(x, y)dy

+
∫

RN
�n(x, y)(z,Dy(T (u)S,u(x)(u(y))))

+
∫

RN
T (u(y))S,u(x)(u(y))z(y) · ∇y�n(x, y)dy

=
∫

RN
v(y)T (u(y))T(u(y)− u(x))+�n(x, y)dy (4.25)

and

−
∫

RN
u(x)T (u(x))(T(u(y)− u(x))+ − )�n(x, y)dx

+
∫

RN
�n(x, y)(z,Dx(T (u)S

u(y)
 (u)))

+
∫

RN
T (u)S

u(y)
 (u(x))z(x) · ∇x�n(x, y)dx

=−
∫

RN
v(x)T (u(x))(T(u(y)− u(x))+ − )�n(x, y)dx. (4.26)

Integrating (4.25) inx and (4.26) iny, and adding both identities we obtain∫
RN

∫
RN
(u(y)T (u(y))− u(x)T (u(x)))T(u(y)− u(x))+�n(x, y)dx dy

+ 
∫

RN

∫
RN
(u(x)− v(x))T (u(x))�n(x, y)dx dy

+
∫

RN

(∫
RN

�n(x, y)(z,Dy(T (u)S,u(x)(u))

)
dx

+
∫

RN×RN
T (u(y))S,u(x)(u(y))z(y) · ∇y�n(x, y)dy dx

+
∫

RN

(∫
RN

�n(x, y)(z,Dx(T (u)S
u(y)
 (u)))

)
dy

+
∫

RN×RN
T (u(x))S

u(y)
 (u(x))z(x) · ∇x�n(x, y)dx dy

=
∫

RN

∫
RN
(v(y)T (u(y))− v(x)T (u(x)))T(u(y)− u(x))+�n(x, y)dx dy.

(4.27)

Let I1, I2 be, respectively, the first term and the rest of the terms at the left-hand side of the
above identity, and letI3 be the right-hand side term. From now on, sinceu, z are always
functions ofy, andu, z are always functions ofx, to make our expressions shorter, we shall
omit the arguments except on sub- and super-indices and in some additional cases where
we find useful to remind them.
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Now, sinceu− v = div z and∇y�n(x, y)+ ∇x�n(x, y)= 0, we have

I2= 
∫

RN

∫
RN

div(z) T (u)�n dx dy

+
∫

RN

(∫
RN

�n(z,Dy(T (u)S,u(x)(u)))

)
dx

−
∫

RN×RN
T (u)S

u(y)
 (u)z · ∇y�n dx dy

+
∫

RN

(∫
RN

�n(z,Dx(T (u)S
u(y)
 (u)))

)
dy

−
∫

RN×RN
T (u)S,u(x)(u))z · ∇x�n dy dx

= 
∫

RN

∫
RN

div(z) T (u)�n dx dy

+
∫

RN

(∫
RN

�n(z,Dy(T (u)S,u(x)(u)))

)
dx

+
∫

RN×RN
�nz ·Dy(T (u)T(u− u)−)dx dy

+
∫

RN

(∫
RN

�n(z,Dx(T (u)S
u(y)
 (u)))

)
dy

+
∫

RN×RN
�nz ·Dx(T (u)T(u− u)+))dy dx

= 
∫

RN

∫
RN

div(z) T (u)�n dx dy,

+
∫

RN

(∫
RN

�n(z,DyJT ′S,u(x) (u))

)
dx

+
∫

RN

(∫
RN

�n(z,DxJT ′Su(y)
(u))

)
dy

+
∫

RN

(∫
RN

�n(z,DyJT S′,u(x) (u))
)
dx

−
∫

RN
T (u)

(∫
RN

�nz ·Dy T(u− u)+
)
dx

+
∫

RN

(∫
RN

�n(z,DxJT Su(y)′
(u))

)
dy

+
∫

RN
T (u(y))

(∫
RN

�nz ·DxT(u− u)+
)
dy

= I12 + I22 ,

whereI12 denotes the sum of the first three terms andI22 denotes the sum from the fourth to
the seventh terms.
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Let us consider the second and third terms inI12 . Since

hS,u(x) (u,DT (u))�(z,DyJT ′S,u(x) (u))

and

h
S
u(y)

(u,DT (u))�(z,DxJT ′Su(y)

(u))

as measures inRN , we have∫
RN

(∫
RN

�n(z,DyJT ′S,u(x) (u))

)
dx�0

and ∫
RN

(∫
RN

�n(z,DxJT ′Su(y)
(u))

)
dy�0.

Hence,

I12 �
∫

RN

∫
RN

div(z)T (u)�n dx dy. (4.28)

Let us write the term

I22 = I22 (ac)+ I22 (s),
whereI22 (ac) contains the absolutely continuous parts ofI22 andI

2
2 (s) contains its singular

parts. Now,

I22 (ac)=
∫

RN

∫
RN

�nT (u) z · ∇yT(u− u)+ dy dx

−
∫

RN

∫
RN

�nT (u) z · ∇y T(u− u)+ dy dx

−
∫

RN

∫
RN

�nT (u) z · ∇xT(u− u)+ dx dy

+
∫

RN

∫
RN

�nT (u) z · ∇x T(u− u)+ dx dy

=
∫

RN

∫
RN

�n(zT (u)− zT (u))(∇yT(u− u)+ + ∇xT(u− u)+)dx dy

=
∫

RN

∫
RN

�n(z− z)T (u)(∇yT(u− u)+ + ∇xT(u− u)+)dx dy

+
∫

RN

∫
RN

�nz(T (u)− T (u))(∇yT(u− u)+ + ∇xT(u− u)+)dx dy
=: A1+ A2.

Let us estimateA1. First, observe that

∇yT(u− u(x))+(y)= �[u(x),u(x)+](u(y))∇yu(y),
∇xT(u(y)−u)+(x)=−�[u(y)−,u(y)](u(x))∇xu(x)=−�[u(x),u(x)+](u(y))∇xu(x).
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By (3.11), we have

A1=
∫

RN

∫
RN

�n(z− z)T (u)(∇yu− ∇xu)�[u(x),u(x)+](u)dx dy

� − C‖T (u)‖∞
∫

RN

∫
RN

�[u�a]�n�[u(x),u(x)+](u)

× |u− u| ‖∇yu− ∇xu‖dx dy.
Now, observe that, if 0�u(y)−u(x)� andu(y)�a, thenu(x)�a− . Thus�[u�a−]

∇xu, �[u�a]∇yu ∈ L1(RN). Let us remind here that the argument of�[u�a] is x,
the argument of �[u�a−] is y, and �[0�u−u� ] denotes �[0�u−u� ](x, y) =
�[(x,y):0�u(y)−u(x)� ](x, y). Hence

A1� − C‖T (u)‖∞
∫

RN

∫
RN

�[u�a] �[u�a−]�n �[0�u−u� ]

× ‖∇yu− ∇xu‖dx dy.
Similarly

|A2| =
∣∣∣∣
∫

RN

∫
RN

�nz(T (u)− T (u))(∇yu− ∇xu)�[u(x),u(x)+](u)dx dy
∣∣∣∣

�M
∫

RN

∫
RN

�[u�a−]�[u�a−]�[0�u−u� ]�n|u− u| ‖∇yu− ∇xu‖dx dy

�M
∫

RN

∫
RN

�[u�a−]�[u�a−]�n�[0�u−u� ] ‖∇yu− ∇xu‖dx dy

�M
∫

RN

∫
RN

�[u�a−]�[u�a−]�n�[0�u−u� ](‖∇yu‖ + ‖∇xu‖)dx dy,

whereM>0 denotes the Lipschitz constant ofT. Now observe that∫
RN

∫
RN

�[u�a−]�[u�a−]�n�[0�u−u� ] ‖∇yu‖dx dy

�
∫

RN
�[u�a−]�n(x)

(∫ u(x)+

u(x)

P ([u��])d�
)
dx�o(),

whereo() denotes an expression such thato()→ 0 as → 0. Thus

1


A1� − Co()

and

1


|A2|�o().

Hence,

1


I22 (ac)�o(). (4.29)
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Finally, let us computeI22 (s).

I22 (s)=
∫

RN

(∫
RN

�nz ·DsyJT S′,u(x)(u)
)
dx

−
∫

RN

(∫
RN

�nT (u) z ·Dsy T(u− u)+
)
dx

+
∫

RN

(∫
RN

�nz ·DsxJT Su(y)′
(u)

)
dy

+
∫

RN

(∫
RN

�nT (u) z ·DsxT(u− u)+
)
dy

=: I22 (1, s)+ I22 (2, s).
Note that, ifu(x)>0, we have

z ·DsyJT S′,u(x) (u)�hT (u,DyT(u− u(x))+)s = hT (u,Dyu)
s�0,

whereu(x, y)= Tu(x),u(x)+(u(y)) and by(H5) and(H6), we have

z(x) ·DsyT(u− u(x))+��(u(x))�0(
−−→
Dsyu)|Dsyu|.

Since the integrand of the first term is positive and the support ofT (u) is contained in
[u�a], we have

I22 (1, s)�
∫
[u�a]

(∫
RN

�nz ·DsyJT S′,u(x)(u)
)
dx

−
∫
[u�a]

(∫
RN

�nT (u) z ·Dsy T(u− u)
)
dx

�
∫
[u�a]

(∫
RN

�nhT (u,Dyu)
s

)
dx

−
∫
[u�a]

(∫
RN

�nT (u)�(u)�
0(
−−→
Dsyu)|Dsyu|

)
dx

=
∫
[u�a]

(∫
RN

�nT (u)�(u)�
0(
−−→
Dsyu)|Dc

yu|
)
dx

−
∫
[u�a]

(∫
RN

�nT (u)�(u)�
0(
−−→
Dsyu)|Dc

yu|
)
dx

+
∫
[u�a]

(∫
Ju

�n
1

(u)
+(y)− (u)

−(y)

×
(∫ (u)

+(y)

(u)
−(y)

T (s)�(s)ds

)
�0(

−−→
Dsyu)|Djyu|

)
dx

−
∫
[u�a]

(∫
RN

�nT (u)�(u)�
0(
−−→
Dsyu)|Djyu|

)
dx =: J1+ J2,

whereJ1 denotes the sum of the first and second terms of the above expression, andJ2 the
sum of the third and fourth terms.
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Now, sinceT and� are Lipschitz continuous, we have

|J1|�
∫

RN

(∫
[u�a]

�n|T (u)�(u)− T (u)�(u)|�0(
−−→
Dsyu)|Dc

yu|
)
dx

�M
∫
[u�a]

�n(x)
(∫

RN
|u − u|�[u(x),u(x)+](u)|Dc

yu|
)
dx

�M
∫
[u�a]

�n(x)
(∫

{y∈RN : u(x)<u(y)<+u(x)}
|Dc
yu|
)
dx,

whereM>0 denotes the Lipschitz constant ofT (·)�(·).
Using the coarea formula, we obtain

|J1|�M
∫

RN
�[u�a]�n(x)

(∫ u(x)+

u(x)

Per({u(y)��})d�
)
dx,

which yields

1


|J1|�Mo(). (4.30)

For convenience, let us write

J (u, y)= 1

(u)
+(y)− (u)

−(y)
.

Working in a similar way as before, we have

|J2|�
∫
[u�a]

(∫
Ju

�nJ (u, y)

(∫ (u)
+(y)

(u)
−(y)

|T (s)�(s)− T (u(x))�(u(x))|ds
)

× �0(
−−→
Dsyu)|Djyu|

)
dx

�M
∫

RN
�[u�a]�n(x)

(∫ u(x)+

u(x)

Per({u(y)��})d�
)
dx

and we obtain that

1


J2�o(). (4.31)

Collecting all these facts, we obtain

1


I22 (1, s)�o().

In a similar way we prove that

1


I22 (2, s)�o().
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Hence,

1


I22 (s)�o().

Then, by (4.29), it follows that

1


I22 �o().

Hence, with the estimates of all terms ofI2, we have

1


I2�o()+

∫
RN

∫
RN

div(z)T (u)�n dx dy.

Therefore, dividing (4.27) by, and letting → 0 andn→∞ in this order we obtain∫
RN
(u(x)T (u(x))− u(x)T (u(x)))sign+0 (u(x)− u(x))dx

�
∫

RN
(v(x)T (u(x))− v(x)T (u(x)))sign+0 (u(x)− u(x))dx

−
∫

RN
div(z) T (u(x))dx.

As above, let us skip the argumentx in the expressions below. Lettinga→ 0+, we obtain∫
RN
(uT 0,b(u)− uT0,b(u))sign+0 (u− u)dx

�
∫

RN
(vT 0,b(u)− vT0,b(u))sign+0 (u− u)dx −

∫
RN

div(z) T0,b(u)dx.

Dividing by b>0, and lettingb→ 0+, we obtain∫
RN
(u�[u>0] − u�[u>0])sign+0 (u− u)dx

�
∫

RN
(v�[u>0] − v�[u>0])sign+0 (u− u)dx −

∫
RN

div(z) �[u>0] dx. (4.32)

We claim now that

v = 0 a.e. on [u= 0] and v = 0 a.e on [u= 0]. (4.33)

Let 0�� ∈ D(RN) be anda >0, >0. Multiplying v − u = −div(z) in D′(RN) by
T aa,a+(u)� and integrating by parts, we have∫

RN
(v − u)T aa,a+(u)�dx

=
∫

RN
�(z,DT aa,a+(u))+

∫
RN

z · ∇�T aa,a+(u)dx

�
∫

RN
z · ∇�T aa,a+(u)dx.



664 F. Andreu et al. / Nonlinear Analysis 61 (2005) 637–669

Dividing by  and letting → 0+, we get∫
RN
(v − u)�[u>a]�dx�

∫
RN

z · ∇��[u>a] dx.

Hence,∫
RN
(v − u)�[u�a]�dx =

∫
RN
(v − u)�dx −

∫
RN
(v − u)�[u>a](x)�dx

�
∫

RN
(v − u)�dx −

∫
RN

z · ∇��[u>a] dx

=
∫

RN
z · ∇��[u�a] dx.

Then, lettinga→ 0+, sincez= 0 in [u= 0], we have∫
RN
v�[u=0]�dx =

∫
RN
(v − u)�[u=0]�dx�0,

for all 0�� ∈ D(RN), hencev�[u=0] =0 a.e. inRN . Similarly,v�[u=0] =0 a.e. inRN and
(4.33) holds.
On the other hand, by (4.33), we have∫

RN
div(z) �[u>0] dx =

∫
RN
(u− v) �[u>0] dx=

∫
RN
(u−v)dx=

∫
RN

div(z)dx=0.

Then, from (4.32), it follows that∫
RN
(u�[u>0]−u�[u>0])sign+0 (u−u)dx�

∫
RN
(v�[u>0]−v�[u>0])sign+0 (u− u)dx.

Hence, using (4.33), we obtain∫
RN
(u− u)+ dx�

∫
RN
(v − v)sign+0 (u− u)dx�

∫
RN
(v − v)+ dx.

This concludes the proof of the Theorem.�

5. Semigroup solution

In this sectionweshall associate anaccretive operator inL1(RN) to the formal differential
expression−diva(u,∇u).

Definition 5.1. (u, v) ∈ B if and only if 0�u ∈ T BV +(RN) ∩ L∞(RN), 0�v ∈
L∞(RN) ∩ L1(RN) andu is the entropy solution of problem (3.1).
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For 0< �‖u‖∞, let S := T,‖u‖∞ be. If (u, v) ∈ B, by Green’s formula (2.10), we
obtain∫

RN
(w − S(u))v dx�

∫
RN
(a(u,∇u),Dw)− h(u,DS(u)), (5.1)

for all w ∈ BV (RN) ∩ L∞(RN) and>0.

Lemma 5.2. Given�>0,andv ∈ L1(RN)+, if u= (I + �B)−1v, then

u>v. (5.2)

Proof. Sinceu = (I + �B)−1v, we have
(
u, 1� (v − u)

) ∈ B. Then,a(u,∇u) ∈ X1(R
N)

and

1

�
(v − u)=−diva(u,∇u) in D′(RN).

Givenp ∈ P0 and>0, we denote by

p(r) :=
{
p(), if 0�r�,
p(r), if r�.

By Green’s formula, we have∫
RN
p(u)(u−v)dx = �

∫
RN
p(u)diva(u,∇u)dx =−�

∫
RN
(a(u,∇u),Dp(u)).

If S := T,‖p‖∞ , we havep(u) = p(S(u)). On the other hand, by chain’s rule forBV-
functions (see[1]), we haveD(p(S(u))) = (p)S(u)

DS(u) with (p)S(u)
�0, (p)S(u)

being the Vol’pert’s averaged superposition. Moreover, by[8],

�(a(u,∇u),D(p(S(u))), ·)= �(a(u,∇u),DS(u), ·)|Dp(S(u))|-a.e.
Then,

(a(u,∇u),D(p(u)))= (a(u,∇u),D(p(S(u)))

= �(a(u,∇u),DS(u), ·)|Dp(S(u))|
= (p)S(u)

�(a(u,∇u),DS(u), ·)|DS(u)|
= (p)S(u)

(a(u,∇u),DS(u))�(p)S(u)
h(u,DS(u))�0.

Therefore, we get∫
RN
p(u)(u− v)dx�0

and consequently, letting → 0+, we get∫
RN
p(u)udx�

∫
�
p(u)v dx, ∀p ∈ P0

and, by results in[10], this implies (5.2). �
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Proposition 5.3. Assume we are under assumptions(H). Then B is accretive inL1(RN),

(L∞(RN) ∩ L1(RN))+ ⊂ R(I + B)
andD(B) is dense inL1(RN)+.

Proof. The accretivity of the operatorB in L1(RN) and the range condition follow from

Theorem4.1.Toprove thedensityofD(B) inL1(RN)+,weprove thatD(RN)+ ⊆ BL1(RN).
Let 0�v ∈ D(RN). By Theorem 4.1,v ∈ R(I + 1

n
B) for all n ∈ N. Thus, for eachn ∈ N,

there existsun ∈ D(B), ‖un‖∞�‖v‖∞, such that(un, n(v − un)) ∈ B. Consequently, by
(5.1) withS := T,‖v‖∞ , we get∫

RN
(w − S(un))n(v − un)dx�

∫
RN
(a(un,∇un),Dw)− h(un,DS(un)),

for all w ∈ BV (RN) ∩ L∞(RN). Takingw = v, we get∫
RN
(v − S(un))(v − un)dx� 1

n

(∫
RN
a(un,∇un) · ∇v dx − h(un,DS(un))

)

� 1

n

∫
RN
a(un,∇un) · ∇v dx�M

n

∫
RN

|∇v|dx.

Letting  → 0+, we get∫
RN
(v − un)2 dx�M

n

∫
RN

|∇v|dx

and we obtain thatun → v in L2(RN), asn → ∞. Moreover, by Lemma 5.2,un>v for
all n ∈ N. Hence, by results in[10], we haveun → v in L1(RN), asn → ∞. Therefore

v ∈ D(B)L1(�) and the proof is complete.�

From Proposition 5.3, if we denote byB the closure inL1(RN) of the operatorB, it
follows thatB is accretive inL1(RN), it satisfies the comparison principle, and verifies the

range conditionD(B)
L1(RN)=L1(RN)+ ⊂ R(I +�B) for all �>0. Therefore, according

to Crandall–Liggett’s Theorem (c.f., e.g.,[11]), for any 0�u0 ∈ L1(RN) there exists a
unique mild solutionu ∈ C([0, T ];L1(RN)) of the abstract Cauchy problem

u′(t)+Bu(t)  0, u(0)= u0. (5.3)

Moreover,u(t) = T (t)u0 for all t�0, where(T (t))t�0 is the semigroup inL1(RN)+
generated by Crandall–Liggett’s exponential formula, i.e.,

T (t)u0 = lim
n→∞

(
I + t

n
B

)−n
u0.

On the other hand, by Lemma 5.2, and using the results in[10], we have that the comparison
principle also holds forT (t), i.e., if u0, u0 ∈ L1(RN)+, we have the estimate

‖(T (t)u0 − T (t)u0)+‖1�‖(u0 − u0)+‖1. (5.4)
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Remark 5.4. Since, byProposition 5.3,(L∞(RN)∩L1(RN))+ ⊂ R(I+B), using Lemma
5.2, we have that

T (t)u0 ∈ (L∞(RN) ∩ L1(RN))+, ∀t�0, ∀u0 ∈ (L∞(RN) ∩ L1(RN))+.
(5.5)

Remark 5.5. In the proof of the existence part of Theorem 4.1, we have proved that the
resolvent of the operatorBn associated to−diva(u,Du)− 1

n
�u converges to the resolvent

of B, i.e., if v ∈ L1(RN) ∩ L∞(RN), v�0, andun are solutions of(I + Bn)u = v in the
sense defined by the inequalities (4.2), thenun → u in L1(RN) (and inLp(RN) for all
1�p<∞), whereu= (I + B)−1v.

6. The Neumann problem

Using similar techniques as above we may prove an existence and uniqueness result for
the following Neumann problem:{

u− diva(u,Du)= v, in �,
�u
��

= 0, on ��, (6.1)

where� is a bounded set inRN with boundary�� of classC1, v ∈ L∞(�)+, a(z, �) =
∇�f (z, �), andf satisfies similar assumptions to the ones considered in theCauchy problem.
We use the notation�/�	 for the Neumann boundary operator associated toa(u,Du), i.e.,

�u
�	

:= a(u,Du) · �,

where� is the outward unit normal on��.
We introduce the concept of entropy solution for problem (6.1).

Definition 6.1. Givenv ∈ L∞(�), v�0, we say thatu is anentropy solutionof{−diva(u,Du)= v, in �,
�u
��

= 0, on ��, (6.2)

if u ∈ T BV +(�) anda(u,∇u) ∈ X1(�) satisfies

−diva(u,∇u))= v, in D′(�), (6.3)

hS(u,DT (u))�(a(u,∇u),DJT ′S(u)) as measures∀S ∈ P+, T ∈T+, (6.4)

hT (u,DT (u))�(a(u,∇u),DT (u)) as measures∀T ∈T+, (6.5)

[a(u,∇u), �] = 0, HN−1-a.e. on ��. (6.6)
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Working as in the proof of Theorem 4.1, we prove the following result:

Theorem 6.2. Assume that assumptions(H) hold. Then, for anyv ∈ L∞(�), v�0, there
exists a unique entropy solutionu ∈ T BV +(�) ∩ L∞(�) of (6.1).

As in Section 5, we can associate an accretive operator inL1(�) to the formal differential
expression−diva(u,∇u) together with the Neumann boundary condition. More precisely,
we define the operatorB in L1(�) by
(u, v) ∈ B, if and only ifu ∈ T BV +(�)∩L∞(�), 0�v ∈ L∞(�) andu is the entropy

solution of problem (6.2).
Then, assuming that assumptions (H) hold, we have thatB is accretive inL1(�),

L∞(�)+ ⊂ R(I + B) andD(B) is dense inL1(�)+. Therefore, if we denote byB
the closure ofB in L1(�), it follows thatB is accretive inL1(�) and verifies the range
condition

D(B)
L1(�) = L1(�)+ ⊂ R(I + �B), for all �>0.

Therefore, according to Crandall–Liggett’s Theorem (c.f., e.g.,[11]), for any 0�u0 ∈
L1(�) there exists a unique mild solutionu ∈ C([0, T ];L1(�)) of the abstract Cauchy
problem

u′(t)+Bu(t)  0, u(0)= u0. (6.7)

Moreover,u(t)=T (t)u0 for all t�0, being(T (t))t�0 the semigroup inL
1(�)+ generated

by the Crandall–Liggett’s exponential formula.
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