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If φ is a positive function defined in[0, 1) and0 < p < ∞, we consider the spaceL(p, φ) which consists
of all functionsf analytic in the unit discD for which the integral means of the derivativeMp(r, f ′) =(

1
2π

∫ π

−π

∣∣f ′(reiθ)
∣∣p dθ

)1/p

, 0 < r < 1, satisfyMp(r, f ′) = O(φ(r)), asr → 1. In this paper, for any given

p ∈ (0, 1), we characterize the functionsφ, among a certain class of weight functions, to be able to embedd
L(p, φ) into classical function spaces. These results complement other previously obtained by the authors for
p ≥ 1.

Copyright line will be provided by the publisher

1 Introduction.

Let D denote the unit disc{z ∈ C : |z| < 1}. If 0 < r < 1 andg is a function which is analytic inD, we set

Mp(r, g) =
(

1
2π

∫ π

−π

∣∣g(reiθ)
∣∣p dθ

)1/p

, 0 < p < ∞,

M∞(r, g) = max
|z|=r

|g(z)|.

For 0 < p ≤ ∞ the Hardy spaceHp consists of those functionsg, analytic inD, for which

||g||Hp = sup
0<r<1

Mp(r, g) < ∞.

We refer to [8] and [9] for the theory of Hardy spaces.
In this paper we shall be dealing with functionsf , analytic inD, for which the integral meansMp(r, f ′) are

dominated by a certain weight functionφ(r). Namely, if0 < p ≤ ∞ andφ is a non-negative function defined in
[0, 1), we defineL(p, φ) as the space of all functionsf which are analytic inD and satisfy

Mp(r, f ′) = O(φ(r)), asr → 1.

For 1 ≤ p ≤ ∞, these spaces were extensively studied by the authors in [4]. In this paper we will focus our
attention in the other values ofp, 0 < p < 1. Our aim is characterizing those “natural” functionsφ for which
the spaceL(p, φ) is embedded into classical function spaces.

A well known result of Hardy and Littlewood (see Theorem 5.12 of [8]) asserts that if0 < p < 1 andφ
is bounded thenL(p, φ) ⊂ Hq, whereq = p/(1− p). Moreover, for each value ofp, the exponentq is best
possible. Consequently, we shall not consider this case. Also, we shall assume without loss of generality that the
functionφ is increasing and continuous. Certainly, some restriction on the growth ofφ is needed if we expect to
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2 O. Blasco, D. Girela, and M.A. Ḿarquez: Embedding of analytic function spaces

be able to embed the spaceL(p, φ) into some classical spaces. We shall assume thatφ ∈ L1 ((0, 1)). This and
the fact thatφ is increasing imply that

(1− r)φ(r) → 0, asr → 1. (1)

Because of some technical reasons we shall also assume that the functionr 7→ (1−r)φ(r) is decreasing in[0, 1).
Summarizing, throughout this paper we shall consider the classAF which consists of those functions

φ : [0, 1) → [0,∞) which are increasing and continuous, and satisfy

lim
r→1

φ(r) = ∞, φ ∈ L1 ((0, 1)) and (1− r)φ(r) ↓, asr ↑ 1.

The elements ofAF will be called admissible functions. Using the fact that(1− r)φ(r) is a decreasing function,
we readily obtain the following result.

Lemma 1.1 If φ ∈ AF thenφ
(

1+r
2

)
≤ 2φ(r), for all r ∈ (0, 1).

2 EmbeddingL(p, φ) into Bp.

It is easy to check (see e. g. p. 898 of [4]) that,

if p ≥ 1 andφ ∈ AF , thenL(p, φ) ⊂ Hp. (2)

This is not true forp < 1. Indeed, if0 < p < 1 and

f(z) =
1

(1− z)1/p
(
log 2

1−z

)1/p
, z ∈ D,

then it is not difficult to prove (use for instance the asymptotic expressions (2.33) in p. 192 of Vol. I of [18]) that
f ∈ L(p, φ) with

φ(r) =
1

(1− r)
(
log 2

1−r

)1/p
, r0 < r < 1.

(henceφ ∈ AF) butf /∈ Hp.
For 0 < p < 1, let Bp be the “containing Banach space” or “Banach envelope” ofHp, that is, the space of

all analytic functionsf in D such that∫ 1

0

(1− r)
1
p−2M1(r, f) dr < ∞.

By Theorem 5.11 of [8] withq = λ = 1, we see thatHp ⊂ Bp for all p ∈ (0, 1), a result which was originally
proved by Hardy and Littlewood ([11], p. 412). Duren, Romberg and Shields [7] proved thatHp is dense in
Bp and that the two spaces have the same continuous linear functionals. Our first result is a substitute of (2) for
p < 1.

Theorem 2.1 If 0 < p < 1 andφ ∈ AF , thenL(p, φ) ⊂ Bp.

P r o o f. Takef ∈ L(p, φ). Adding a positive constant toφ if necessary, we may assume thatMp(r, f ′) ≤
Kφ(r) for all r ∈ (0, 1). Using Theorem 5.11 of [8] withq = λ = 1, we obtain∫ 1

0

(1− r)
1
p−2M1(rs, f ′) dr ≤ KMp(s, f ′) ≤ Kφ(s), 0 < s < 1. (3)

Now,

|f(reiθ)| ≤ |f(0)|+
∫ 1

0

|f ′(sreiθ)| ds, θ ∈ R, 0 < r < 1,
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and, hence,

M1(r, f) ≤ |f(0)|+
∫ 1

0

M1(rs, f ′) ds, 0 < r < 1. (4)

Then, using (4), Fubini’s theorem, (3) and the fact thatφ ∈ L1 ((0, 1)), we obtain∫ 1

0

(1− r)
1
p−2M1(r, f) dr ≤ K1 +

∫ 1

0

(1− r)
1
p−2

∫ 1

0

M1(rs, f ′) ds dr

=K1 +
∫ 1

0

∫ 1

0

(1− r)
1
p−2M1(rs, f ′) dr ds ≤ K1 + K2

∫ 1

0

φ(s) ds < ∞.

Hence,f ∈ Bp.

Let us remark that here and all over the paper we shall be using the convention thatK, K1, . . . , denote positive
constants (which may depend uponp, q, φ, ω, f , . . . but not onr, t, s, orn), not necessarily the same at different
occurrences.

3 EmbeddingL(p, φ) into Hq, p ≤ q < ∞.

We start this section finding, for any givenq ∈ [p,∞), a condition onφ which implies thatL(p, φ) ⊂ Hq.

Theorem 3.1 Suppose that0 < p < 1 andφ ∈ AF . If p ≤ q < ∞ andφ(r) (1− r)1−
1
p ∈ Lq ((0, 1)), then

L(p, φ) ⊂ Hq.

Before embarking into the proof, let us introduce another family of spaces. For0 < p < ∞, the space of
Dirichlet typeDp

p−1 consists of all functionsf which are analytic inD and satisfy∫
D
(1− |z|2)p−1|f ′(z)|p dx dy < ∞.

The spacesDp
p−1 are closely related to Hardy spaces. Indeed, a direct calculation with power series shows that

H2 = D2
1. A classical result of Littlewood and Paley [14] (see also [15]) asserts that if2 ≤ p < ∞ then

Hp ⊂ Dp
p−1. This result can be proved by Riesz-Thorin interpolation. On the other hand, we have

Dp
p−1 ⊂ Hp, 0 < p ≤ 2. (5)

For 1 < p < 2 this inclusion can also be proved by interpolation, since the inclusionD1
0 ⊂ H1 is trivial.

Vinogradov ([16], Lemma 1.4) gave a proof of the inclusion for0 < p < 1.
Our proof of Theorem 3.1 will be based on (5). Actually, we shall use the following result which follows from

(5) using the closed graph theorem.

Proposition A If 0 < p ≤ 2 then there exists a positive constantKp, which only depends onp, such that

‖f‖p
Hp ≤ Kp

(
|f(0)|p +

∫
D
(1− |z|2)p−1|f ′(z)|p dx dy

)
, (6)

for everyf ∈ Dp
p−1.

We shall use also the following result, due essentially to Hardy and Littlewood, which can be proved by
modifying the proof of Theorem 5.9 in [8].

Proposition B For 0 < p < q ≤ ∞, there exists a constantKp,q, depending only onp andq, such that for
each analytic functionf in D and eachr ∈ (0, 1) we have

Mq(r, f) ≤ Kp,qMp

(
1 + r

2
, f

)
(1− r)

1
q−

1
p . (7)
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4 O. Blasco, D. Girela, and M.A. Ḿarquez: Embedding of analytic function spaces

Proof of Theorem 3.1 . Takef ∈ L(p, φ). Assume, without loss of generality, thatMp(r, f ′) ≤ Kφ(r),
0 < r < 1.

Suppose first thatp ≤ q ≤ 2. Using Proposition A, Proposition B, the fact thatf ∈ L(p, φ), Lemma 1.1 and
the monotony of the functionφ and of the functiont 7→ 1/(1− t) we deduce that

Mq(r, f)q ≤K

(
|f(0)|q +

∫ 1

0

(1− s)q−1Mq(rs, f ′)q ds

)
≤K

(
|f(0)|q +

∫ 1

0

(1− s)q−1

(
Mp

(
1+rs

2 , f ′
)

(1− rs)
1
p−

1
q

)q

ds

)

≤K

(
|f(0)|q +

∫ 1

0

(1− s)q−1

(
φ
(

1+rs
2

)
(1− rs)

1
p−

1
q

)q

ds

)

≤K

(
|f(0)|q +

∫ 1

0

(1− s)q−1

(
φ (rs)

(1− rs)
1
p−

1
q

)q

ds

)

≤K

(
|f(0)|q +

∫ 1

0

(1− s)q−1

(
φ(s)

(1− s)
1
p−

1
q

)q

ds

)

=K

(
|f(0)|q +

∫ 1

0

(
(1− s)1−

1
p φ(s)

)q

ds

)
, 0 < r < 1.

(8)

Sinceφ(r) (1− r)1−
1
p ∈ Lq ((0, 1)), we deduce thatsup0<r<1 Mq(r, f) < ∞, that is,f ∈ Hq.

To deal with the case2 < q < ∞ we use duality. Letq′ be the exponent conjugate ofq, that is, 1q + 1
q′ = 1.

Take a polynomialg. Takingq = ∞ andp = λ = q′ in Theorem 5.11 of [8] and using the closed graph theorem,
we see that(∫ 1

0

M∞(r, g)q′dr

)1/q′

≤ C||g||Hq′ . (9)

Since2 < q, we have thatφ(r)(1 − r)1−
1
p ∈ L2 ((0, 1)) and then, using the case just proved, we deduce that

f ∈ H2. Hence,f has a finite radial limitf(eiθ) for almost everyθ. We have,∣∣∣∣∫ π

−π

(
f(eiθ)− f(0)

)
ḡ(eiθ)

dθ

2π

∣∣∣∣ = 2
∣∣∣∣∫ 1

0

∫ π

−π

f ′(reiθ)ḡ(reiθ)eiθ dθ

2π
dr

∣∣∣∣
≤ 2

∫ 1

0

M1(r, f ′)M∞(r, g)dr.

(10)

Then, using Proposition B and Lemma 1.1 as above, the fact thatf ∈ L(p, φ), Hölder’s inequality, (9) and the
hypothesis φ(r)

(1−r)
1
p
−1
∈ Lq ((0, 1)), we obtain∣∣∣∣∫ π

−π

(
f(eiθ)− f(0)

)
ḡ(eiθ)

dθ

2π

∣∣∣∣
≤K

∫ 1

0

Mp(r, f ′)

(1− r)
1
p−1

M∞(r, g)dr

≤K

∫ 1

0

φ(r)

(1− r)
1
p−1

M∞(r, g)dr

≤K

(∫ 1

0

(
φ(r)

(1− r)
1
p−1

)q

dr

)1/q (∫ 1

0

M∞(r, g)q′ dr

)1/q′

≤K

(∫ 1

0

(
φ(r)

(1− r)
1
p−1

)q

dr

)1/q

‖g‖Hq′ ,

(11)
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with K independent ofg. By duality, this shows thatf ∈ Hq. This finishes the proof for all values ofq. �

Our next goal is to prove that the converse of Theorem 3.1 is true if we impose to the admissible functionφ a
certain natural regularity condition.

Definition 3.2 Given φ ∈ AF , we defineωφ : [0, 1) → [0,∞) by ωφ(0) = 0 andωφ(t) = tφ(1 − t),
0 < t < 1. Hence,

φ(r) =
ωφ(1− r)

1− r
, 0 < r < 1.

Recall that ifφ ∈ AF then (1 − r)φ(r) ↓ 0, asr ↑ 1. Then it follows easily thatωφ is continuous and
increasing in[0, 1).

Definition 3.3 Let ω : [0, 1) → [0,∞) be a continuous function withω(0) = 0.

(i) We say thatω satisfies the Dini condition, or thatω is a Dini weight, if there exists a positive constantK
such that∫ s

0

ω(t)
t

dt ≤ Kω(s), 0 < s < 1. (12)

(ii) If α > 0, we say thatω satisfies the conditionbα, or thatω is abα-weight, if there exists a positive constant
K such that∫ 1

s

ω(t)
tα+1

dt ≤ K
ω(s)
sα

, 0 < s < 1. (13)

Dini weights andbα-weights show up in a natural way in many questions concerning spaces of analytic func-
tions (see, e. g., [2], [3], [4], [5], [6], [10], [13]).

Definition 3.4 For 0 < p ≤ 1, we shall say that a functionφ ∈ AF satisfies the conditionCp if ωp
φ satisfies

the Dini condition and the conditionbp.

Interesting examples of admissible functions which satisfy the conditionCp are given next (see Proposition 1.2
of [2]).

Example 3.5 If 0 < α < 1, β > 0 andφ(r) = 1
(1−r)α

(
log e

1−r

)β

, (r0 < r < 1) thenφ ∈ AF and

satisfies the conditionCp for everyp ∈ (0, 1).

We shall prove the following result.

Theorem 3.6 Suppose that0 < p < 1, p ≤ q < ∞ andφ ∈ AF . If φ satisfies the conditionCp then the
following statements are equivalent:

(i) L(p, φ) ⊂ Hq.

(ii) φ(r)(1− r)1−
1
p ∈ Lq ((0, 1)) .

The implication (ii)⇒ (i) follows from Theorem 3.1. Several definitions and results will be needed to prove
the other implication.

Definition 3.7 If 0 < p ≤ 1 and φ ∈ AF , we define

Gp,φ(z) =
∞∑

j=1

ωφ(δj)
(1− z + δj)1/p

, z ∈ D, (14)

where,δj = 2−j , j ≥ 0. Define also

Φp(r) =

(∫ 1

0

ωp
φ(t)

(1− r + t)p

dt

t

)1/p

, 0 < r < 1. (15)
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6 O. Blasco, D. Girela, and M.A. Ḿarquez: Embedding of analytic function spaces

Notice that the series in (14) converges uniformly on each compact subset ofD and, therefore, it defines a
function which is analytic inD.

Now, we have

φ(r) ≤ KΦp(r), 0 < r < 1. (16)

Indeed, bearing in mind thatφ is increasing, the definitions and the fact thatp ≤ 1, we have

φ(r) ≤

(
2

1− r

∫ 1+r
2

r

φ(t)p dt

)1/p

=

(
2

1− r

∫ 1−r

1−r
2

φ(1− t)p dt

)1/p

=

(
2

1− r

∫ 1−r

1−r
2

ωφ(t)p

tp
dt

)1/p

≤ K

(∫ 1−r

1−r
2

ωφ(t)p

tp
dt

t

)1/p

≤ KΦp(r).

The other inequality holds if and only ifφ satisfies the conditionCp:

Proposition 3.8 Let 0 < p ≤ 1 and φ ∈ AF . The following statements are equivalent:

(i) φ satisfies the conditionCp.

(ii) There exists a positive constantK such that

Φp(r) ≤ Kφ(r), 0 < r < 1. (17)

P r o o f. For simplicity, writeω for ωφ. Notice that2(1− r) ≥ (1− r + t), if 0 < t ≤ 1− r, and then

1
(1− r)p

∫ 1−r

0

ω(t)p

t
dt ≤ K

∫ 1−r

0

ω(t)p

t(1− r + t)p
dt ≤ KΦp

p(r), 0 < r < 1. (18)

Also, since1− r + t ≤ 2t whenever1− r ≤ t < 1, we have∫ 1

1−r

ω(t)p

tp+1
dt ≤ K

∫ 1

1−r

ω(t)p

t(1− r + t)p
dt ≤ KΦp

p(r), 0 < r < 1. (19)

Using (18) and (19), we easily deduce that (ii)⇒ (i).
The implication (i)⇒ (ii) follows using that

Φp
p(r) ≤

1
(1− r)p

∫ 1−r

0

ωp(t)
t

dt +
∫ 1

1−r

ωp(t)
tp+1

dt.

Next, for an admissible functionφ satisfying the conditionCp, we shall prove that the functionGp,φ belongs
to the spaceL(p, φ). This fact will be basic to prove the implication (i)⇒ (ii) in Theorem 3.6.

Proposition 3.9 Let 0 < p ≤ 1 andφ ∈ AF . If φ satisfies the conditionCp thenGp,φ ∈ L(p, φ).

P r o o f. Writeω for ωφ. Then,

G′
p,φ(z) =

1
p

∞∑
j=1

ω(δj)

(1− z + δj)1+
1
p

, z ∈ D,
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and, hence we have, for0 < r < 1,

Mp
p (G′

p,φ) ≤ K
∞∑

j=1

ωp(δj)
∫ π

−π

dθ

|1 + δj − reiθ|p+1

≤K
∞∑

j=1

ωp(δj)
∫ π

−π

dθ

|1− r
1+δj

eiθ|p+1
≤ K

∞∑
j=1

ωp(δj)
1

|1− r
1+δj

|p

≤K
∞∑

j=1

ωp(δj)
(1 + δj − r)p

≤ K
∞∑

j=1

ωp(δj)(δj − δj+1)
δj(1 + δj − r)p

.

(20)

Now,
1

δ1−p
j (1 + δj − r)p

≤ 1
t1−p(1 + t− r)p

, t ∈ [δj+1, δj ],

and, sinceω(t)
t is decreasing,

ωp(δj)
δp
j

≤ ωp(t)
tp

, t ∈ [δj+1, δj ].

Then
ωp(δj)(δj − δj+1)
δj(1 + δj − r)p

≤ K

∫ δj

δj+1

ωp(t)
t(1 + t− r)p

dt, j ≥ 1,

which, using (20) and Proposition 3.8, implies

Mp
p (r, G′

p,φ) ≤ K

∫ 1

0

ωp(t)
t(1 + t− r)p

dt = KΦp
p(r) ≤ Kφp(r), 0 < r < 1.

Hence,Gp,φ ∈ L(p, φ).

Proof of Theorem 3.6 . It only remains to prove the implication (i)⇒ (ii). So, suppose that0 < p < 1,
p ≤ q < ∞, φ ∈ AF satisfies the conditionCp andL(p, φ) ⊂ Hq. For simplicity, writeω for ωφ andG for
Gp,φ.

Sinceφ satisfies the conditionCp, using Proposition 3.9 we deduce thatG ∈ Hq and then, using the Fejér-
Riesz inequality (see Theorem 3.13 of [8]) we obtain∫ 1

0

G(r)q dr < ∞. (21)

Now, bearing in mind the definition ofδj and the fact the functiont 7→ ω(t)
t is decreasing, we see that

G(r) =
∞∑

j=1

ω(δj)
(1− r + δj)1/p

=
∞∑

j=1

ω(δj)(δj−1 − δj)
δj(1− r + δj)1/p

≥
∫ 1

0

ω(t)
(1 + t− r)1/p

dt

t
, 0 < r < 1. (22)

Then, using thatω is increasing, we have∫ 1

0

G(r)q dr ≥
∫ 1

0

(∫ 1

0

ω(t)
(1 + t− r)1/p

dt

t

)q

dr

=
∫ 1

0

(∫ 1

0

ω(t)
t(s + t)1/p

dt

)q

ds ≥
∫ 1

0

(∫ 1

s

ω(t)
t(s + t)1/p

dt

)q

ds

≥K

∫ 1

0

ω(s)q

(∫ 1

s

1

t
1
p +1

dt

)q

ds = K

∫ 1

0

ω(s)q

(
1

s1/p
− 1
)q

ds,
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8 O. Blasco, D. Girela, and M.A. Ḿarquez: Embedding of analytic function spaces

which, together with (21), shows thatω(s)
(

1
s1/p − 1

)
∈ Lq ((0, 1)). Clearly, this implies thatω(s)

s1/p ∈ Lq ((0, 1))
or, equivalently, thatφ(r)(1− r)1−

1
p ∈ Lq ((0, 1)). �

Let us close this section noticing that the conditionq < ∞ is needed in Theorem 3.1 and in Theorem 3.6.
Indeed, we have already remarked that if0 < p < 1 and ε > 0 then there exists a functionf which is analytic
in D with f ′ ∈ Hp such thatf /∈ H

p
1−p +ε (hence,f /∈ H∞). Actually, we can say even more.

Recall that iff is an analytic function inD then f is said to be a Bloch function if

sup
z∈D

(1− |z|2)|f ′(z)| < ∞,

and it is said to be a normal function in the sense of Lehto and Virtanen [12] if

sup
z∈D

(1− |z|2) |f ′(z)|
1 + |f(z)|2

< ∞.

The space of all Bloch functions will be denoted byB andN will stand for the class of all normal analytic
functions in D. We refer to [1] for the theory of Bloch functions and normal functions. Notice thatH∞ ⊂ B ⊂
N . Using Theorem 5.9 of [8] we see that for anyp ∈ (0, 1) there exists a functionf which is analytic inD with
f ′ ∈ Hp but f /∈ B. A result of Yamashita [17] implies the following stronger result which should be compared
with Theorem 1.3 of [4].

Theorem A There exists a functionf which is analytic inD with f ′ ∈ Hp for all p ∈ (0, 1) but such thatf
is not a normal function.

4 EmbeddingL(p, φ) into Bq, p < q < 1.

We can prove the following result.

Theorem 4.1 Suppose that0 < p < q < 1 andφ ∈ AF . If φ satisfies thatφ(r) (1− r)
1
q−

1
p ∈ L1 ((0, 1)),

thenL(p, φ) ⊂ Bq.

The proof of Theorem 4.1 follows the lines of that of Theorem 2.1, taking into account Proposition B. We
omit the details.

Next we shall see that the converse is true ifφ satisfies the conditionCp.

Theorem 4.2 Suppose that0 < p < q < 1 andφ ∈ AF . If φ satisfies the conditionCp then the following
statements are equivalent:

(i) L(p, φ) ⊂ Bq.

(ii) φ(r)(1− r)
1
q−

1
p ∈ L1 ((0, 1)) .

P r o o f. We only have to prove the implication (i)⇒ (ii). So, assume (i). Once more, writeω for ωφ andG
for Gp,φ.

Using Proposition 3.9, we deduce thatG ∈ Bq.

Observe that, if(1− z)
−1
p =

∑∞
n=0 γnzn, then

G(rz) =
∞∑

n=0

γnrn

 ∞∑
j=1

ω(δj)

(1 + δj)
1
p +n

 zn, 0 < r < 1, |z| ≤ 1,

and then, using Hardy’s inequality (see p. 48 of [8]), we obtain

∞∑
n=0

γn

n + 1
rn

 ∞∑
j=1

ω(δj)

(1 + δj)
1
p +n

 ≤ KM1(r, G), 0 < r < 1. (23)
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Notice that

∞∑
n=0

γn

n + 1
rn

 ∞∑
j=1

ω(δj)

(1 + δj)
1
p +n

 =
∞∑

j=1

ω(δj)

(1 + δj)
1
p

( ∞∑
n=0

γn

n + 1

(
r

1 + δj

)n
)

. (24)

Now, sinceγn ≈ (n + 1)
1
p−1, we see that

∞∑
n=0

γn

n + 1

(
r

1 + δj

)n

≈
(

1− r

1 + δj

)1− 1
p

≈ (1 + δj − r)1−
1
p

and then, using (24), we obtain

∞∑
n=0

γn

n + 1
rn

 ∞∑
j=1

ω(δj)

(1 + δj)
1
p +n

 ≈
∞∑

j=1

ω(δj)

(1 + δj − r)
1
p−1

,

which, together with (23), implies

∞∑
j=1

ω(δj)

(1 + δj − r)
1
p−1

≤ KM1(r, G), 0 < r < 1. (25)

SinceG ∈ Bq, (25) implies∫ 1

0

(1− r)
1
q−2

 ∞∑
j=1

ω(δj)

(1 + δj − r)
1
p−1

 dr < ∞. (26)

Bearing in mind thatδj = 2−j (j ≥ 0), we have∫ 1

0

(1− r)
1
q−2

 ∞∑
j=1

ω(δj)

(1 + δj − r)
1
p−1

 dr =
∞∑

j=1

ω(δj)
∫ 1

0

(1− r)
1
q−2

(1 + δj − r)
1
p−1

dr

≥
∞∑

j=1

ω(δj)
∫ 1−δj+1

1−δj

(1− r)
1
q−2

(1 + δj − r)
1
p−1

dr ≈
∞∑

j=1

δ
1
q−2

j ω(δj)
∫ 1−δj+1

1−δj

1

(1 + δj − r)
1
p−1

dr.

(27)

A simple calculation shows that∫ 1−δj+1

1−δj

1

(1 + δj − r)
1
p−1

dr = Kδ
2− 1

p

j , j ≥ 1,

and then (27) and (26) yield

∞∑
j=1

ω(δj)

δ
1
p−

1
q

j

< ∞.

It is easy to see that this implies that∫ 1

0

ω(t)

t1+
1
p−

1
q

dt < ∞

and this is equivalent to∫ 1

0

φ(r)

(1− r)
1
p−

1
q

dr < ∞.
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