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Abstract

Visualization of information is a relevant topic in Computer Science, where graphs have
become a standard representation model, and graph drawing is now a well-established
area. Within this context, edge crossing minimization is a widely studied problem given
its importance in obtaining readable representations of graphs. In this paper, we focus on
the so-called incremental graph drawing problem, in which we try to preserve the user’s
mental map when obtaining successive drawings of the same graph. In particular, we mi-
nimize the number of edge crossings while satisfying some constraints required to preserve
the position of vertices with respect to previous drawings. We propose heuristic methods
to obtain high-quality solutions to this optimization problem in the short computational
times required for graph drawing applications. We also propose a mathematical program-
ming formulation and obtain the optimal solution for small and medium instances. Our
extensive experimentation shows the merit of our proposal with respect to both opti-
mal solutions obtained with CPLEX and heuristic solutions obtained with LocalSolver, a
well-known black-box solver in combinatorial optimization.

Keywords: heuristics, metaheuristics, combinatorial optimization, graph drawing.

1 Introduction

Graph drawings are difficult to analyze when their elements (vertices and edges) are
placed in an unorganized way, ignoring basic aesthetic criteria. The graph drawing problem
consists in creating a representation of a given graph in such an organized way that it is
easily readable. The range of topics in the graph drawing field goes from visual perception to
algorithms or models and it currently constitutes a well-established area in Computer Science
(see for example Kaufmann and Wagner [24]). The conventional wisdom that a picture is
worth a thousand words can be adapted here by adding that it is even better if the picture is
generated automatically rather than manually.
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The graph drawing literature (see [3]) reports several standards to represent the vertices,
such as dots, circles, or boxes, and more importantly, to represent the edges: straight lines,
polygonal and/or orthogonal paths, or arbitrary curves. Graph drawing resources (papers,
software, conference proceedings) are usually classified according to these different types of
representations, also called drawing conventions. In this paper, we focus on hierarchical
representations, which are also known as layered graphs, where directed acyclic graphs are
represented by arranging the vertices on a series of equidistant vertical lines, called layers, in
such a way that all edges, drawn as straight lines, point in the same direction. It should be
noted that working with hierarchical representations does not limit the scope of our work since
there are several methods to transform a directed acyclic graph into a hierarchical graph, the
most well-known being the procedure in Sugiyama et al. [40]. Table 1 shows some applications
of hierarchical graphs.

Context References Data represented

Workflow visualization [41] Work to be executed by the project team.

Software engineering [10, 8] Calling relationships between subrouti-
nes in a computer program.

Database modeling [21] Data connection, processing and storing
inside the system.

Bioinformatics [28] Structured molecules with multiple
functional components.

Process modeling [20, 14] Analytical representation or illustration
of an organization’s business processes.

Network management [35, 26] Set of productive actions.

VLSI circuit design [4] Design of integrated circuits (ICs) of new
semiconductor chips.

Decision diagrams [37, 33] Logic synthesis and circuits.

Table 1: Some hierarchical graph applications.

Although generally speaking the perception of the quality of a graph representation is
fairly subjective, edge crossing minimization is a well-recognized method to obtain a readable
drawing. Other aesthetic criteria to capture the notion of readability include: bend, length
and area minimization, angle maximization, and symmetries and clustering (see [24] for a
detailed description). In this paper, we target edge crossing minimization because of its
importance as an aesthetic criterion and its difficulty in terms of heuristic optimization (it is
an NP-Complete problem, even when the graph only has two layers, as shown in [18]). The
problem of minimizing the edge crossings in a Hierarchical Directed Acyclic Graph (HDAG)
has been typically addressed as the problem of finding the optimal ordering of vertices in each
layer ([29]).

Graphs have become a fundamental modeling tool in several fields, such as project ma-
nagement, production planning or CAD software, where changes in project structure result
in successive drawings of similar graphs. The so-called mental map of a drawing reflects the
user’s ability to create a mental structure with the elements in the graph. When elements
are added to or deleted from a graph, the user has to adjust his/her mental map to become
familiar with the new graph. The dynamic graph drawing area is devoted to minimizing this
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effort. As described in [6], considering that a graph has been slightly modified, applying a
graph drawing method from scratch would be inefficient and could provide a completely dif-
ferent drawing, thus resulting in a significant effort for the user to re-familiarize him/herself
with the new map. Therefore, models to work with dynamic or incremental graphs have to
be used in this context.
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Figure 1: Optimal drawing for crossing minimization of a given graph.

To illustrate the incremental problem, we consider the hierarchical drawing in Figure 1,
which shows the optimal solution of the edge crossing minimization problem of a graph with 50
vertices and 5 layers. It has been obtained with CPLEX by solving the classical mathematical
formulation of the problem shown in Section 3. We increment this graph now by adding 20
vertices (4 in each layer), and their incident edges. Figure 2 shows the optimal solution of
the edge crossing minimization problem of the new graph, where the new vertices and edges
are represented with dotted lines.
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Figure 2: Optimal drawing for crossing minimization of the incremented graph.

Although the number of crossings in Figure 2 is minimum, 99, this new drawing was
created from scratch, and it ignores the position of the vertices in the original drawing of
Figure 1. For example, vertex 6 in the first layer is in position 7 in Figure 1, but in position
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10 in Figure 2. We can say that Figure 2 does not keep the mental map of the user familiarized
with Figure 1. Therefore, in line with the dynamic drawing conventions [6], we propose to
reduce the number of crossings of the new graph while keeping the original vertices close to
their positions in Figure 1.

The literature on incremental graph drawing is scarce. We report in the next section the
main contributions of its few papers. In particular, regarding hierarchical graphs, previous
efforts only preserve the relative positions of the original vertices [30]. As it will be shown, this
may result in poor incremental drawings (i.e., the mental map of the drawing is not properly
kept). In this paper, we consider a robust model with constraints on both the relative and
the absolute position of the original vertices when minimizing the number of edge crossings
in a sequence of drawings. In this way, we help the user to keep his or her mental map when
working with a drawing where successive changes occur. In particular, our model restricts the
relative position of the original vertices with respect to their position in the initial drawing
(as in [30]), and also restricts their absolute position within a short distance of their initial
position (as in [3] in the context of orthogonal graphs).

As far as we know, this is the first time that both constraints are included in incremental
drawings in hierarchical graphs. In this paper, we propose a mathematical programming
formulation to obtain the optimal solution for medium-sized instances. We also propose
heuristic methods, based on GRASP and Tabu Search, to obtain high-quality solutions for
large-size instances. Additionally, we adapt the well-known LocalSolver black-box optimizer
to solve this problem. We perform an empirical comparison with these four methods.

The study reported herein goes beyond solving a particular optimization problem. Tabu
Search and GRASP can be considered as representative or even flagship procedures of two
important classes of metaheuristic methodologies: memory-based and memory-less methods.
The explicit use of memory structures constitutes the core of a large number of intelligent
solvers, including Tabu Search ([19]) or Path-Relinking ([38]). On the other hand, we can
also find successful metaheuristics, such as Simulated Annealing ([25]) or GRASP ([15]),
with no memory structure in their original designs. Following previous papers on heuristic
optimization ([31]), here we try to answer an open question in the field: is the use of memory
a good idea or is it simply better to resort to semirandom designs? In this paper, we compare
both designs, memory-based and semirandom, when solving the incremental graph drawing
problem.

Considering that we are introducing a new problem, we motivate it and revise similar pro-
blems in Section 2. Then, we propose a mathematical programming formulation in Section
3. The main contributions of our paper are described in Section 4, where we apply metaheu-
ristic methodologies to obtain efficient solutions for this problem. The paper finishes with an
extensive computational experimentation to assess the merit of our methods, and with the
associated conclusions in Section 7.

2 Motivation and Problem Background

It is well documented that incremental drawing is a very important area in graph repre-
sentations. We can find many references highlighting this problem, or more precisely, this
family of problems. We refer the reader to [34], [11], or [36], to mention a few. The graph
drawing textbook [3] is a reference in the field, and it devotes an entire chapter to incremental
constructions. The range of applications of incremental techniques is also vast, from on-line
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problems, such as affiliation networks or on-line advertisement, to the well-known project
management diagrams in business administration. However, in spite of its importance and
practical significance, there are just a few incremental graph drawing models, and in our
opinion, they are not entirely satisfactory. In this section, we review the incremental graph
drawing background, including previous efforts in both software and academic context. We
discuss the limitations of existing models for hierarchical drawings and how our proposal
overcomes them.

In affiliation networks, individuals and groups are depicted with vertices, and edges repre-
sent the membership of individuals to those groups. These networks usually change in time,
since new groups and members are systematically added. When these additions occur, it is
desirable that the new layout is both aesthetically pleasing and preserves dynamic stability
(i.e., it stands well into the sequence of drawings). A similar situation can be found in queries
on on-line advertisement [2], which have to be represented as a sequence of graphs for their
analysis. A link between a query and an advertisement (ad) indicates that the query has
been used to reach that specific ad. Graphs of this kind are naturally dynamic, since users
are continuously submitting queries, and new ads are also included by the companies.

Currently, there exists a wide variety of software devised for graph representation. For
example, Graphviz [17] is a free, flexible software, accessible with an easy-to-use web version.
As most of its competitors, it incorporates optimization criteria in order to obtain aesthetically
pleasing drawings. We illustrate this point in Figure 3, which shows how Graphviz is able to
obtain a clear and aesthetically pleasing layout for a simple hierarchical graph.

Figure 3: Graphviz drawing of a simple hierarchical graph.

However, this software is not able to properly represent objects and relations characterized
by dynamic nature. Indeed, whenever new vertices and edges are added to the network, the
software does not support the identification of incremental elements, and it draws the graph
from scratch. For example, in Figure 4, also obtained with Graphviz, we can observe how
the addition of a new set of vertices and connections in the graph of Figure 3 results in a
completely different representation, thus “destroying” the mental map of the reader.

Recently, in the scientific literature, some efforts were carried out in order to solve incre-
mental graph drawing problems. The heuristic algorithms proposed are able to solve large
instances, but the resulting drawings present shortcomings in terms of mental maps, as it can
be observed in the following example arising from project management. In these projects,
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Figure 4: Graphviz drawing of an incremental hierarchical graph.

tasks are represented with vertices and edges model their precedence relationships. Many
changes occur during the development of a large project and they have to be reflected in the
associated graph or chart. Dynamic graph drawing is a demand of project managers, who
need a stable sequence of drawings as the project evolves. The project is usually represented
as a hierarchical or layered graph, and it constitutes a good example of the applicability of
our incremental graph drawing model. Figure 5 shows a representation of such a graph on
a medium size project. Since it is a large graph with 6 layers, we made some simplifications
to draw it. In particular, we do not include the first vertex, which represents the beginning
of the project. It would be allocated in the left part (say in layer 0) and connected to all
the vertices in the first layer. Similarly, we do not represent the final project’s vertex, which
would be allocated in layer 7, and connected with an edge to each vertex in layer 6. To reduce
the size of the vertices in the drawing, we renumbered them, starting from 1 in each layer.
We color in light gray the original vertices and edges, which were in the initial design of the
project, and with black the new vertices and edges that have been added in a later stage.

In Figure 5, the new vertices are all placed in the bottom part of the diagram, leaving in
this way the original vertices in their initial position. This is good in terms of the stability of
the drawing. In other words, it preserves the reader’s mental map of the project. However,
it contains a large number of crossings, since no optimization has been performed after the
addition of the new vertices. This drawing has 6963 edge crossings. The challenge is therefore
to reduce the number of crossings while trying to keep the placement of the original vertices as
much as possible. That is essentially the objective of the incremental graph drawing problem.

We have identified two types of approaches in dynamic graph drawing algorithms with
the objective of creating a sequence of stable representations, as introduced by Böhringer and
Paulisch in [5]. The first type consists of multi-objective methods, which optimize both the
aesthetic criteria and a stability distance function. In this category, we can find the early
work by North in [34], who proposed a graph drawing system; Branke in [6], who adapted
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Figure 5: Project management example.

Sugiyama’s heuristic to include the stability conditions in the drawing method; and Pinaud
et al. in [36], who based their stability measure in terms of the number of pairs of vertices
that are inverted in the new drawing with respect to their relative position in the previous
drawing.

In the second type of approaches, called incremental graph drawing algorithms, we can find
the models based on the inclusion of additional constraints in the standard crossing reduction
problem. In these approaches, hard constraints restricting the position of the vertices in
the new graph are established beforehand, as opposed to the guidelines (soft constraints or
objective functions) considered in the first type described in the previous paragraph. In
particular, Mart́ı and Estruch considered in [29] the relative position between vertices in the
original drawing as a constraint to create a new incremental drawing when new vertices and
edges are added to the bipartite graph (their GRASP approach was limited to optimize 2-
layered graphs). Recently, Mart́ı et al. proposed in [30] a Tabu Search for the same problem
obtaining better solutions than the previous GRASP. Then, in [39], these authors extended
this approach to the general case of multi-layer graphs and proposed a new heuristic based
on the Scatter Search methodology, which outperforms the previous GRASP. We apply this
method to the example in Figure 5, obtaining the drawing shown in Figure 6 with 4647 edge
crossings.

The methods described above, and applied in Figure 6, solve the incremental or dynamic
problem based on the relative position of the original vertices. These vertices, depicted in
gray color, keep the same relative ordering than in the original drawing shown in Figure
5. However, we believe that this example also illustrates a serious drawback of this model
based on the relative ordering: the location of the original vertices changes significantly, thus
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Figure 6: Example optimized with a previous method.

endangering the user’s mental map of the original drawing. For example, in the drawing of
Figure 5, vertex 3 of the first layer is in the first position, while in the drawing of Figure 6, it
is in the seventh position. This is due to six new vertices (33, 24, 27, 31, 32, and 18) inserted
in previous positions to reduce the number of crossings. Similar and even worse situations
can be easily identified in many original vertices that are now (in Figure 6) in positions far
from their original placement (shown in Figure 5). If for example we consider the last original
vertex in layer 1, number 12, which occupied position 17th in Figure 5, we can see that it
is now (in Figure 6) in position 30. We believe that this difference of 13 positions alters the
layout too much and forces the user to make important adjustments in his or her mental map
of the graph, thus making the reading of the graph a time consuming task. In Section 6, to
complement the experimentation, we will show the solution of our method on the example
depicted in Figure 5.

An in-depth study of the relations of the mental map and several formal measures can be
found in [7], in the case of orthogonal graphs. The authors define mathematical criteria to
reflect the idea of stability across drawings based on the comparison of different layouts. In
particular, they define measures and conduct a student survey to evaluate them. The authors
conclude this study with the analysis of the correspondence between theoretical results and the
survey, thus leading to a ranking of the measures defined, where among the most important
are the relative distance, the nearest neighbor-within position, and the average and maximum
distances.

Considering that the method based on the relative position [30] is somehow limited, we
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approach the stability of hierarchical graphs taking into account both relative and absolute
distances of the vertices position by including additional constraints. Our proposal is in line
with previous studies. In the case of orthogonal graphs ([7]), the authors consider different
measures based on the distances to achieve stability. Similarly, Di Battista et al. [3] proposed
to approach the incremental problem with the coordinates scenario, in which the coordinates
of some vertices and edges may change by a small constant, because of the insertion of a
new vertex and its incident edges. Branke [6] pointed out that it is not possible to state that
relative position is better than absolute position in terms of preserving the user’s mental map,
and both can be of interest.

To sum up, based on the previous studies and the examination of practical examples, we
propose a new model to preserve the mental map of incremental hierarchical drawings, while
minimizing the number of crossings. In particular, we fix the relative position among the
original vertices, and keep their absolute position within a short bounded distance K of their
original positions.

3 Mathematical Programming Models

Crossing minimization is a classic problem in graph drawing. Given a graph G = (V,E),
the goal is to find an ordering of their vertices with the minimum number of edge crossings.
We focus on multi-layered hierarchical graphs H = (V,E, p, L), where V and E represent the
sets of vertices and edges, respectively, p is the number of layers, and L : V → {1, 2, . . . , p} is
a function that indicates the layer where a vertex v ∈ V resides. Let V t be the set of vertices
in layer t, i.e., V t = {v ∈ V : L(v) = t}, and let Et be the set of edges from V t to V t+1.
Given a vertex v in layer t, let Λt−1(v) = {u ∈ V t−1 : (u, v) ∈ E} be the set of vertices in
layer t − 1, adjacent to v. Symmetrically, let Λt+1(v) = {u ∈ V t+1 : (v, u) ∈ E} be the set
of vertices in layer t + 1, adjacent to v, and then Λ(v) = Λt−1(v) ∪ Λt+1(v). We define a
drawing D as a pair (H,Π), where H is a hierarchical graph and Π is the set {π1, . . . , πp},
with πt establishing the ordering of the vertices in the layer t. Let C(D) be the number of
edge crossings in drawing D.

Jünger and Mutzel proposed in [22] a linear integer formulation for the Bipartite Drawing
Problem (BDP). A generalization of this approach for the Multi-Layer Graph Drawing Pro-
blem is proposed by Jünger et al. in [23]. In the multi-layer case, we can denote the set of
vertices and edges as V = V 1 ∪ . . . ∪ V p and E = E1 ∪ . . . ∪ Ep−1, in such a way that edges
are only allowed between successive layers, with nt = |V t|. To formulate the integer linear
problem, the authors define in [23] the binary variables xtik and ctijkl, where ctijkl denotes the

crossing variable that takes the value 1 if edges (i, j) and (k, l) cross. Furthermore, xtik takes
the value 1 if vertex i precedes vertex k and 0 otherwise, where i, k are vertices that reside in
the same layer t, t = 1, . . . , p. The mathematical formulation of the Graph Drawing Problem
is as follows:
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(GDP) min

p−1∑
t=1

∑
(i,j),(k,l)∈Et

ctijkl

s.t.

− ctijkl ≤ xt+1
jl − x

t
ik ≤ ctijkl, ∀ (i, j), (k, l) ∈ Et, j < l, ∀t (1)

1− ctijkl ≤ xt+1
lj + xtik ≤ 1 + ctijkl ∀ (i, j), (k, l) ∈ Et, j > l, ∀t (2)

0 ≤ xtij + xtjk − xtik ≤ 1 ∀ 1 ≤ i < j < k ≤ nt, ∀t (3)

xtij , c
t
ijkl ∈ {0, 1}, ∀ (i, j), (k, l) ∈ Et,∀t (4)

From an original hierarchical graph H = (V,E, p, L) and its drawing D = (H,Π0), we
can consider the addition of some vertices V̂ and edges Ê obtaining an incremental graph
IH = (IV, IE, p, L), where IV = V ∪ V̂ and IE = E ∪ Ê, keeping the same number of layers
p. As in the previous problem, the sets of vertices and edges can be written as sequences of
disjoint sets IV = IV 1∪ . . .∪ IV p and IE = IE1∪ . . .∪ IEp−1, and denote mt the number of
vertices in the incremental graph in layer t, i.e., mt = |IV t|. The Incremental Graph Drawing
Problem (IGDP) consists of finding a drawing ID = (IH,Π) that minimizes the number of
edge crossings while keeping the same relative position between the original vertices as in
the original drawing D. The mathematical programming formulation of IGDP is the same
as GDP with new set of constraints that preserves the ordering of the original vertices. In
mathematical terms, for each layer t the following equations are added in the formulation
GDP:

xtij + xtji = 1, ∀ i, j ∈ V t : 1 ≤ i < j ≤ mt (5)

xtij = 1, ∀ i, j ∈ V t : πt0(i) < πt0(j). (6)

Literature dealing with IGDP is scarce. In fact, we are only aware of paper [29], which
is limited to bipartite graphs, recently extended in [39] to the multilayer case. In [29], the
authors describe a branch-&-bound procedure that is tested on a relatively small graph and a
meta-heuristic procedure based on GRASP [13] applied to medium- and large- sized instances.
This seminal work is improved in [30] and extended to more than 2 layers in [39], where the
authors propose a Variable Neighborhood Scatter Search for the IGDP.

In this paper, we propose an alternative approach in which, together with the relative
position constraints, we also require that the positions of the original vertices are constrai-
ned to be close to their positions in the original drawing. The mathematical model for the
Constrained Incremental Graph Drawing Problem (C-IGDP) is as follows:
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(C-IGDP) min C(D) =

p−1∑
t=1

∑
(i,j),(k,l)∈IEt

ctijkl

s.t.

− ctijkl ≤ xt+1
jl − x

t
ik ≤ ctijkl, ∀ (i, j), (k, l) ∈ IEt, j < l, ∀t (7)

1− ctijkl ≤ xt+1
lj + xtik ≤ 1 + ctijkl, ∀ (i, j), (k, l) ∈ IEt, j > l ∀t (8)

0 ≤ xtij + xtjk − xtik ≤ 1, ∀ i, j, k ∈ IV t, i < j < k, ∀t (9)

xtij + xtji = 1, ∀ 1 ≤ i < j ≤ mt, ∀t (10)

xtij = 1, ∀ i, j ∈ V t, πt0(i) < πt0(j), ∀t (11)

max{1, πt0(i)−K} ≤ πt(i), ∀ i ∈ V t, ∀t (12)

min{πt0(i) +K,mt} ≥ πt(i), ∀ i ∈ V t, ∀t (13)

xtij , c
t
ijkl ∈ {0, 1}, ∀ (i, j), (k, l) ∈ IEt, ∀t. (14)

Constraints (7)-(9) are straightforward adaptations of (1)-(3) in the (GDP) formulation.
Constraints (10) and (11) preserve the ordering of the original vertices and are somehow
equivalent to (5) and (6) in the incremental problem. Finally, new additional constraints,
labeled in the formulation as (12) and (13), are required to restrict the position of the original
vertices. Let K be a parameter representing a distance slack between the original position
and the new one. Without loss of generality, we suppose that i is in layer t, and πt0(i) is the
original position of vertex i. The new position πt(i) where vertex i can be relocated in the
solution must be such that:

max{1, πt0(i)−K} ≤ πt(i) ≤ min{πt0(i) +K,mt}, ∀ i ∈ V, (15)

where mt represents the number of vertices in the incremental graph in layer t. Table 2
summarizes all the nomenclature introduced in this section.

4 Solution Methods

In this section, we propose three GRASP constructions, C1, C2, C3, a memory-based
construction, C4, and two improving methods: a local search and a tabu search. We consider
their combination in four different algorithms for the C-IGDP problem:

• GRASP1: C1 + Local Search.

• GRASP2: C2 + Local Search.

• GRASP3: C3 + Local Search.

• TS: C4 + Tabu Search.

GRASP is a multi-start methodology that iteratively performs two phases, constructive
and improvement, to achieve global diversification and local intensification in the search ([15]).
The first phase employs a greedy randomized procedure to generate an initial solution, and
then the second phase executes the local search to obtain a local optimum. The best solution
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Symbol Definition

G Original graph: G = (V,E)
V Set of original vertices of G
E Set of original edges of G
p Number of layers
H Hierarchical graph: H = (V,E, p, L)
IH Incremental graph: IH = (IV, IE, p, L)
L Function that indicates the label of the layer that contains each vertex

V̂ Set of incremental vertices

IV Set of vertices in the incremental graph IH: IV = V̂ ∪ V
V t Set of vertices in layer t in H: V = V 1 ∪ . . . ∪ V p

Et Set of edges from V t to V t+1 in H: E = E1 ∪ . . . ∪ Ep−1

nt Number of original vertices in layer t: nt = |V t|
IV t Set of vertices in layer t in IH: IV = IV 1 ∪ . . . ∪ IV p

mt Number of vertices in layer t: mt = |IV t|
IE Set of edges in the incremental graph IH
D Drawing: D = (H,Π0)
Π0 Set of permutation {π1

0, . . . , π
p
0}

ID Incremental graph drawing: ID = (IH,Π)
Π Set of permutation {π1, . . . , πp}
C(D) Number of crossings of a drawing D
Λ(v) Set of all vertices adjacent to v
K Constraint limit

Table 2: Symbols and Definitions.

found over all iterations is returned as the result. On the other hand, memory construction
methods are based on the strategy of applying recorded past information to generate new
solutions ([19]). In particular, we consider in this section both constructive and improvement
tabu search methods.

4.1 GRASP constructive methods

The construction phase in GRASP is iterative, greedy, and adaptive. Each initial solution
is iteratively built by considering one element at a time. The addition of each element to the
solution is guided by a greedy function and the elements are selected at random from a list of
good candidates, the so-called Restricted Candidate List (RCL). We propose three different
ways to obtain an initial solution, based on a greedy strategy. While applying these methods,
we should keep in mind that each original vertex v has to be placed in a position between
max{1, π0(v)−K} and min{π0(v) +K,mL(v)}.

To design a constructive method, the greedy function selecting the element at each step
is expected to be based on the objective function, and therefore the semi-greedy selection
in GRASP has to reflect good values in terms of the objective. Note however, that if the
objective function is relatively time-consuming to evaluate, it is common practice in heuristic
search to employ an alternative evaluation to guide the method. This evaluation has to be
fast and somehow connected with the objective value. In the context of graph drawing, the
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objective function is the number of crossings and an alternative fast evaluation can be the
vertex degree. On the hand, since we consider an incremental problem with two types of
vertices, original and new, a constructive method could start either from a partial solution
with the original vertices already placed or from scratch. To test these different strategies, we
propose three constructive methods. The first one, C1, is based on the alternative evaluation
based on the vertex degree and starts from scratch; the second one, C2, is also based on vertex
degree but starts from a partial solution with the original vertices; finally, C3 is based on the
direct number of crossings and also starts from a partial solution.

Our first method, called C1, constructs an initial solution from scratch. The method starts
with the random selection of a vertex v among those with maximal degree. This vertex is
placed in a random position in its layer, taking into account that if it is an original vertex,
the position cannot be greater than min{(π0(v)+K,mL(v)} or less than max{(1, π0(v)−K)}.
In the next steps, the candidate list CL is formed by all the unassigned vertices, where the
degree ρ(v) of a vertex v is calculated with respect to the partial solution. Elements of the
restricted candidate list RCL are all vertices v whose degree ρ(v) is within a percentage
α ∈ [0, 1] of the maximum degree ρmax = max {ρ(v) : v ∈ CL}:

RCL = {v ∈ CL : ρ(v) ≥ αρmax}. (16)

The next vertex v∗ to be added to the partial solution is randomly selected from RCL.
The vertex v∗ is placed in its layer, say layer l, in the position prescribed by the barycenter
method, bc(v∗).

The barycenter is probably the most frequently applied method to order vertices in hier-
archical graphs. It simply computes the average position of their neighbors and sorts vertices
with respect to these numbers. More precisely, the barycenter method estimates the po-
sition of vertex v∗ in layer l as the average position of its neighboring vertices, Λ(v∗). In
mathematical terms:

bc(v∗) =

∑
u∈Λl−1(v∗) π

l−1(u)

2 |Λl−1(v∗)|
+

∑
u∈Λl+1(v∗) π

l+1(u)

2 |Λl+1(v∗)|
(17)

This vertex is placed in the closest feasible position prescribed by its barycenter, bc(v∗)
as in (17). This position is computed with respect to the adjacent vertices that are already
in the partial solution. If the vertex is an original vertex, v∗ ∈ V , a feasible position in the
C-IGDP must satisfy the problem constraint and cannot be less than max{1, π0(v) −K} or
larger than min{π0(v) +K,mL(v)}.

The second constructive method, called C2, considers that we already have a partial
solution of the problem given by the original drawing D = (G, π). As in [39], C2 starts with
D and iteratively adds one incremental vertex in each iteration. Initially, the candidate list
contains the incremental vertices V̂ = IV \ V . As in C1, the greedy function is based on the
vertex’s degree in the partial solution. The vertex v∗ to be included is selected at random
from RCL, which contains all the unassigned incremental vertices with a degree higher than
or equal to α times the maximum degree (16). The method computes the barycenter by
means of equation (17) and inserts v∗ in the closest feasible position to it.

Figures 7 to 10 illustrate procedure C2. The incremental graph consists of three layers
with four original vertices 0, 1, 2, 3 and two incremental ones A,B in the first layer, labeled
Layer 0. Layer 1 has six vertices, three of them are original, 0, 1, 2, and the other three are
incremental, A,B,C. Finally, the last layer, labeled Layer 2, consists of six vertices, being
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0, 1, 2, 3 the original ones, and A,B the incremental ones. Figure 7 also shows all the edges
between pairs of vertices. For example, vertex 0 in Layer 1 is connected to vertex 0 and A
in Layer 0, and to vertices 0 and B in Layer 2. We consider in this example the position
constraint value K = 1.
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Figure 7: Graph to illustrate the C2 method.

To feed the constructive method C2, all the original vertices are copied in the solution in
consecutive positions. Figure 8 shows the initial partial solution with the original vertices in
the first positions. Note that, positions [4] and [5] are free in Layer 0 and Layer 2 and in
Layer 1 the free positions are [3], [4] and [5]. Firstly, RCL elements are all the incremental
vertices and then at each iteration, one of them is added to the partial solution.
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Figure 8: Initial partial solution.

Let us consider the partial solution in one iteration of the construction algorithm C2,
shown in Figure 9. Four incremental vertices are already in the partial solution, vertex A
in Layer 0, vertices B and C in Layer 1 and vertex B in Layer 2. In each layer, all original
vertices were moved one position down in order to insert the incremental vertices, A (Layer
0), B (Layer 1) and B (Layer 2) in the first position, called position [0]. These movements
are feasible since K is equal to 1, and each vertex can be moved one position up or down
from its original position.

In this iteration the candidate list contains vertices B from Layer 0, A from Layer 1,
and A from Layer 2, too. Suppose that after the construction of the RCL the vertex to be
inserted in the partial solution is A from Layer 1. If we compute its barycenter with equation
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Figure 9: Partial solution in an iteration of C2.

(17), then bc(A) = 0. Note that to compute this value we only have to consider the vertices
adjacent to A that are already in the partial solution. However, in this particular case, A has
only one adjacent vertex in the solution, vertex B (Layer 2).

As bc(A) = 0, the candidate position to insert A in Layer 1 is [0], but this position is
already occupied by vertex B. As the position constraint value is K = 1 and vertices 0, 1 and
2 were already shifted to one position down in previous iterations, then vertex A cannot be
inserted in positions [0], [1], [2] and [3]. We then insert A in the closest feasible free position,
which in this case is [4].
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Figure 10: Partial solution after an iteration of C2.

In the basic GRASP construction phase, at each iteration, the choice of the next element
to be added is determined by ordering all candidate elements, in a candidate list with respect
to a myopic greedy function. This function measures the benefit of selecting each element. In
the previous construction methods, C1 and C2, this function is based on the vertices’ degree.
In our last construction method, C3, function g(v, q) computes the number of edge crossings
when vertex v is inserted in position q in its layer. To calculate the best insertion for vertex
v, the greedy function g(v) computes the minimum of the g(v, q) values for all q-positions. In
mathematical terms, g(v) = minq g(v, q). If the vertex v is selected, then it is placed in this
best position in which the number of crossings is minimized. Initially, as in the case of C2, the
method starts with the original drawing. In subsequent iterations, the candidate list CL is
formed with all unselected vertices and the RCL consists of all vertices in CL with the number
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1 ID ← D;
2 CL← IV \ V ;
3 RCL← ∅;
4 forall v ∈ CL do
5 compute g(v) and τ ;
6 forall v ∈ CL do
7 if g(v) ≤ τ then
8 RCL← RCL ∪ {v};
9 while ID is not complete do

10 v∗ ←select node randomly(RCL);
11 ID ← add node to solution(v∗);
12 recompute g and τ ;
13 rebuild RCL;

14 return ID

Figure 11: Constructive phase C3 for the C-IGDP.

of edge crossings lower than or equal to a threshold τ . That is RCL = {v ∈ CL : g(v) ≤ τ},
where

τ = min
v∈CL

g(v) + α

(
max
v∈CL

g(v)− min
v∈CL

g(v)

)
. (18)

The parameter α controls the balance between the diversity and the quality of the solution,
and it is empirically tuned (see Section 6). Then, a vertex v∗ is selected at random among the
RCL elements. If the position associated to v∗ is not free, then previous vertices are shifted
up as in C2 if it is possible. The pseudocode of construction phase C3 is described in Figure 11.
These three methods are compared in Section 6, and the best one is selected to be part of our
solver for this problem. Note that we provide the reader with a detailed description of the
three of them since we believe that these different strategies can be of interest when targeting
other problems.

4.2 Memory construction procedure

GRASP constructions are memory-less methods, since no information is recorded and
used from one construction to the next one. In other words, those techniques perform an
independent sampling in the solution space. Conversely, it is maybe beneficial to save infor-
mation from the past history thus designing constructions performing a guided selection in
the solution space. We consider the inclusion of a frequency memory function freq(·, ·) to
modify the evaluations of the greedy function with the inclusion of the recorded information.
Specifically, we record in freq(v, q) the number of times that vertex v was inserted in the solu-
tion in position q in previous iterations. Then, we modify the evaluation of the attractiveness
of each non-selected vertex in the current construction to favor different types of solutions,
which were not generated in previous iterations. Algorithm C4 performs the same steps as C3
but, instead of using the greedy function g(v) = minq g(v, q), it uses:

g(v) = min
q

(g(v, q) + βfreq(v, q)) , (19)
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where β is a critical parameter between [0, 1]. The first iteration of C4 produces the same
solution as C3 since freq(v, q) = 0, for all vertices v and positions q. But then, in subsequent
iterations the method favors the selection of those vertices with low freq(·, ·) values.

4.3 Local Search Procedure

Our local search method explores each layer from 1 to p, one by one, searching for an
improving move. We consider swapping the position of two incremental vertices as the first
mechanism in the local search. We call N0(ID) this neighborhood where ID is initially the
solution obtained with one of the constructive methods described above. In a given layer, the
method examines the incremental vertices, starting from the first one. For that vertex, we
consider its possible swapping with all the incremental vertices in its layer.

1 best-cost ← C(ID);
2 ID∗ ← ID;
3 improvement ← true;
4 while improvement do
5 improvement ← false;
6 forall layers: t = 1 . . . p do
7 forall vertices: v ∈ V t | v is an incremental vertex do
8 best-swap ← −1;
9 forall vertices: v̄ ∈ V t | v̄ is an incremental vertex do

10 if v̄ 6= v then
11 ID∗ ← swap(v, v̄);
12 if C(ID∗) < best-cost then
13 best-cost ← C(ID∗);
14 best-swap ← v̄;

15 ID∗ ← swap(v̄, v);

16 if best-swap 6= −1 then
17 ID∗ ← swap(v,best-swap);
18 improvement ← true;

19 return ID∗;

Figure 12: Swapping phase in local search for C-IGDP.

The method performs the best feasible move if it improves the objective function (i.e., if it
reduces the number of crossings). Then, it resorts to the next incremental vertex in the layer
(following the current order) to try to swap it. Note that, since we only swap incremental
vertices here, all these moves are feasible. When we finish the exploration of a layer, say l,
we consider the next one, l + 1, and apply the same procedure. This local search performs
multiple sweeps from the first to the last layer until no further improvement is possible. In
short, it implements the so-called best strategy over a swapping move. We call Swap this
local search phase based on neighborhood N0(ID), and its pseudo-code is reported in Figure
12.

We complement our local search with a second phase, called Insertion, based on a different
neighborhood structure, N1(ID). Specifically, this phase scans the layers from 1 to p, and
within each layer it considers the incremental vertices in their current ordering to perform
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an insertion. Given an incremental vertex v, the method explores all its feasible insertions in
previous position. Note that, unlike the former neighborhood structure, in this phase we have
to check the feasibility of the original vertices. By a feasible move we mean that the position
of original vertices is within its limits. If π(v) is the position of vertex v after the move, then
π(v) ∈ [max(π0(v) − K, 1),min(π0(v) + K,mL(v))]. If the best feasible move in a previous
position improves the current solution, we perform it; otherwise we consider the insertions of
v in a posterior position, identifying the best feasible one. We perform the best move if it
improves the solution. Once v has been examined, we resort to the next incremental vertex
(from V̂ ) in this layer.

As in the previous phase, we perform sweeps from layer 1 to p until no further improvement
is possible. Our local search finishes when the two phases, Swap and Insertion, are performed,
and returns the local optimum found.
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Figure 13: Initial solution.

Consider again the example in Section 4.1 and assume that after the construction phase
shown in Figures 7 to 10, we obtain the feasible solution in Figure 13 with 13 crossings. In the
first layer, Layer 0, swapping the vertices A and B does not decrease the number of crossings.
The next layer to explore is Layer 1. In this case, exchanging positions of vertices A and C
produces an improvement in the solution. The move is done and the number of crossings is
reduced to 11, as shown in Figure 14-left. As in the first layer, the possible moves in last
layer do not produce an improvement, then the first phase stops since no further swaps can
reduce the number of crossings. In the second phase, in Layer 0 and 1 there are no insertion
moves for the incremental vertices improving the quality of the solution. While, in Layer 2,
by inserting the incremental vertex B in position [1] the number of crossings is reduced from
11 to 10 (see Figure 14-right).

4.4 Tabu Search

To complement the memory based construction strategy, we implement a tabu search
method, based on the neighborhood N1(ID). The procedure starts with the initial solution
obtained by C4 and operates as follows. It scans the layers from 1 to p, and for each layer, it
evaluates all possible insertions of the new vertices and performs the best one, i.e., the one
that produces the minimum number of crossings. It is worth mentioning that the tabu search
method always performs the best available move, even if it is a non-improving move. The
moved vertex is made tabu-active and remains tabu for tenure iterations, which means that
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Figure 14: Local search procedure. Left: Swap phase. Right: Insertion phase.

during this period it cannot be moved. In the next steps, the insertions are only possible with
non tabu-active vertices. As it is customary in the tabu search methodology, the tabu status
is overridden if the movement leads to a solution that improves the best solution found so far.
The tabu search method finishes when a pre-established number of iterations is met, and the
best visited solution is returned as its output.

5 Path Relinking post-processing

Path Relinking (PR) is an approach suggested in the context of tabu search to combine
solutions by creating paths between them [19]. GRASP hybridized with PR was first proposed
by Laguna and Mart́ı in [27] as an intensification method, and hybridizations of GRASP with
Path Relinking are deeply discussed in [16]. We consider here the variant known as forward
PR [39] for the C-IGDP.

Path Relinking is performed between two solutions, IDss (source solution) and IDts

(target solution) for the C-IGDP. Each single move generated by the PR consists of replacing
an entire layer from a current solution with a layer from the target solution. The total
numbers of solutions generated by the PR during the path from IDss to IDts is p(p+1)

2 − 1.
For example, given the two solutions, IDss and IDts in Figure 15 with 3 layers and 3 vertices
in each layer, the algorithm generates three different solutions exchanging one of the layers of
IDss with the layers of IDts. Then, the path continues from the intermediate solution ID2,
which is the best solution found, and generates another two solutions, ID4 and ID5. Finally,
the path is completed from ID4 to IDts. The method finds two solutions that improve the
current one ID2 and ID4, both with number of crossings equal to 0.

The procedure operates on a set of solutions, called Elite Set (ES), constructed with the
application of a previous method, in our case GRASP or Tabu Search. In order to obtain an
elite set as good and diverse as possible, we start by considering as elite the m = |ES| solutions
obtained by our previous method. Then, in subsequent iterations, we analyze whether the
generated solution ID∗ qualifies to enter in the elite set or not. In particular, if solution ID∗

is better than the best solution in ES, then the worst solution is replaced by ID∗. However,
if ID∗ is better than the worst solution and it is sufficiently different (with a distance larger
than a parameter γ) from the other elite solutions then it is also inserted in ES. In this
latter case, it will replace the worst most similar solution. We define the diversity distance
or the difference between two solutions as the number of positions that are not occupied by
the same vertices divided by the number of vertices in the graph. The PR finishes when the
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Figure 15: Example of the Path Relinking procedure.

paths between all pairs of elite solutions have been explored.

6 Computational Experiments

This section details our computational experiments to study the performance of the proce-
dures presented above. In particular, we consider the following methods: GRASP1 (C1+Local
Search), GRASP2 (C2+Local Search), GRASP3 (C3+Local Search), and TS (C4+Tabu Search).
Additionally, when we disclose the best GRASP variant, then we couple it with PR, calling the
resulting method as GRASP+PR. In the following subsections, we first outline the experimental
framework (see Subsection 6.1), and then we analyze the performance of these methods with
respect to their parameters and settings in Subsection 6.2. This subsection also includes a
comparison of the GRASP variants and Tabu Search. Finally, we compare in Subsection 6.3
our best heuristics with LocalSolver, and CPLEX, run with the integer linear programming
model proposed above. LocalSolver is a well-known commercially available optimization
software (localsolver.com). It is a black-box solver that uses metaheuristic methodologies to
solve any combinatorial problem. It provides high-quality solutions in short computing times,
and it is currently considered an alternative to customized heuristic methods.

6.1 Experimental Setup

All the procedures were implemented in C++, compiled with gcc 5.4.0, and the experi-
ments were conducted on an Intel Corei7-4020HQ CPU @2.60Ghz x 8.

The set of instances used is available on-line in the web-page http://www.optsicom.es/igdp.
In line with previous graph drawing papers [39], this set consists of 240 instances with four
different numbers of layers 2, 6, 13 and 20, and 0.065, 0.175 and 0.3 graph densities. The
number of layers p is an input to the graph generator and the number of vertices in each layer
is randomly chosen between 5 and 30. For each vertex u in layer t, an edge to a randomly
chosen vertex v in layer t + 1 is included. In addition, the generator checks that all vertices
in the last layer have a degree of at least one. If a vertex in layer p is found with zero de-
gree, an edge is added to a randomly chosen vertex in layer p − 1. The generator then adds
enough edges to cover the difference between the current number and the number that results
from the required density. We then applied the barycenter algorithm to obtain a drawing for
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each graph. Finally, of the 20 instances generated for each combination of number of layers
and density, 10 are augmented by incremented the number of vertices in 20% and 10 are
augmented by 60%.

We divide the test set of 240 instances in four subsets according to the number of layers,
p = 2, 6, 13, and 20, with 60 instances in each one. The average number of vertices per
layer is approximately 25, and the average number of edges between consecutive layers is
approximately 90. To give the reader an idea of the instances dimension, we can say that
according to this average computation, an instance with for example 13 layers would have
close to n = 325 vertices and 1080 edges. To avoid the over training of the methods, we
consider a subset with a 10% of them, 24 instances, 6 in each subset, with different sizes and
densities, to fine tune the parameters of the algorithms. We chose them to be representative
of the entire set. Specifically, their number of vertices ranges from n = 32 (corresponding to
a 2-layer instance) to n = 960 (a 20-layer instance). We call this subset the training set, as
opposite to the entire set of instances called the testing set.

During our experiments, we report the following measures:

• C̄: Average number of crossings.

• % dev: Average percent deviation with respect to the best solution found in the expe-
riment.

• Best: Number of instances for which a procedure is able to match the best-known
solution.

• Score: It is calculated as (s(pr−1)−r)/(s(pr−1)), where pr is the number of procedures
being compared, s is the number of instances, and r is the number of instances in which
the pr − 1 competing procedures obtain a better result. Roughly speaking, the score is
inversely proportional to the fraction of instances for which the competing procedures
produce better solutions than the procedure being scored. Hence, the best score is 1
(when there is no better procedures, r = 0) and the worst is 0 (when all the procedures
in each instances are better than the procedure being scored, r = s(pr − 1))

• Time: Time in seconds to execute the method.

• % gap: Average percentage deviation of the objective function value of the new method
with respect to the solution value obtained with CPLEX.

An important element in the model is the value of the parameter K, which measures the
distance between the original position of the vertices and the feasible ones. It is related to
the problem definition since its objective is to keep vertices close to their original positions to
preserve the user’s mental map. It is clear that K = 1 satisfies this condition but the resulting
problem is very constrained. We therefore consider low values of this parameter and test if
a marginal increase would permit to obtain better solutions in terms of number of crossings.
In particular, we test K = 1, 2, and 3. Therefore, for each instance in our set we generate
three instances, one for each K value in most cases (note that the number of added vertices
in each layer has to be larger than K, thus some values of K cannot be considered). Then,
the training set has a total of 62 instances, and the testing set a total of 609 instances.
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6.2 Preliminary Experiments

In this section, we first perform an experimental study to fine tune the algorithmic pa-
rameters of our methods. We have designed four constructive algorithms based on a greedy
function (see Section 4.1). These constructive methods, namely C1, C2, C3 and C4 are parame-
trized by α, which balances greediness and randomness. In this first experiment, we evaluate
the influence of this parameter by considering three different values of α: 0.25, 0.50, 0.75. We
also include a variant labeled random, where the method randomly selects an α value in the
range [0, 1] for each construction. Table 3 shows the corresponding results when generating
500 independent constructions for each instance in the training set. This table shows for each
procedure, the average number of crossings (C̄), the average percent deviation from the best
solution found (% dev), the number of best solutions (Best), the score statistic (Score) and
the CPU-time in seconds required to execute the method (Time).

α C % dev Best Score T ime

0.25 17711.8 0.63 19 0.49 0.92
0.50 17747.1 0.69 12 0.47 0.96
0.75 17780.1 0.73 14 0.38 0.96
random 17685.7 0.16 39 0.87 0.93

Table 3: Fine-Tune parameter α for the constructive C1 procedure.

Results in Table 3 clearly show that the best performance for C1 is achieved by the
random variant. This variant is able to obtain 39 best solutions out of the 62 instances,
which compares favorably with the other variants. Likewise, we analyze the value of α for the
constructive methods C2, C3, and C4, obtaining a similar result. Computational effort does
not play a role here because all procedures build solutions in a negligible amount of time.

In our second preliminary experiment, we undertake to explore the memory construction
procedure, C4, which has an additional search parameter, β, to be tuned. This parameter
controls the number of times that a vertex has been selected in previous iterations. We
test β = 0.25, 0.50, 0.75, and a random selection. Table 4 summarizes the results of this
experiment with the same measures described above, and shows that the best solutions on
average are obtained with β selected at random in each iteration (random option).

β C % dev Best Score T ime

0.25 17293.6 0.56 15 0.54 9.94
0.50 17288.1 0.82 9 0.43 8.83
0.75 17286.5 0.88 10 0.37 8.52
random 17248.1 0.30 33 0.73 9.27

Table 4: Fine-Tune parameter β for the constructive C4 procedure.

Table 5 compares the four construction procedures with their parameter values as indica-
ted above in the training set instances. In order to run the methods for similar CPU times to
perform a fair comparison, the number of constructions performed with each one is different.
In particular, 1000 constructions for the C1 and C2 procedures, 100 for C3 and C4. As in the
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previous tables, the deviation values reported in this table are obtained considering the best
solutions found in the experiment.

Procedure C % dev Best Score T ime

C1 17645.5 3.79 0 0.204 1.837
C2 17681.9 3.77 0 0.156 1.973
C3 17395.3 1.01 29 0.796 2.076
C4 17387.6 0.27 36 0.860 2.185

Table 5: Performance comparison of the construction methods.

Our local search method is based on two different moves, swaps and insertions. Initially,
it performs swaps between incremental vertices, and then, in subsequent iterations, it imple-
ments insertion moves. In this preliminary experiment, we evaluate the effectiveness of each
type of move (i.e., neighborhood structure) and its contribution to the final solution quality.
In order to perform this analysis, we execute a C3 constructive phase coupled with three
different local search procedures. We also include the solutions of the constructive method
with no local search as a baseline in the comparison (C3). The three methods are: swap-
only neighborhood (C3 + S), insertion-only neighborhood (C3 + I), and both (C3 + S + I).
These four setups are tested on the whole training set, for this experiments we keep track
of: the average number of crossings, the mean percentage deviation from the best value, the
number of best solution found, the score statistics and the time to best.

The results reported in Table 6 show that, as expected, the combination of the two
neighborhood strategies achieves the maximum number of best solutions and best crossing
average, with extremely low deviation and very high score statistic. For this reason, in
the next experiments, the local search used for the GRASP algorithm consists of S + I as
described in Section 4.3.

Procedure C % dev Best Score T ime

C3 17383.9 7.12 1 0.016 1.698
C3+S 16660.0 1.48 5 0.446 11.713
C3+I 16575.3 0.58 17 0.694 2.299
C3+S+I 16497.9 0.00 60 0.989 12.021

Table 6: Comparison among different local search setups.

An interesting question when comparing constructive methods is if they really need to
produce high-quality solutions, or if their role is to obtain diverse initial solutions from which
to apply the local search. To investigate this point, we perform an experiment to compare
the value of the constructed solutions when applying C3, with the value of the improved ones
after applying the local search method. In particular, we compute the correlation of these two
values over 100 solutions for several instances. We obtain that in all the cases the correlation
is relatively low. However, results are heterogeneous since in some instances the correlation is
close to 0, while in others is close to 0.4. Figure 16-left shows the scatter-plot diagram of an
instance with very low correlation, and Figure 16-right shows this diagram of another instance
with a correlation close to 0.4. The x-axis represents the value of the constructed solution,
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and the y-axis the value of the improved one. A point is plot for each pair of associated
values. In both diagrams the points are scattered over the plane and they are not aligned
over a straight line. Note, however, that they present different patterns in terms of their
correlation.

Figure 16: Scatter Plot for two different instances.

Since results in the previous experiment indicate a different pattern across the instances
in terms of their correlation, we cannot conclude that we should construct good solutions to
obtain good local optima. Additionally, diversity is relatively difficult to directly evaluate on
the constructed solutions to test their ability to produce different local optima. Therefore, we
compare the quality of the solutions obtained with the complete method, once the local search
has been applied. Table 7 shows the results of the solutions when these constructive methods
are coupled with the local search. We analyze the combination of the GRASP constructive
methods C1, C2, and C3 with the local search, and C4 with the tabu search. They are denoted
as GRASP1, GRASP2, GRASP3, and TS respectively. All of them generate and improve 100
solutions.

Procedure C % dev Best Score T ime

GRASP1 17193.7 0.14 307 0.63 7.61
GRASP2 17188.3 0.15 348 0.70 10.04
GRASP3 17188.3 0.13 358 0.72 11.12
TS 17183.3 0.04 335 0.73 34.36

Table 7: Performance comparison of GRASP variants and Tabu Search.

Table 7 shows that GRASP3 is slightly better than GRASP1 and GRASP2, both in average
number of crossings (C̄) and number of best results (Best). On the other hand, TS slightly
outperforms GRASP3 in terms of the average percentage deviation (% dev). However, it exhi-
bits a lower number of best solutions (335, while GRASP3 is able to obtain 358). We therefore
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Figure 17: Performance profiles.

cannot conclude that one is better than the other, and select both GRASP3 and TS as our
solving methods to be applied in the rest of the experimentation.

We complement the comparative analysis of the findings with a performance profile plot,
as described in [12]. This plot consists in the cumulative distribution function for a certain
performance metric, which is the ratio of the computing time of each procedure versus the best
time among all of them. The performance profile of each heuristic shows the probability ϕ(r)
that the ratio is within a factor r ∈ R of the best possible ratio. Figure 17 confirms how GRASP1

is the fastest of the four heuristics. Indeed, this performance can be observed in r = 1, in which
GRASP1 shows the highest probability of achieving the best solution in the shortest time. This
findings are consistent with the ones collected in Table 7, since the performance profile does
not select multiple best solutions, but considers as best solution the one reached in the shortest
time. At the same time, we can observe how considering higher computational efforts, the
other two GRASP implementations are able to outperform GRASP1, with GRASP3 exhibiting the
highest probability to obtain the best solution. This switch in terms of performances happens
for relatively low values of r, the upper bound on the relative time employed. Given the
high number of best solution obtained and the quickly growing performance profile, we select
GRASP3 as the best-performing GRASP implementation. Moreover, the consistency evidenced
by TS in Table 7, let us also consider TS as base methodology for our final experimentation.

Note that regarding the comparison between memory-less methods (GRASP in our case)
and memory-based methods (Tabu Search), as we mentioned above, there is no clear winner.
We cannot say that one systematically outperforms the other since each metric provides a
different ranking. These results are in line with previous studies ([32], [9]), which also indicate
that it is more a problem specific or implementation question, than a methodological one.

Our last preliminary experiment has the goal of setting the parameters of the Path Re-
linking post-processing. In particular, we set the value of the elite set size |ES| = 3, and the
distance parameter γ = 0.2). We do not reproduce the table of this experiment, since as in
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the previous ones, our selection is based on a trade-of between quality and computing time.

6.3 Comparison with Existing Methods

In this last section, we undertake to compare GRASP3 and TS methods when solving the
C-IGDP, as well as to compare them with other previous methods: CPLEX and LocalSolver.
Additionally, we evaluate the contribution of the Path Relinking post-processing to the final
quality of the solution. Figure 18 shows the typical search profile in which the current solution
value is represented at different times in the search process. Specifically, this figure shows the
time in seconds on the x−axis, and the objective function value on the y−axis of an instance
with 444 vertices (a 20% of them are incremental) and 2228 edges.

Figure 18: GRASP3+PR Search Profile.

Figure 18 shows the value of the solution constructed with C3 at 2 seconds. Then, when
we move to the right-hand-side of the diagram, from 2 seconds to almost 60 seconds, we
can see how the local search in GRASP3 is able to improve the solution from a value close to
24,000 to a value of 23,800. In the final stage of the profile, after 60 seconds, we can easily
identify the PR application since the search profile shows a significant improvement in the
value, which ends close to 23,650. Although this diagram only shows the performance for a
single instance with 20 layers, we have empirically found that this is a typical performance
for different instances.

Figure 18 shows the contribution of PR to the final solution of our complete method
GRASP3+PR. We now complement this analysis by comparing GRASP3 with and without PR.
Specifically, Figure 19 shows the search profile of GRASP3 over 150 seconds, and also the profile
of a method consisting of applying first GRASP3 for 100 seconds, and then PR for the remaining
50 seconds. This figure clearly shows that it is worth investing the final search time on PR

instead of continuously applying GRASP3 for the entire search. Note that at a certain time of
the search GRASP3 is not able to further improve the solution and the profile stagnates on a
certain value. At that point (around 100 seconds), PR is able to further improve the current
solution. We can conclude that GRASP3+PR obtains high quality solutions, better than GRASP3
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over a relatively long-term horizon.

Figure 19: Search Profile.

We now compare GRASP3, TS, GRASP3+PR, and TS+PR with CPLEX and LocalSolver over
the entire set of 609 instances. Table 8 shows the associated results classified by size. In
this experiment, we run our heuristics for 100 iterations, which corresponds to moderate
running times (from 0.5 to 50 seconds depending on the instance size). Since CPLEX performs
an implicit enumeration from the mathematical model proposed in Section 3, it requires
larger running times, so we configure it to run for a maximum of 1, 800 seconds. To give
LocalSolver the opportunity to reach high-quality solutions, it is run with a time limit of
20 seconds on the instances with 2 layers, and 60, 150 and 300 seconds on those with 6, 13
and 20 layers respectively. As in previous experiments, this table shows, for each procedure,
the average of number of crossings, the average percentage deviation from the best solution
found, the number of best solutions, and the CPU-time in seconds. In addition, we also show
the average percentage deviation between the heuristic solution value and the CPLEX best
solution value (%gap). Note that CPLEX is able to obtain the optimal solution in 572 out of
the 609 instances.

Table 8 shows that, as expected, GRASP3+PR consistently obtains better results than
GRASP3, and similarly TS+PR improves upon TS. Note that in the PR variants, only a small
fraction of the total time is employed by PR, since it has the role of a post-processing method.
It is worth mentioning that CPLEX is able to obtain the exact solutions for the small instances
in similar time than our heuristic methods. However, the situation changes when we move
to the large instances, where heuristics are able to obtain solutions of similar quality than
CPLEX in lower running times. In particular, we can see that in the instances with 20 layers,
GRASP3+PR and TS+PR have an average gap value of −0.12 and −0.19 respectively, which in-
dicates that the heuristic outperforms CPLEX on average. Note that this table also indicates
that CPLEX obtains the optimal solution in 116 instances with 20 layers, while our heuristics
only obtain a fraction of these optimal solutions. However, this is achieved by CPLEX at a large
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Procedures C % gap % dev Bests Opt T ime

2 Layers (32 ≤ n ≤ 96), 171 instances

CPLEX 2408.50 - 0.00 171 171 0.77
GRASP3 2409.19 0.14 0.14 161 161 1.11
GRASP3+PR 2408.92 0.14 0.14 164 164 1.18
TS 2408.58 0.00 0.00 163 163 1.03
TS+PR 2408.51 0.00 0.00 170 170 2.73
LocalSolver 2785.47 17.01 17.01 12 12 20.11

6 Layers (48 ≤ n ≤ 288), 159 instances

CPLEX 9995.70 - 0.01 157 157 56.24
GRASP3 9997.43 0.13 0.14 81 81 5.53
GRASP3+PR 9994.32 0.08 0.08 100 98 5.39
TS 9999.73 0.20 0.20 63 63 5.48
TS+PR 9994.19 0.05 0.06 93 93 16.70
LocalSolver 11024.89 16.59 16.6 0 0 62.43

13 Layers (104 ≤ n ≤ 611), 141 instances

CPLEX 23469.05 - 0.21 129 128 273.77
GRASP3 23319.41 0.13 0.33 28 27 15.22
GRASP3+PR 23305.22 0.02 0.22 49 44 15.34
TS 23334.38 0.24 0.44 26 26 15.64
TS+PR 23301.16 -0.07 0.14 38 31 47.42
LocalSolver 25530.24 15.95 16.16 0 0 162.06

20 Layers (120 ≤ n ≤ 960), 138 instances

CPLEX 37918.20 - 0.38 118 116 383.73
GRASP3 37522.42 0.03 0.39 21 20 25.77
GRASP3+PR 37495.44 -0.12 0.24 36 29 28.39
TS 37540.99 0.11 0.47 22 22 26.72
TS+PR 37486.65 -0.19 0.17 39 26 86.26
LocalSolver 40954.07 14.30 14.68 0 0 328.77

Table 8: Comparison on entire benchmark set according to instance size

computational cost, and additionally, for the remaining instances in this set where CPLEX is
unable to obtain the optima, GRASP3+PR and TS+PR obtain better solutions, which cause the
average gap to take negative numbers. Note that our heuristics only employ a fraction of the
running time required by CPLEX, which in many cases employs the total time permitted of
1, 800 seconds, as evidenced by the long average running times shown in this table. Table 8
also shows that LocalSolver presents a poor performance since in spite of running it for lon-
ger CPU times than the competing heuristics, it exhibits the largest deviations with respect
to the best known solutions and optimal values.

We now summarize the results in this experiment in a different way. In particular, Table
9 shows the average value of the statistics considered aggregating the instances by their K-
value. We can observe more differences between the heuristics gap and deviations with K = 3
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than with K = 1, with this being due to the fact that CPLEX is able to solve almost every
instance with K = 1. In line with the analysis in Table 8, we can conclude that our heuristics
are performing well when comparing them with CPLEX and LocalSolver.

Procedures C % gap % dev Bests Opt T ime

K = 1, 240 instances

CPLEX 17196.63 - 0.03 238 238 49.85
GRASP3 17164.45 0.03 0.06 132 131 5.89
GRASP3+PR 17160.88 0.00 0.04 157 156 6.32
TS 17162.75 0.02 0.05 149 149 6.27
TS+PR 17159.60 0.00 0.03 159 158 23.92
LocalSolver 18205.27 9.45 9.49 6 6 141.80

K = 2, 210 instances

CPLEX 17323.09 - 0.15 195 194 184.94
GRASP3 17183.44 0.06 0.20 93 93 11.01
GRASP3+PR 17172.75 -0.02 0.13 115 109 11.78
TS 17190.76 0.11 0.26 75 75 11.39
TS+PR 17170.58 -0.06 0.08 104 95 36.29
LocalSolver 19164.93 17.11 17.26 4 4 134.46

K = 3, 159 instances

CPLEX 17471.57 - 0.27 142 140 313.39
GRASP3 17230.84 0.30 0.56 66 65 19.17
GRASP3+PR 17210.94 0.15 0.41 77 70 19.80
TS 17254.76 0.33 0.58 50 50 19.15
TS+PR 17203.96 -0.08 0.17 77 67 52.53
LocalSolver 19413.82 24.57 24.85 2 2 121.49

Table 9: Comparison on entire benchmark set according to K value

We complement our comparison with 10 additional very large instances with 50 layers
and 1, 000 vertices. These instances are too large to be solved with CPLEX, therefore we limit
this comparison to heuristic methods. Additionally, considering that graph drawing systems
require fast methods to provide the user with good solutions in very short computing time,
we select GRASP3+PR as our best method for its trade-off between solution quality and running
time. We therefore limit this final comparison to GRASP3+PR and LocalSolver. To set up a
benchmark for future comparison, we report in Table 10 with K = 1, Table 11 with K = 2,
and Table 12 with K = 3, the individual results of both methods on each instance. They
run for 100 iterations for GRASP3+PR and a time limit of 900 seconds for the LocalSolver

on each instance. Results in these tables clearly show the superiority of our procedure with
respect to Local Solver in both solution quality and speed. Additionally, when comparing the
solution value for different values of K, we can conclude that only a marginal improvement
in the number of crossing is achieved when K increases, and therefore low values of K are
recommended for the sake of stability in the sequence of drawings.

We perform now the so-called time to target plot, see [1], for this large instance with 20
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GRASP3+PR LocalSolver

Instance Crossings Time Crossings Time

L50N1000.0 53048 49.92 59220 1019.69
L50N1000.1 47051 42.85 52037 1003.95
L50N1000.2 72018 64.73 78800 1058.08
L50N1000.3 101428 93.84 110649 1127.93
L50N1000.4 55112 51.73 61279 1016.93
L50N1000.5 89599 76.68 97372 1093.13
L50N1000.6 58829 54.32 65527 1023.40
L50N1000.7 79236 75.52 87359 1069.29
L50N1000.8 58147 55.45 65320 1028.31
L50N1000.9 84496 79.64 92960 1112.17

Table 10: Best values on very large instances, with K = 1.

GRASP3+PR LocalSolver

Instance Crossings Time Crossings Time

L50N1000.0 52010 77.02 62547 1020.65
L50N1000.1 46152 66.63 54934 1004.17
L50N1000.2 70711 99.65 83344 1058.18
L50N1000.3 99767 142.35 108847 1128.66
L50N1000.4 54020 79.18 63984 1016.26
L50N1000.5 88247 115.74 100745 1093.07
L50N1000.6 57639 84.00 67388 1023.72
L50N1000.7 77716 111.58 91685 1070.21
L50N1000.8 57160 83.56 68692 1028.18
L50N1000.9 82910 123.70 96252 1113.10

Table 11: Best values on very large instances, with K = 2.

layers and 512 vertices. This diagram shows the ability of a heuristic to match a target value
(optimal value in our case). In particular, we run our heuristic GRASP3 for n = 100 trials and
record the time to reach that target in each run. We sort the time values in increasing order:
t1, . . ., tn. The time to target plot, showed in Figure 20, depicts the cumulative probability
pi = (i − 1/2)/n for each time value ti for i = 1, . . . , n. The plots in this figure show the
expected exponential runtime distribution for GRASP3. Therefore, linear speed is expected if
the algorithm is implemented in parallel.

To finish our experimentation we consider the example shown in Figure 5 and obtain the
incremental drawing with our new GRASP3+PR. Figure 21 shows the output of our method
with K = 4. It is easy to check that the vertices in this figure are close to their original
position in Figure 5. For example, vertices 3 and 12, which were in positions 1 and 17
respectively, are now in positions 2 and 21. The number of edge crossings of this graph is
4961, which compares favorably with the 6963 crossings of the initial drawing. Note, however,
that the solution in Figure 6 has 4647 crossings. This is expected since we are solving a more
constrained model. We believe that the marginal increase in the number of crossings of
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GRASP3+PR LocalSolver

Instance Crossings Time Crossings Time

L50N1000.0 51413 99.90 63430 1019.81
L50N1000.1 45361 83.13 57458 1004.67
L50N1000.2 69940 132.82 84770 1058.01
L50N1000.3 98704 187.58 120328 1128.18
L50N1000.4 53298 106.53 65782 1016.16
L50N1000.5 87324 155.52 103617 1093.30
L50N1000.6 56783 111.33 70991 1024.39
L50N1000.7 76828 152.64 94363 1072.14
L50N1000.8 56527 106.78 70587 1027.96
L50N1000.9 81838 160.89 91291 1112.31

Table 12: Best values on very large instances, with K = 3.

our model is completely justified by the stability obtained in the incremental drawing. In
other words, the experimentation shows that our proposal provides a good trade-off between
crossing reduction and drawing stability.

7 Conclusions

We have developed a heuristic procedure based on the GRASP methodology to provide
high quality solutions to the problem of minimizing straight-line crossings in hierarchical
graphs with an additional constraint. This problem is known as incremental graph drawing
and the additional constraint models the stability on a sequence of drawings (the so-called
user’s mental map) when some vertices and edges are added by means of a parameter K. Our
method is coupled with a Path Relinking post-processing to obtain improved solutions in the
long term. We also tested a tabu search procedure to evaluate the contribution of memory
structures in comparison with semi-random designs. Exhaustive experimentation first disclo-
ses the best configuration of our methods and then performs an empirical comparison with
the existing ones, namely the general purpose solvers CPLEX and LocalSolver. Our GRASP

and TS implementations were shown to be competitive in a set of problem instances for which
the optimal solutions are known, and clearly outperform LocalSolver. Finally, as revealed
on large instances, the larger the parameter K the lower the number of crossings. However,
this improvement is just marginal and therefore low values of K (close to 1) are recommended
to obtain good stable graphs.

As mentioned in the introduction, one of the objectives of this study is to disclose if
memory structures are a better way to achieve diversification in search methods than semi-
random designs. Our experimentation reveals that random elements present a marginal bene-
fit with respect to memory elements in this problem, although different metrics when analyzing
the results lead to different winners. In short, we can conclude that they present a similar
performance. This conclusion is in line with previous studies, in which depending on the pro-
blem, one design may perform slightly better than the other. For example, in the context of
clustering problems [32] iterated greedy, a well-known memory-based metaheuristic, performs
slightly better than GRASP, while on the other hand, when maximizing diversity in location
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Figure 20: Time to target plot.

problems, it is well documented that memory based designs in general, and tabu search in
particular, perform better than GRASP [9].
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