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#### Abstract

Given an undirected connected graph $G$, the Minimum Leaf Spanning Tree Problem (MLSTP) consists in finding a spanning tree $T$ of $G$ with minimum number of leaves. This is an NP-hard problem with applications in communications and water supply networks. In this paper, we propose a heuristic algorithm to provide high-quality solutions (spanning trees with low number of leaves) for an input graph. Our heuristic is based on the scatter search methodology, and it combines different elements to perform an efficient search of the solution space. In particular, it applies both randomized and deterministic strategies in the construction methods to generate an initial set of solutions. A combination method specifically designed for trees coupled with two local searches with a diversity evaluation function, provides a good balance between search intensification and diversification. Experiments conducted on a large set of graphs indicate that our algorithm is able to generate spanning trees with a lower number of leaves than previous methods. Additionally, it is able to match the optimal solution in


[^0]most of the instances for which it is known, outperforming the existing methods. Keywords: Spanning Tree, Metaheuristics, Scatter Search

## 1. Introduction

Spanning tree problems constitute an important field in optimization due to their numerous applications in graphs and networks. Different objective functions have been defined to model a given problem, giving rise to a vari-

5 ety of spanning tree optimization problems, such as the well-known Minimum Weighted Spanning Tree Problem, in which we minimize the total edge weight in a spanning tree; the Minimum Diameter Spanning Tree Problem, where we minimize the maximum distance between the pairs of vertices in a spanning tree [1], or the Minimum Congestion Spanning Tree Problem, where we minimize the maximum congestion over all edges in a spanning tree [2], to name a few.

Some real world problems, especially in the area of networking, involve restrictions on the degree of vertices leading to degree based spanning tree problems. In this paper, we study the Minimum Leaf Spanning Tree Problem (MLSTP), which consists in minimizing the number of degree one vertices (leaves) in the spanning tree of a given undirected connected graph. This problem is a natural generalization of the well-studied Hamiltonian Path Problem, given the characterization that a graph has a Hamiltonian path if and only if it has a spanning tree with exactly two leaves [3. On the other hand, MLSTP is the complement of the Maximum Internal Spanning Tree Problem (MISTP) that finds a spanning tree of an input graph with maximum number of internal (non-leaf) nodes. From an optimization point of view, MLSTP and MISTP are NP-hard [4] equivalent problems, though they are different from an approximation and parametrization point of view [5].

MLSTP has applications in communication [6] and water supply networks [7. 8, and it is relevant in designing cost effective optical networks (9). In a communication network, the nodes (terminals) communicate through optical fibre cables through its spanning tree. The network nodes connected to more
than two nodes require costly switch devices to be placed. Thus, to reduce the associated cost, a spanning tree of the network having minimum number of such nodes is needed. Network nodes and fibre cables between them are respectively mapped into vertices and edges of a graph $G$. Then, the number of switches to be placed on each branch vertex (vertex with degree greater than two) of the spanning tree $S T$ depends on its degree. Hence, not only the number of branch vertices but also the degree of each branch vertex needs to be minimized since the exact number of switches needed on each branch vertex $v$ in the spanning tree is its degree minus two.

The literature on the MLSTP is scarce. Several approaches have been proposed for the MISTP, including approximation algorithm, but little attention has been paid to the MLSTP, with the exception of a Memetic Algorithm (MA)
40 designed to tackle three degree related spanning tree problems [9]. We will include MA in our computational experimentation.

In this paper, we propose a heuristic algorithm based on the Scatter Search methodology (SS) for the MLSTP. SS is a metaheuristic that operates on a small set of solutions, called the Reference Set (RS), by applying combination and improvement operators. RS collects and evolves the best solutions found so far (both in terms of quality and diversity) initially selected from a large population generated with a constructive method. One of its main characteristics is that their methods, namely solution generation, improvement, and combination, are based on problem dependent elements and strategies to perform an so efficient search exploration. This is an important difference with other population based methods, such as the well-known Genetic Algorithms, mostly based on randomization.

In our SS algorithm for the MLSTP, we propose several construction heuristics to generate the initial population. Based on their performance, we consider

55 a proportion of solutions to be constructed with each of these heuristics. We combine problem dependent strategies with random elements to construct solutions of relatively good quality and diversity. On the other hand, we propose two procedures to create the reference set, one having diversity as primary ob-
jective and the other one balancing elitism and diversity of solutions. These ment operators. The effectiveness of these operators is empirically evaluated in our computational testing.

As it is customary in heuristic papers, our experimentation is divided into two parts, scientific and competitive testing. The first set of experiments is ${ }_{5}$ designed to decide the strategy for generating initial population and reference set formation. After this, the best combination of these strategies is put together in the SS algorithm, and further experiments are performed on a large set of instances to compare its performance with the existing state of the art metaheuristic. The experiments have been conducted on four sets of publicdomain graphs. The comparison shows that our algorithm outperforms the existing method for MLSTP. Additionally, we believe that the SS designs proposed here can be extended to other settings, thus providing valuable lessons to the researchers interested on this methodology.

The paper is organized as follows. In this introduction we briefly describe the problem and our contributions; then, in Section 2 we provide background to the readers by introducing mathematical notation and previous work on this problem. Section 3 is the core of the paper, where we describe our SS algorithm. As it is customary in heuristic papers, this is followed by a section with experimental results. Section 4 details our extensive experimentation, and the o paper finishes in the following section with the associated conclusions.

## 2. Background

In this section, we first introduce some basic definitions and notations to model the problem in mathematical terms, and then describe the previous method proposed for this problem.

85 2.1. Preliminaries and Definitions
Let $G=(V, E)$ be an undirected graph, where $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is the set of vertices, and $E(G)=\{(u, v): u, v \in V(G)\}$ is the set of edges
$(E(G) \subset V(G) \times V(G))$. The size of graph $G$ is defined as $|V(G)|=n$. The set of adjacent vertices (neighbours) of a vertex $v \in V(G)$ is defined as $N_{G}(v)=$ $\{u \in V(G):(u, v) \in E(G)\}$, and its degree as $\operatorname{deg}_{G}(v)=\left|N_{G}(v)\right|$.

Given a graph $G=(V, E)$, a spanning tree $S T$ is a subgraph with set of vertices $V(S T)$ and edges $E(S T)$ that is a tree and includes all the vertices in $G$ (i.e., $V(S T)=V(G)$ ). In a partial spanning tree $P T, V(P T) \subseteq V(G)$.

A vertex $v \in V(G)$ is a leaf in $S T$ if $\operatorname{deg}_{S T}(v)=1$, and it is a branch $(u, v) \in E(G) \backslash E(S T)$ is a chord for the spanning tree $S T$.

Let $\phi(G)$ be the set of all spanning trees of graph G. The Minimum Leaf Spanning Tree Problem (MLSTP) can be simply stated as finding the spanning tree in $\phi(G)$ with minimum number of leaves. To formulate it in mathematical terms, we define $n \operatorname{Leaf}(S T)$ as the number of leaves of spanning tree $S T$ $\left(n \operatorname{Leaf}(S T)=\left|\left\{v \in V(S T): \operatorname{deg}_{S T}(v)=1\right\}\right|\right)$. Then, the MLSTP can be formulated as:

$$
\min _{\forall S T \in \phi(G)}\{n \operatorname{Leaf}(S T)\} .
$$

Throughout this paper, a solution to the problem refers to a spanning tree $S T$ of the input graph $G$, and its cost refers to the number of leaves in it, $n L e a f(S T)$. The optimal solution $S T^{*}$ is then the spanning tree with minimum $n L e a f$-value:

$$
S T^{*}=\operatorname{argmin}_{S T \in \Phi(G)} n \operatorname{Leaf}(S T)
$$

### 2.2. Related Work

As mentioned, the Minimum Leaf Spanning Tree Problem (MLSTP) is equivalent in optimization terms to the Maximum Internal Spanning Tree Problem (MISTP). In this section we comment on both problems.

Lu and Ravi [10] proved that the MLSTP has no constant approximation factor, unless $P=N P$, while the MISTP has several constant factor approximation algorithms. As a matter of fact, parametric [11, 12] and weighted versions [13, 14] of MISTP have been proposed in literature, together with exact expo-
nential algorithms [8]. For a detailed survey on MISTP we refer the reader to the excellent work by Salamon [5].

A simplified and faster version of Salamon's algorithm for weighted and un-weighted MISTP with better approximation ratio has been given in 6] on general graphs. Later on, a 4/3-approximation algorithm for MISTP was devised, which is an improvement over the Salamon's algorithm [15]. In [16], it is proved that MISTP can be solved in polynomial time on interval graphs. For this, an $O\left(n^{2}\right)$ algorithm is presented on these graphs, which finds a spanning tree with number of internal vertices equal to the number of edges in a maximum path cover of the graph minus one. Improved versions of parameterized algorithm (with kernel of size 2 k vertices) and approximation algorithm (with approximation ratio 1.5) for MISTP are proposed in [17] using deeper local search. This approximation ratio is further reduced to $13 / 17$ in [18] by developing an algorithm which explores much deeper structure of MISTP as compared to the previous algorithms. However, in spite of this abundant literature on approximation methods, no metaheuristic has been proposed for this problem.

Chen et al. [19] recently proposed an algorithm based on a novel relationship between maximum weight internal spanning tree and maximum weight matching for the weighted version of MISTP. The authors proved that their method has an approximation ratio of $1 / 2$. Additionally, a $7 / 12$-approximation algorithm is also designed for claw-free graphs in [19]. In [20], the parameterized complexity of MLSTP for independency and cliquy trees has been characterised. Parameterized algorithms for MISTP are well summarized in the survey paper 21. In 22, some bounds on the minimum leaf count for the spanning trees of connected cubic graphs and 2-connected graphs are proved which are improvements over the previous best known bounds ([23, 24]). Two algorithms have been proposed for maximum weight internal spanning tree problem which improve the existing approximation factors for cubic and claw-free graphs of degree at least three [25]. The most recent work on MISTP includes an approximation algorithm [26] with a performance ratio of $4 / 3$.

### 2.3. A Memetic Algorithm for the MLSTP

In our revision of the literature for MLSTP, we only found a metaheuristic algorithm. The memetic algorithm (MA) by Cerrone et al. 9 is essentially a genetic algorithm encompassing the usual features of tournament selection, binary crossover, and mutation, applied iteratively and coupled with a local improvement. MA starts with a randomly generated population Pop of $p_{-}$size solutions (spanning trees of the input graph $G$ ), and then performs consecutive iterations as briefly described below.

The first step of the iterations is the application of the crossover operator to a pair of solutions randomly selected from the population as follows. A set with $x$ solutions randomly selected from Pop is formed, and the best solution of this set becomes the first parent $P_{1}$. Now $x / 2$ solutions are randomly selected from $\operatorname{Pop} \backslash\left\{P_{1}\right\}$ to form another set, and the best member of this set becomes the second parent $P_{2}$. The rationale behind this selection is to involve at least one "good" quality parent in the crossover procedure. Unlike classical crossover operators, this crossover operator is not a recombination of parent solutions. It tries to construct a child $C$ that inherits "good" characteristics from its parents. This is accomplished by assigning weights to each edge of the input graph $G$ such that the edges belonging to a path (vertices with degree less than 3 in the chains remaining after removing all the edges incident on branch vertices) in a parent solution are promoted, whereas the edges incident on the internal vertices of these paths (connected to chains) are penalized since they create new branch vertices. Edges of $G$ which are incident on the branch vertices in a parent are also promoted. Promotion of an edge is accomplished by assigning negative weights, whereas positive weights indicate penalties. The union of these weighted trees results in an edge weighted graph $G_{w}$, which contains the edges from the parents $P_{1}$ and $P_{2}$ and the weight on each edge is the sum of the weights assigned to the tree edges. It is to be mentioned here that initially each edge is assigned zero weight. The offspring is obtained by finding a minimum weight spanning tree of $G_{w}$.

Mutation is now performed on the solution $C$ obtained with crossover to
obtain a new solution $C^{\prime}$. MA implements two mutation operators $M_{1}$ and $M_{2}$. In $M_{1}$, a leaf $l$ in $C$ is randomly selected and it is connected to a randomly selected vertex $v$ through the edge $(l, v)$ of $G$. Now the resulting cycle is randomly broken to generate a new spanning tree $C^{\prime} . M_{2}$ on the other hand, tries to eliminate branch vertices. To do it, edges are randomly selected and deleted from $C$ for a fixed number of iterations, resulting in three components connected by two edges, which are randomly selected to obtain a new tree. In the mutation phase of the algorithm, $M_{1}$ is always executed on $C$ while $M_{2}$ is executed after $M_{1}$ with some probability.

The iterative phase of MA finishes with the application of a local search to the solution $C^{\prime}$ previously obtained. In this phase, one edge of the current solution is switched with a new one, but instead of selecting edges randomly (as mutation $M_{1}$ does), the edges are switched in a way that leads to an improvement of the original tree. In this method, the introduction of new nodes of degree at most two is promoted and the introduction of new branch vertices is penalized. The local search performs iterations as long as an improvement move is found in the neighborhood of the current solution. The resulting solution $C^{*}$ is inserted into Pop, replacing the worst solution from a set of $y$ randomly selected solutions from Pop. The algorithm terminates when no improvement is observed for Max_iter consecutive iterations.

It is worth mentioning that the implementation proposed in [9] involves a large number of parameters: four in the main block and five in the weight functions of crossover and local search phases, which need to be tuned in order to have an efficient performance.

## 3. Scatter Search for the MLSTP

Scatter Search (SS) is a population based metaheuristic which was first introduced in 1977 by Fred Glover [27]. It is one of the widely applied metaheuristic methodologies for finding high-quality solutions to NP-hard combinatorial optimization problems [28, 29, 30, 31]. repeated until no further improvement is observed in the reference set updating. The initialization of our SS algorithm for the MLSTP is outlined in Algorithm 11 and the iterative procedure $S S_{-}$Iter is given in Algorithm 2 .

```
Algorithm 1 Scatter Search initialization
    Initialize (pop_size), RefSet size (rs), and (max_iter)
    pop \(\leftarrow\) Generate initial solutions
    \(p o p^{\prime} \leftarrow \operatorname{Improvement} 1(p o p)\)
    pop \({ }^{\prime \prime} \leftarrow \operatorname{Improvement2}\) ( \(p o p^{\prime}\) )
    \(S_{\text {best }} \leftarrow\) Best solution of \(p o p^{\prime \prime}\)
    RefSet \(\leftarrow\) Generate RefSet from pop"
    Init_Div \(\leftarrow D i v \_e v a l(R e f S e t)\)
    8: Algorithm2(max_iter, Ref_Set, \(S_{b e s t}\), Init_Div)
```

Algorithm 1 starts by generating an initial population pop consisting of pop_size solutions (Line 2). To accomplish this, we apply four construction heuristics described in Section 3.1. In Lines 3 and 4, the solutions of this population are sequentially submitted to two local improvement methods, namely Improvement1 and Improvement2, resulting in an improved set of solutions pop ${ }^{\prime \prime}$ (discussed in Section 3.3). The best solution obtained so far is stored in $S_{\text {best }}$ (Line 5). Now, rs $=\mid \operatorname{Ref}$ Set $\mid$ solutions are selected from pop" based on a certain criterion to populate the new RefSet (Line 6). We have designed and implemented two procedures for building the RefSet, which are explained in detail in Section 3.4. The diversity of the RefSet is measured with the Div_eval function detailed out in Section 3.5, and the method finishes by calling Algorithm 2 (Line 8) that performs the scatter search iterations.

Algorithm 2 iterates over the RefSet to improve its solutions. It takes as
the input the initial RefSet generated with the initialization, and returns as the output the best solution in the final RefSet. In particular, it first creates its $r s(r s-1) / 2$ subsets of pairs of solutions (Line 4), denoted as Ref_Subsets. Now, solutions within each subset are submitted to the combination method, Combine (Line 6), described in Section 3.2 The combination of a pair of solutions $\left(C_{1}, C_{2}\right) \in$ Ref_Subsets results in two new solutions, $S_{1}$ and $S_{2}$, which are further improved in Lines 8 and 9 . The best of these two improved solutions $S^{\prime \prime}$ (Line 11) is now used to update the RefSet. The solution $S^{\prime \prime}$ replaces the worst solution ( $S_{\text {worst }}$ ) in the RefSet if it is better than it.

The best solution in the RefSet, $S_{\text {best }}$ is updated whenever any new incumbent solution improves it. The diversity of the updated reference set is again computed (Line 22). As maintaining diversity of the reference set is a key strategy of the method, if it decreases in a $50 \%$ of its initial value, then $\mathrm{rs} / 2$ new solutions are randomly generated (Line 24), with a method described in Section 3.1. The new solutions replace the worst ones in RefSet, thus increasing its diversity without deteriorating its quality. The algorithm terminates after a specified number of iterations with no improvement.

### 3.1. Construction Heuristics

Construction heuristics play an important role in population based metaheuristics. Quality and diversity are recommended to create a good set of initial solutions. On one hand, we need relatively good solutions, but it is also true that without a certain level of diversity, evolutionary methods easily get trapped in sub-optimal solutions. To achieve a good balance between quality and diversity in the initial population that results in an efficient exploration of the search space, we consider five construction heuristics, avoiding in this way a premature convergence, and at the same time, keeping the running time relatively low.

- H1. In this constructive method, spanning trees are constructed using the well-known DFS procedure. The selection of the vertex to be visited at each step is based on the degree of the vertices, where priority is given to

```
Algorithm 2 Scatter Search iterations
    . iter \(\leftarrow 1\)
    while iter \(\leq\) max_iter do
        Update \(\leftarrow 0\)
        Ref_Subsets \(\leftarrow\) Generate subsets of RefSet
        for each \(\left(C_{1}, C_{2}\right) \in\) Ref_Subsets do
            \(\left[S_{1}, S_{2}\right] \leftarrow \operatorname{Combine}\left(C_{1}, C_{2}\right)\)
            for \(i \leftarrow 1\) to 2 do
                    \(S_{i}^{\prime} \leftarrow \operatorname{Improvement} 1\left(S_{i}\right)\)
                    \(S_{i}^{\prime \prime} \leftarrow\) Improvement2 \(\left(S_{i}^{\prime}\right)\)
            end for
            \(S^{\prime \prime} \leftarrow\) Best of \(S_{1}^{\prime \prime}, S_{2}^{\prime \prime}\)
            \(S_{\text {worst }} \leftarrow\) Worst solution of RefSet
            if \(S^{\prime \prime} \notin \operatorname{Ref} \_S e t\) and \(\operatorname{cost}\left(S^{\prime \prime}\right)<\operatorname{cost}\left(S_{\text {worst }}\right)\) then
                RefSet \(\leftarrow\left(\operatorname{RefSet} \backslash\left\{S_{w o r s t}\right\}\right) \cup S^{\prime \prime}\)
                Update \(\leftarrow 1\)
            end if
            if \(\operatorname{cost}\left(S^{\prime \prime}\right)<\operatorname{cost}\left(S_{\text {best }}\right)\) then
                \(S_{\text {best }} \leftarrow S^{\prime \prime}\)
                iter \(\leftarrow 0\)
            end if
        end for
        Final_Div \(\leftarrow\) Div_eval(RefSet)
        if Final_Div < Init_Div/2 then
            new_sol \(\leftarrow\) Generate new solutions with \(H_{5}\)
            RefSet \(\leftarrow\) Modify RefSet with new_sol
        end if
        if \(U\) pdate \(==0\) or iter \(\neq 0\) then
            iter \(\leftarrow\) iter +1
        end if
    end while
    return \(S_{\text {best }}\)
```

lower degree vertices. This may lead to a spanning tree with more depth and may result in fewer leaves. Thus, minimum degree vertex is chosen as the root vertex, and ties are randomly broken. From any current vertex the search proceeds towards an adjacent unvisited vertex with minimum degree.

- H2. This heuristic constructs a spanning tree of a given graph using the well known Prim's algorithm. Initially, a random vertex $u$ is placed in $U$, then a neighbor $v$ of this vertex from $V$ is selected randomly and added to $U$. The remaining vertices of $V$ which are adjacent to the vertices of $U$ are added in a similar fashion until all the vertices of $V$ are placed in $U$. The set of these edges forms a spanning tree.
- H3. This method is inspired by Kruskal's algorithm that forms a spanning tree of a graph based on the edges weights. Initially, an empty set of edges is taken, then an edge with the smallest weight in the input graph is added to this set iteratively as long as its addition produces no cycles. However, since in our case the underlying graph is unweighted, the selection of edges is completely random. This process is iterated until $|V|-1$ edges have been added.
- H4. This heuristic implements the Dijkstra's algorithm by considering unit weight on each edge. The vertices from set $V$ are added to the set $U$ (initially empty) on the basis of their distance from a fixed vertex $u$ randomly chosen. At every step of the algorithm, a vertex not included in $U$ and having minimum distance from $u$ is obtained and added to $U$. The whole process is repeated until all vertices of $V$ are included in $U$. Note that the output of Dijkstra's algorithm is an arborescence (i.e., a directed tree with a root), so we transform the solution in a tree by considering the arcs of the solution as undirected edges, and ignoring the root.
- H5. This heuristic generates the spanning tree by applying a Depth First Search algorithm. In this, all the vertices of the input graph are traversed
moving from one vertex to its un-visited adjacent vertex. At each step of the heuristic, vertices are randomly selected. Therefore this is a completely random constructive method.


### 3.2. Combination Method

Producing new solutions by combining two or more existing solutions is an effective method to explore the search space. We have developed a new combination method, Combine, (outlined in Algorithm 3) that takes two spanning trees $S T_{1}, S T_{2}$ as the input, and produces two new solutions by combining them. Specifically, two vertices are initially selected at random, say $v_{i}$ and $v_{j}$. Then, two partial spanning trees $P T_{1}$ and $P T_{2}$ are created by finding the path from $v_{i}$ to $v_{j}$ in $S T_{1}$ and $S T_{2}$ respectively. Now, the partial tree $P T_{1}$ is transformed into a complete spanning tree $S T_{1}^{\prime}$ by adding the remaining edges sequentially (following the canonical order) from $S T_{2}$. In the same manner, $S T_{2}^{\prime}$ is formed using $P T_{2}$ and $S T_{1}$. $S T_{1}^{\prime}$ and $S T_{2}^{\prime}$ are referred as the children trees. The process of adding the remaining edges from the spanning tree $S T$ to the partial tree $P T$ is given in the procedure Generate_Child (see Algorithm 4).

To illustrate the combination method, consider the graph in Figure 1(a) where $v_{1}=5$ and $v_{2}=4$. Let $P T_{1}$ and $P T_{2}$ be partial trees (see Figure 1 (c)) obtained from the spanning trees $S T_{1}$ and $S T_{2}$ shown in Figure 1(b). $P T_{1}$ and $P T_{2}$ are the paths from 5 to 4 in the spanning trees $S T_{1}$ and $S T_{2}$ respectively. Here, $P T_{1}=\{(5,3),(3,1),(1,4)\}$ and $P T_{2}=\{(5,2),(2,1),(1,7),(7,4)\}$.

The child tree $S T_{1}^{\prime}$ of Fig. 2(a) is obtained from the partial vertex set $P V=\{5,3,1,4\}$ and $V^{\prime}(G)=V(G) \backslash P V=\{2,6,7\}$. First consider vertex $2 \in V^{\prime}(G)$ since it is the first one in the canonical order, $N_{S T_{2}}(2)=\{1,5\}$, $\operatorname{deg}_{P T_{1}}(1)=2$ and $\operatorname{deg}_{P T_{1}}(5)=1$. Since vertex 5 has the least degree, vertex 2 is added to $P V$ through the edge $(2,5)$ and hence $P V=\{5,3,1,4,2\}$ and $P T_{1}=$ $\{(5,3),(3,1),(1,4),(2,5)\}$. We next consider vertex 6 , which has neighbor 3 in $P V$. So, 6 is added to $P V$ through edge (3,6). Thus, $P V=\{5,3,1,4,2,6\}$ and $P T_{1}=\{(5,3),(3,1),(1,4),(2,5),(3,6)\}$. Similarly, vertex 7 is added to $P V$ and the complete spanning tree is $S T_{1}^{\prime}=\{(5,3),(3,1),(1,4),(2,5),(3,6),(4,7)\}$.


$P T_{1}$

(c)

Figure 1: (a) A graph $G$, (b) spanning trees $S T_{1}$ and $S T_{2}$ of the graph $G$, (c) partial trees $P T_{1}$ and $P T_{2}$ obtained from spanning trees $S T_{1}$ and $S T_{2}$ respectively.
${ }_{305}$ Similarly, the other child tree $S T_{2}^{\prime}$ is obtained as shown in Fig. 2(b). In Fig. 2 edges added to the paths $P T_{1}$ and $P T_{2}$ are shown by dotted lines.

It is important to mention here that choosing minimum degree vertex in the partial spanning tree while a new vertex is being added to it helps in keeping the leaf count low.

Time Complexity: In Lines 2 and 3 of Algorithm 3, the path is found using a DFS algorithm, which takes $O(|V|)$ time. In Lines 4 and 5, Algorithm 4 Generate_Child is called. In our implementation, we have used a $2 \times(n-1)$ matrix to store the edges of spanning tree. Since the size of $P T$ can be at most $|V|-1$, Line 1 of this algorithm takes $O(|V|)$ time. The time required by Lines ${ }_{315} 2,4$ and 7 is $O(|V|)$. Lines 5 and 6 take $O(1)$ time. Lines 4-7 are performed $O(|V|)$ times. Therefore, time required by this algorithm is $O\left(|V|^{2}\right)$.


(a)

(b)


Figure 2: Child spanning trees (a) $S T_{1}^{\prime}$ obtained from $S T_{2}$ and $P T_{1}$ and (b) $S T_{2}^{\prime}$ obtained from $S T_{1}$ and $P T_{2}$

```
Algorithm 3 Combine \(\left(S T_{1}, S T_{2}\right)\)
    1: Generate two random numbers \(i, j \in\{1,2, \ldots, n\}\)
    2: \(P T_{1} \leftarrow\) path in \(S T_{1}\) from \(v_{i}\) to \(v_{j}\)
    3: \(P T_{2} \leftarrow\) path in \(S T_{2}\) from \(v_{i}\) to \(v_{j}\)
    4: \(S T_{1}^{\prime} \leftarrow\) Generate_Child \(\left(P T_{1}, S T_{2}\right)\)
    5: \(S T_{2}^{\prime} \leftarrow\) Generate_Child \(\left(P T_{2}, S T_{1}\right)\)
    6: return \(S T_{1}^{\prime}, S T_{2}^{\prime}\)
```

```
Algorithm 4 Generate_Child(PT,ST)
    \(P V \leftarrow\) vertices in \(P T\)
    \(V^{\prime}(G) \leftarrow V(G) \backslash P V\)
    for \(v \in V^{\prime}(G)\) such that \(P V \cap N_{S T}(v) \neq \emptyset\) do
        Find \(u \in P V \cap N_{S T}(v)\) with the lowest degree in \(P T\)
        \(P T \leftarrow P T \cup(u, v)\)
        \(P V \leftarrow P V \cup\{v\}\)
        \(V^{\prime}(G) \leftarrow V^{\prime}(G) \backslash\{v\}\)
    end for
    Child Tree \(\leftarrow P T\)
    return Child_Tree
```


### 3.3. Local Improvement Methods

We propose two local improvement operators that are applied successively to a solution in order to improve its quality. The rational behind both methods is to reduce the leaf count by making leaves as internal vertices and, at the same time, decreasing the degree of branch vertices. This is accomplished by suitable cycle exchanges. Since both are iterative procedures, a number of new solutions are generated during the process. Thus, the search is further enhanced through these exploratory procedures.

### 3.3.1. Improvement1

This operator reduces the leaf count, nLeaf-value, by first adding a chord $\left(l_{i}, l_{j}\right)$, where $l_{i}$ and $l_{j}$ are leaves in the spanning tree, and then removing a suitable edge from the tree. Thus, for a given spanning tree, $S T$, the procedure finds a pair of leaves $l_{i}$ and $l_{j}$ such that $\left(l_{i}, l_{j}\right) \in E(G)$ and there exists $v$ such that $\left(v, l_{i}\right),\left(v, l_{j}\right) \in E(S T)$. Now, the edge $\left(l_{i}, l_{j}\right)$ is added to, and the edge $\left(v, l_{i}\right)$ is removed from $E(S T)$. This reduces the leaf count by one as the removal of $\left(v, l_{i}\right)$ and the addition of $\left(l_{i}, l_{j}\right)$ make $l_{j}$ as an internal vertex. The process is repeated until no such pairs of vertices are present in the $S T$ (see Algorithm 55).


Figure 3: Applying Improvement1 on $S T$.
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In Fig. 3. leaves 4 and 7 are connected to vertex 1 in $S I$ of the given graph $G$ (figure 1(a)). Here, the dashed line shows that 4 and 7 are neighbors in the graph. The addition of edge $(4,7)$ and removal of edge $(1,7)$ in $E(S T)$ results in the reduction of one leaf in $S T^{\prime}$.

```
Algorithm 5 Improvement1 \((S T)\)
    leaves \(\leftarrow\left\{v \in V(G): \operatorname{deg}_{S T}(v)=1\right\}\)
    for all \(l_{i}, l_{j} \in l\) leaves such that \(\left(l_{i}, l_{j}\right) \in E(G)\) and \(N_{S T}\left(l_{i}\right)==N_{S T}\left(l_{j}\right)\) do
        \(E(S T) \leftarrow\left(E(S T) \cup\left(l_{i}, l_{j}\right)\right) \backslash\left(N_{S T}\left(l_{i}\right), l_{i}\right)\)
        leaves \(\leftarrow\) leaves \(\backslash\left\{l_{j}\right\}\)
    end for
    return \(S T\)
```

Time Complexity: The degree of vertices in a $S T$ can be found in $O(|V|-1)$ time, therefore Line 1 takes $O(|V|)$ time. In Line 3, removal and addition of edges to the spanning tree takes $O(|V|-1)$ time. If the number of leaves in $S T$ is $l$, then Line 4 is executed in $O(l)$ time. Lines 3 and 4 are repeated $l$ times as each time the number of leaves is reduced by one (in Line 2). Since $5 l$ is always less than $|V|$, therefore the time complexity of this method is $O\left(|V|^{2}\right)$.

### 3.3.2. Improvement2

This operator works by first adding a chord $(v, l)$, where $l$ is a leaf, to form a cycle in $S T$, and then removing an edge from the cycle to reduce the degree described in the following cases below. It is an iterative method where in each iteration the neighbors of a leaf in the given graph are searched. Then, an edge from one of the neighbors to that leaf is added in the $S T$, which creates a cycle. Based on the number of branch vertices present in the newly created cycle, the following cases arise:

Case 1: If there are at least two branch vertices which are connected by an edge in the cycle, then this edge is removed from the $S T$ resulting in reduction in the degree of branch vertices and subsequently in the number of leaves. Figure ${ }_{360} 4$ (b) shows an improvement in a given spanning tree $S T$ of the graph $G^{\prime}$ (Fig. $4(\mathrm{a})$ ) using this method. Solid lines in the figure indicate tree edges whereas the dotted one represents the edge which will be added to form a cycle. Here, 1 and 5 are two branch vertices in a cycle created by joining the leaf (vertex 3 ) of the spanning tree with one of its neighbors (vertex 6) in the graph. Now, removing the edge $(1,5)$ and adding $(3,6)$ results in number of leaves being reduced from 4 to 2 .

Case 2: If there is at least one branch vertex in the cycle, then the edge from the branch vertex to one of its neighbor in that cycle is removed. This process may lead to an improvement of $S T$ depending on the degree of the neighboring vertex. Figures 4(c) and 4(d) illustrate this case, having vertex 1 as the only branch vertex in the cycle created after the addition of edge $(4,1)$ and $(4,5)$ to $S T$ in these figures respectively. The spanning tree $S T$ in Fig. 4(c) gives no improvement after removal of edge $(1,2)$ as the process ends up with vertex 2 as a leaf since its degree is decremented by one, while $S T$ in figure 4(d) results into an improvement when the edge $(1,5)$ is removed, as degree of vertex 5 remains the same as the added edge has 5 as one of its end points.

Case 3: If there is no branch vertex in the cycle, then the process is repeated for another leaf in the tree (see Algorithm 6).

```
Algorithm 6 Improvement2 ( \(S T\) )
    leaves \(\leftarrow\left\{v \in V(G): \operatorname{deg}_{S T}(v)=1\right\}\)
    for all \(l \in\) leaves do
        \(n b r s \leftarrow N_{G}(l)\)
        mark all \(v \in n b r s\) as unvisited
        flag \(\leftarrow 0\)
        while flag \(==0\) and \(\exists\) a vertex \(v \in n b r s\) which is unvisited do
            Choose an unvisited \(v \in n b r s\) and mark it as visited
            if \((v, l) \notin E(S T)\) then
                    \(C \leftarrow\) Cycle obtained by adding edge \((v, l)\) to \(S T\)
                    \(b r \leftarrow\left\{v \in V(C): \operatorname{deg}_{S T}(v)>2\right\}\)
                    \(b r^{\prime} \leftarrow V(C) \backslash b r\)
                    if \(\exists b_{i}, b_{j} \in b r\) s.t. \(\left(b_{i}, b_{j}\right) \in E(C)\) then
                    \(E(S T) \leftarrow(E(S T) \cup(v, l)) \backslash\left(b_{i}, b_{j}\right)\)
                    flag \(\leftarrow 1\)
                    else if \(\exists p \in b r, q \in b r^{\prime}\) s.t. \((p, q) \in E(C)\) then
                    \(E(S T) \leftarrow(E(S T) \cup(v, l)) \backslash(p, q)\)
                    flag \(\leftarrow 1\)
                    end if
                end if
        end while
    end for
    return \(S T\)
```

Time Complexity: Finding leaves in Line 1 takes $O(|V|)$ time. As a vertex can have maximum $|V|-1$ number of neighbors, Line 3 takes $O(|V|)$ time. Line 4 takes $O(\Delta(G))$ time, where $\Delta(G)$ is maximum degree of a vertex in graph $G$. The time required by each Line 7-19 (except the Lines 14 and 17) is $O(|V|)$. Lines 7-19 are repeated $\Delta(G)$ number of times and Lines 3-20 are performed for

(a)



(b)

(d)


Figure 4: Applying Improvement2 on $S T$ of (a) a graph $G^{\prime}$ (b) when there are two branch vertices in cycle, (c) and (d) when there is one branch vertex in cycle.
all leaves in the $S T$, so a maximum $|V|-1$ number of times. Therefore, time

### 3.4. Reference Set Formation

Considering that in SS a small fraction of the population, called the reference set, takes part in the evolution process; the selection of the solutions that form this set significantly influences the search process. In other words, the creation of the reference set is a key component of the algorithm. We have devised two methods for generating it.

### 3.4.1. Method $1\left(R M_{1}\right)$

This method for reference set initialization is inspired in [29]. After creating and improving the initial solutions to obtain population $p o p^{\prime \prime}$, the Ref_Set is created from this population by considering both the quality and diversity of solutions. To achieve quality, the best $r s / 2$ solutions are selected from the population. This operation can be performed in $\min \left(O\left(p o p \_s i z e *(r s / 2)\right), O(\right.$ pop_size* $\left.\left.\log \left(p o p \_s i z e\right)\right)\right)$ time. The remaining rs/2 solutions are selected according to a distance function designed for MLSTP to maintain the diversity in the Ref _Set.

The distance between a spanning tree $S T$ and the Ref_Set is defined as:

$$
d(S T, \text { Ref_Set })=\min _{S T^{\prime} \in R e f_{-} S e t} \operatorname{Count}\left(S T, S T^{\prime}\right)
$$

where,

$$
\begin{aligned}
\operatorname{Count}\left(S T, S T^{\prime}\right)= & \mid\left\{(u, v) \in E\left(S T^{\prime}\right):(u, v) \notin E(S T)\right\} \cup \\
& \left\{(u, v) \in E(S T):(u, v) \notin E\left(S T^{\prime}\right)\right\} \mid
\end{aligned}
$$

Clearly, Count ( $S T, S T^{\prime}$ ) gives the number of edges which are not common in $S T$ and $S T^{\prime}$, and this computation can be performed in $O(|V| * \log |V|)$ time (by sorting one of them in lexicographical order and searching edges of the other in this sorted tree using Binary search). For each $S T \in p o p^{\prime \prime} \backslash R e f \quad S e t$, we compute $d(S T, \operatorname{Ref}$ _Set $)$. It takes $O(|V| * l o g|V|($ pop_size $-r s / 2) r s / 2)$
time. Since solutions which are distant from Ref_Set are preferred for maintaining the diversity, the best $r s / 2$ solutions (solutions which maximize the minimum distance from Ref_Set) are added to the Ref_Set. Note that it takes $O\left(\left(p o p_{-} s i z e-r s / 2\right) r s / 2\right)$ time. Hence, reference set can be constructed in $O\left(|V| * l o g|V|\left(p o p \_s i z e-r s / 2\right) r s / 2\right)$ time.

### 3.4.2. Method $2\left(R M_{2}\right)$

This method is based on the clustering algorithm of NSGA-II 32. Initially, pop_size number of clusters are formed by simply putting each solution of the population into a separate cluster. Then, for each pair of clusters $C_{i}$ and $C_{j}$, where $1 \leq i, j \leq$ pop_size and $i \neq j$ their distance $c d_{i j}$ is computed as:

$$
c d_{i j}=\frac{1}{\left|C_{i}\right|\left|C_{j}\right|} \sum_{S T \in C_{i}, S T^{\prime} \in C_{j}} \operatorname{Count}\left(S T, S T^{\prime}\right)
$$

After computing the distance for all the pairs of clusters, the pair with minimum distance is merged (i.e., their clusters are combined into a single one). This reduces the number of clusters by one. The distances are again calculated with pop_size-1 clusters, and the process is repeated until the number of clusters is $r s$. Then, a solution is selected from each cluster as a member of reference set. In particular, the solution with minimum average distance to the other solutions in that cluster is the one chosen. The time complexity of this method is $O\left(\right.$ pop $\left._{\_} \operatorname{size}^{2}(r s+|V| * \log |V|)\right)$ [32].

### 3.5. Diversity Evaluation Function

As mentioned above, the convergence of the SS algorithm mainly depends on the diversity of the reference set. To maintain it during the search process, we consider a diversity evaluation function, Div_eval, that calculates the diversity of reference set after every iteration.

To compute the diversity evaluation we first compute the average diversity $a v g \_d i v$ of reference set over the $r s(r s-1) / 2$ number of possible solution pairs. In mathematical terms:

$$
a v g_{-} d i v=\frac{\sum_{S T, S T^{\prime} \in \operatorname{Ref} \_S e t} \operatorname{Count}\left(S T, S T^{\prime}\right)}{r s(r s-1) / 2}
$$

Then, this value is normalized between 0 and 1 as follows:

$$
D i v_{-} e v a l=\frac{a v g_{-} d i v}{|V|-1}
$$

As shown in Algorithm 2, where the main steps of our SS method are detailed, the Div_eval manages the convergence of the algorithm and therefore is responsible of its termination.

## 4. Experiments and Results

This section presents the computational experiments carried out on various sets of graphs to test the performance of the proposed SS algorithm. To compare it with the existing state of the art approach (the MA in [9), we implemented both algorithms in C++ on ubuntu 16.04 LTS machine with $\operatorname{Intel}(\mathrm{R})$ Core(TM) $\mathrm{i} 5-2400 \mathrm{CPU} @ 3.10 \times 4 \mathrm{GHz}$ and 7.7 GiB of RAM.

The experiments are performed on four classes of graphs given below.

1. Harwell-Boeing (HB) Graphs: This set contains 62 instances of sparse matrices taken from the public domain Matrix Market library (available at https://math.nist.gov/MatrixMarket/data/Harwell-Boeing/) that are widely used in scientific and engineering problems. The size of graphs ranges from 24 to 918 . Optimal results for these instances are not known.
2. Cap graphs $\mathbf{C}[k]$ : A Cap graph $\mathrm{C}[k]$ consists of $3 k+1$ vertices. It has 4 levels with one vertex at level 1 and $k$ vertices each in the remaining levels with edges as shown in Fig. 5. In this set, the instances are generated by varying the value of $k$ between 2 to 4000 with a total of 100 instances. The optimal spanning tree for this graph has $k$ leaves [23].


Figure 5: Cap graph with $3 k+1$ vertices, $k=5$.
3. Type 1 Graphs: Type I graphs were originally generated by Carrabs et al. [33] to compare the performance of different relaxations for several formulations of the minimum branch vertices spanning tree problem. To obtain a meaningful comparison, sparse graphs with number of vertices $n$, and edge density less than 0.2 were generated, where the density is computed as $2|E| /[n(n-1)]$. Thus, the graph generator computes $|E|=\lfloor(n-1)+1.5 k \sqrt{n}\rfloor$ for $k=1,2,3,4,5$. We consider in our experiments the instances in 9, which were obtained with that generator for 14 values of $n$ (ranging from 150 to 1000), and generating five instances for each value of $n$ and $k$, totalizing 350 graphs. These instances have known optimal values.
4. Type 2 Graphs: There are 94 instances in this set, generated by Cerrone et al [9] considering challenging scenarios. Specifically, starting with a cycle graph of four vertices, an instance with $n$ vertices is constructed iteratively by adding edges incident on randomly selected non-adjacent vertices (see Figure 6 ). This set contains graphs with $n$ ranging between 50 to 1500 with optimal values known (except for the instances with $n=1500$ ).

The last two sets of test instances are also considered in [9] to test MA, the best method previously published. It is worth to mention here that they have also given a mathematical formulation of MLSTP and the optimal results of these instances were obtained with CPLEX, which can only find optimal results


Figure 6: Construction process of Type 2 graphs.
for instances with size (number of nodes) less than 1500.
Our experimentation is divided into two parts: preliminary experiments (scientific testing) and main experiments (comparative testing). To avoid the over-training of our algorithm, we perform the preliminary experimentation on

### 4.1.1. Size of Reference Set

This section describes the experiments performed in order to set the size rs of the RefSet. This is typically taken between 10 and 20 [30], so we test the a small set of instances, and the comparison with the previous method on the entire set.

### 4.1. Scientific testing

For the initial set of experiments, 20 instances of HB graphs are considered to form a representative set. Specifically, it consists of the following graphs with different densities and sizes: ash85, bcspwr03, bcsstk01, bcsstk 05 , bus 685 , can_24, can_73, can_715, dwt_66, dwt_162, dwt_245, dwt_310, dwt_503, $d w t \_869, g r \_30 \_30$, lshp265, lshp577, nos4, nos7, plat362. As we have five construction heuristics and two reference set generation methods, we perform a thorough analysis to develop the final configuration of the SS method by using an appropriate combination of its components. values $r s=5,10,15$, and 20 . On the other hand, we set the population size

Table 1: Average results of SS on 20 HB graphs

| (able 1: Average results of SS on 20 HB graphs |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| small | nLeaf | 7.14 | 6.92 | 6.75 | 6.65 |
|  | time (sec.) | 1.86 | 16.79 | 85.54 | 302.38 |
| large | $\boldsymbol{n L e a f}$ | 17.37 | 14.64 | 13.61 | 12.96 |
|  | time (sec.) | 125.1 | 302.97 | 384.8 | 561.1 |

pop_size $=100$, as recommended in [30. For each value of $r s, 20$ independent runs of SS are performed on each instance. Table 1 reports the associated results.

The test set is divided into two subsets based on the size of the instances: small instances $(|V| \leq 300)$ and large instances $(|V|>300)$. The results are shown in Table 1. where $n L e a f$ represents the average objective function values (number of leaves in the spanning tree), and time represents the average CPU time for different values of rs.

We apply a two-way ANOVA with repetition to the data in Table 1 and at a $5 \%$ level of significance, it concludes that there is a significant difference in the $n L e a f$ obtained with these values of $r s$ for both large and small instances. We also apply a pairwise comparison with TUKEY's HSD test, and it is found that each pair of means is significantly different (with the exception of $r s=15$ and 20). Similar analysis and conclusions is achieved with CPU times. Considering 515 that the running time substantially increases with $r s$, we initially set the value of $r s=5$. However, preliminary experiments on large graphs disclosed that $r s=5$ resulted in a premature convergence of SS , we therefore set $r s=10$ for large graphs.

### 4.1.2. Comparison of Construction Heuristics

Our preliminary investigation with SS indicated a sharp decline in the diversity even though the process starts with diverse solutions. To overcome this limitation, we reinitialize the population at suitable intervals. In particular,
we apply $H 5$ since it is a completely random process to generate diverse soof these heuristics is given.

### 4.1.3. Reference Set Diversity Analysis

This section describes the experiments carried out to evaluate the effect of different combinations of construction heuristics $\left(H_{1}, H_{2}, H_{3}\right.$ and $\left.H_{4}\right)$ and reference set formation methods ( $R M_{1}$ and $R M_{2}$, detailed out in Section 3.4) on

Table 2: Comparison of construction heuristics

|  | $H_{1}$ | $H_{2}$ | $H_{3}$ | $H_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| Div_eval | 0.46 | 0.60 | $\mathbf{0 . 6 4}$ | 0.42 |
| nLeaf | $\mathbf{1 6 . 2 7}$ | 109.69 | 129.14 | 179.16 |
| Rank sum | 20 | 57 | 46 | 77 |
| $p H_{i}(\%)$ | 50 | 19 | 28 | 3 |

the diversity of the reference set. The following four combinations are tested through the experiments:
(a) $C O M B 1$ : All construction heuristics and $R M_{1}$
(b) COMB2: Construction heuristic $H_{1}$ and $R M_{1}$
(c) COMB3: All construction heuristics and $R M_{2}$
(d) $C O M B 4$ : Construction heuristic $H_{1}$ and $R M_{2}$

For each combination above, a population of 100 solutions is generated using the construction heuristics, and a reference set is created from this population with the reference set formation method. Now, the diversity of this reference set is computed with the Div_eval function (see Section 3.5). Five independent runs of this experiment are performed on the instances of the representative set. For small and large instances the size of reference set is taken as 5 and 10 respectively (as decided in Section 4.1.1). Fig. 7 shows the average diversity of reference sets over the 20 instances and 5 trials for all the combinations. The mean diversities over all the instances of these combinations are given in Table 3. The results show that the diversity is maximum for $C O M B 3$ and minimum for $C O M B 2$.

We perform pairwise comparisons between the following combinations: (COMB1 COMB3) and (COMB2, COMB4) to compare the strategies for reference set


Figure 7: Reference set diversity for different combinations of constructions

| Table 3: Different combinations of constructions |  |
| :---: | :---: |
| Combinations | Mean Diversity |
| $C O M B 1$ | 0.58 |
| $C O M B 2$ | 0.44 |
| $C O M B 3$ | 0.59 |
| $C O M B 4$ | 0.46 |

formation, (COMB1, COMB2) and (COMB3, COMB4) to find out if a single construction heuristic or a group of different heuristics are able to produce diverse solutions for the reference set. The diversity of the reference set is compared for each of the pairs using a statistical paired two-sample t-test with $5 \%$ level of significance. A t-test is a type of inferential statistic used to determine if there is a significant difference between the means of two groups. It concludes in our case that all the pairs are significantly different. We therefore consider the four variants in our final experiments with SS.

### 4.1.4. Termination Criterion

Trials are conducted on the representative set instances to decide the number of iterations, max_iter. It is observed that if the reference set is not updated


Figure 8: Convergence graphs of some HB instances
for 100 consecutive iterations, then the search can be terminated. This observation is based on the experiments in which the procedure is allowed to run for up to 200 iterations. It is seen that during the later part of the iterative procedure neither the best objective value improves nor an update of reference set takes place. Some convergence patterns are shown in Fig. 8.

### 4.2. Comparative testing

In this section, we first compare four variants of SS , namely $S S 1, S S 2, S S 3$, and $S S 4$, developed by generating the initial population in our SS method with $C O M B 1, C O M B 2, C O M B 3$, and $C O M B 4$ respectively (discussed in Section
4.1.3), and then use the best variant to compare SS with MA, the best previous method. Since some instances in our test-bed are very large and difficult to solve, we limit, if necessary, the execution of all methods to 1 hour of CPU time on each instance. Note however, that we only check the running time after each global iteration, and therefore the total elapsed time may be longer than the specified limit of 1 hour. We report in the tables the total time required by each method on each instance.

In our first comparative experiment, we apply the four SS variants on Type 1 graphs. We compare them with a two way-ANOVA as in the preliminary experiments. The test indicates rejection of the null hypothesis. A pairwise comparison is done by applying TUKEY's HSD test which shows that the performance of pairs $(S S 1, S S 2)$ and $(S S 1, S S 3)$ is significantly different. The mean values of $n L e a f$ obtained by these variants is given in Table 4 The 1st and 2 nd columns in this table report the graph size and number of instances of that size, respectively. The average of the optimal values for each set is shown in 3 rd column. Columns 4th to 7th give the results obtained with $S S 1, S S 2$, $S S 3$, and $S S 4$ respectively.

Results in Table 4 indicate that the diversity of the reference set formed using a single construction heuristic is lower than when it is created using all the construction heuristics (see Table 3). A diverse population is needed in SS for creating a reference set, so using all construction heuristics gives better performance than a single one. Though, $S S 1$ and $S S 3$ both generate the initial population using all the construction heuristics but $S S 1$ outperforms $S S 3$ (see Table 4). SS1 and SS3 differ over the reference set formation strategies. Better performance of $S S 1$ may be attributed to the fact that reference set in $S S 1$ contains both types of solutions, namely, elite and diverse in equal proportion since it employs $R M_{1}$ for reference set formation while method $R M_{2}$ focuses only on the diversity of solutions in the reference set, and hence may not contain the elite solutions of initial population. Clearly, $S S 1$ invariably gives the lowest mean value of $n$ Leaf (shown in bold) over all the instances, so the rest of the experiments is done with this variant. In the remaining part of this paper $S S 1$

Table 4: SS variants on Type 1 graphs

| Table 4: SS variants on lype 1 graphs |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\|V\|$ | \#ins | Opt | SS1 | SS2 | SS3 | SS4 |
| 150 | 25 | 50.40 | $\mathbf{5 0 . 4 0}$ | 50.80 | 50.64 | 50.68 |
| 160 | 25 | 55.12 | $\mathbf{5 5 . 1 2}$ | 55.28 | 55.24 | 55.32 |
| 170 | 25 | 58.20 | $\mathbf{5 8 . 3 6}$ | 58.56 | 58.64 | 58.52 |
| 180 | 25 | 64.60 | $\mathbf{6 4 . 7 2}$ | 64.76 | 64.84 | 64.80 |
| 190 | 25 | 70.36 | $\mathbf{7 0 . 4 8}$ | 70.56 | 70.64 | 70.60 |
| 200 | 25 | 72.80 | $\mathbf{7 2 . 8 4}$ | 72.96 | 72.96 | 72.92 |
| 250 | 25 | 97.68 | $\mathbf{9 7 . 7 2}$ | 97.88 | 97.96 | 97.88 |
| 300 | 25 | 123.36 | $\mathbf{1 2 3 . 5 2}$ | 123.56 | 123.68 | 123.64 |
| 350 | 25 | 146.00 | 146.12 | 146.32 | $\mathbf{1 4 6 . 0 4}$ | 146.12 |
| 400 | 25 | 174.52 | $\mathbf{1 7 4 . 5 6}$ | $\mathbf{1 7 4 . 5 6}$ | 174.60 | 174.60 |
| 450 | 25 | 197.64 | $\mathbf{1 9 7 . 6 8}$ | 197.72 | 197.76 | 197.72 |
| 500 | 25 | 226.44 | $\mathbf{2 2 6 . 4 8}$ | 226.68 | 226.64 | 226.60 |
| 750 | 25 | 437.00 | $\mathbf{4 3 7 . 0 0}$ | $\mathbf{4 3 7 . 0 0}$ | $\mathbf{4 3 7 . 0 0}$ | $\mathbf{4 3 7 . 0 0}$ |
| 1000 | 25 | 595.00 | $\mathbf{5 9 5 . 0 0}$ | $\mathbf{5 9 5 . 0 0}$ | $\mathbf{5 9 5 . 0 0}$ | $\mathbf{5 9 5 . 0 0}$ |
| avg |  | 169.22 | $\mathbf{1 6 9 . 2 9}$ | 169.40 | 169.40 | 169.39 |



Figure 9: Evolution of the best solution by combination and improvement methods.
will be referred as SS.
Figure 9 shows the evolution of the SS solutions over a standard run. During the initial iterations, the best solution in the RefSet significantly improves by means of the combination and improvement operators. In this figure, Combine_Best and Loc_Improv_Best refer to the best values of the solutions after the application of these operators respectively. This diagram clearly shows the evolution of the best solution found, and the contribution of the combination and improvement operators to it.

We now compare the performance of SS with MA on Type 1 and Type 2 graphs. The results of our experiment are reported in Tables 5 and 6 respectively. Columns 'Best' and 'Avg' report the mean values of the minimum and average of $n$ Leaf over 10 runs in each group of instances with the same size (each row in the table). The number of instances for each group in table 5 is 25. In Table 6, the number of instances for the group with $|V|=1000$ and 1250 is 8 and 6 respectively, whereas for rest of the graphs it is 10 . The column 'time' reports the average running time of the algorithms over 10 runs. The last row of these tables ('avg') shows the average of the results over all the instances. The values in bold show the improvement of SS over MA. From the results, it

Table 5: Comparison of SS and MA for Type 1 graphs

| $\|V\|$ |  | SS |  |  | MA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Opt | Best | Avg | time | Best | Avg | time |
| 150 | 50.40 | 50.40 | 50.80 | 4.24 | 51.08 | 51.34 | 155.37 |
| 160 | 55.12 | 55.12 | 55.38 | 3.87 | 55.88 | 56.06 | 183.11 |
| 170 | 58.20 | 58.36 | 58.76 | 5.10 | 59.36 | 59.68 | 214.49 |
| 180 | 64.60 | 64.72 | 65.04 | 5.13 | 65.52 | 65.90 | 249.01 |
| 190 | 70.36 | 70.48 | 70.70 | 5.49 | 71.52 | 71.70 | 287.15 |
| 200 | 72.80 | 72.84 | 73.06 | 5.52 | 74.20 | 74.56 | 329.32 |
| 250 | 97.68 | 97.72 | 97.90 | 8.40 | 100.56 | 100.90 | 604.09 |
| 300 | 123.36 | 123.52 | 123.76 | 10.64 | 127.76 | 128.10 | 1000.97 |
| 350 | 146.00 | 146.12 | 146.19 | 38.58 | 151.60 | 151.98 | 1544.40 |
| 400 | 174.52 | 174.56 | 174.62 | 47.17 | 181.16 | 181.78 | 2261.59 |
| 450 | 197.64 | 197.68 | 197.72 | 48.14 | 206.00 | 206.64 | 3174.78 |
| 500 | 226.44 | 226.48 | 226.54 | - | 237.32 | 237.88 | - |
| 750 | 437.00 | 437.00 | 437.00 | - | 437.08 | 437.28 | - |
| 1000 | 595.00 | 595.00 | 595.00 | - | 603.52 | 603.98 | - |
| avg | 169.22 | $\mathbf{1 6 9 . 2 9}$ | $\mathbf{1 6 9 . 4 6}$ | - | 173.04 | 173.41 | - |

is clear that SS performs better than MA for both classes of graphs.
The following experiment is performed on the Cap graphs. In this set of instances, SS achieves optimal results in all the instances tested with $k=2$ to 500. Further insight into the procedure reveals that these optimal values are attained after on the initial population, just with the application of improvement operators. This was further verified by extending the observations for values of $k$ up to 4000. This shows that our improvement operators are quite effective in reducing the number of leaves, especially in Cap graphs. It is important to remark here that no optimal solution is present in the initial population in any of the above mentioned instances. Considering that the optimal results are achieved with just applying the improvement operator to the solutions in the

Table 6: Comparison of SS-MLSTP and MA for Type 2 graphs

| $\|V\|$ |  | SS-MLSTP |  |  | MA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Opt | Best | Avg | time | Best | Avg | time |
| 50 | 7.40 | 7.40 | 7.73 | 1.64 | 7.80 | 7.97 | 18.53 |
| 100 | 17.30 | 17.30 | 17.91 | 7.01 | 17.60 | 17.80 | 61.75 |
| 200 | 32.20 | 32.50 | 33.67 | 49.58 | 32.60 | 33.07 | 339.17 |
| 300 | 51.30 | 51.90 | 54.03 | 196.50 | 52.30 | 53.13 | 1024.42 |
| 400 | 65.70 | 66.60 | 68.12 | 1566.10 | 67.00 | 68.09 | 2298.23 |
| 500 | 88.00 | 89.20 | 90.43 | - | 90.90 | 92.10 | - |
| 750 | 135.20 | 141.50 | 143.07 | - | 144.50 | 146.20 | - |
| 1000 | 194.75 | 208.75 | 210.79 | - | 217.50 | 220.29 | - |
| 1250 | 252.83 | 284.17 | 285.87 | - | 358.00 | 362.28 | - |
| 1500 | - | 333.40 | 336.47 | - | 708.70 | 712.00 | - |
| avg | - | $\mathbf{1 2 3 . 2 7}$ | $\mathbf{1 2 4 . 8 1}$ | - | 169.69 | 171.29 | - |

initial population, we do not report them in our tables to compare SS and MA.
Tables 7 and 8 report the results of our last experiment on small $(|V| \leq 300)$ and large $(300<|V| \leq 1000)$ HB graphs respectively. From the 62 instances of HB graphs tested, SS is able to achieve optimal results in 45 instances, whereas in MA this value is 25 . For the remaining instances, the results of SS are quite close to the known lower bounds. The comparison of results obtained by both algorithms shows that SS outperforms MA in both sets of graphs.
Table 7: Comparison of SS and MA for small HB graphs

| Graphs | SS-MLSTP |  |  | MA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Avg | time | Best | Avg | time |
| $\|V\| \leq 100$ | 6.47 | 6.50 | 7.33 | 6.60 | 6.65 | 30.50 |
| $100<\|V\| \leq 200$ | 3.75 | 3.89 | 47.83 | 4.13 | 4.30 | 195.00 |
| $200<\|V\| \leq 300$ | 10.00 | 10.36 | 253.95 | 9.80 | 10.51 | 672.78 |
| $\mathbf{a v g}$ | $\mathbf{6 . 7 4}$ | $\mathbf{6 . 9 2}$ | $\mathbf{1 0 3 . 0 4}$ | 6.84 | 7.15 | 299.43 |

Table 8: Comparison of SS-MLSTP and MA for large HB graphs

| Graphs | SS-MLSTP |  |  | MA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Avg | time | Best | Avg | time |
| $\|V\| \leq 500$ | 23.75 | 24.39 | - | 25.08 | 25.93 | - |
| $500<\|V\| \leq 750$ | 21.89 | 22.73 | - | 25.78 | 27.46 | - |
| $750<\|V\| \leq 1000$ | 3.50 | 5.18 | - | 21.38 | 25.85 | - |
| avg | $\mathbf{1 6 . 3 8}$ | $\mathbf{1 7 . 4 3}$ | - | 24.08 | 26.41 | - |


| Table 9: Summary of results |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Type 1 |  | Type 2 |  | HB |  |
|  | SS | MA | SS | MA | SS | MA |
|  | $\mathbf{1 6 9 . 2 9}$ | 173.04 | $\mathbf{1 2 3 . 2 7}$ | 169.69 | $\mathbf{1 1 . 5 6}$ | 15.46 |
|  |  |  |  |  | - |  |
|  |  |  |  | $\mathbf{6 1}$ | 31 |  |
|  |  |  |  |  |  |  |

The overall comparison of SS and MA on all the instances of three sets of graphs is shown in Table 9. The first two rows compares the average value of best nLeaf and average percentage deviation (dev) from the best known/ optimal of the results obtained by both the methods. Since optimal results are not available for HB graphs, therefore dev is not computed for this class of graphs. ' $n$ _best' and ' $n \_o p t$ ' represent the number of best and optimal solutions found by the algorithms respectively. The execution time, time, in seconds is reported in the last row. This table clearly shows that SS on average obtains better results than MA, thus showing the practical contribution of our method.

## 5. Conclusion

In spite of having significant applications in communication networks, the MLSTP has been tackled with very few approaches. This paper proposes an Scatter Search in our case, to solve a difficult problem, the MLSTP. It actually investigate alternatives to the classic design, proposed in 35 and applied in many recent papers, such as [36], or [31]. The strategies proposed here, after tested in other problems, can be the foundations of advanced Scatter Search designs.
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