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STATIONARY EQUATION OF THE RELATIVISTIC HEAT
DIFFUSION IN TRANSPARENT MEDIA HAVING L'-DATA

FRANCESCO BALDUCCI AND SERGIO SEGURA DE LEON

ABSTRACT. Our objective is to prove existence of a solution to the Dirichlet problem
for an equation arising in the theory of radiation hydrodynamics to deal with the
radiating energy in transparent media. We study its stationary equation with L'—
datum in a bounded domain. This problem was addressed in [I1] for regular data
(data belonging to L™ (2)) and a bounded solution was obtained. In our framework,
the proof of existence is far from trivial since the solution sought cannot be bounded.
Consequently, the Anzellotti theory of pairings does not apply and we have to use new
developments to introduce the meaning of solution. We also study the regularity of
solutions when data belong to LP(Q2), with 1 < p < N. Our result is coherent with
the regularity found in [11].
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1. INTRODUCTION

This paper is devoted to study existence and regularity of an elliptic equation driven by
the nonlinear transparent media operator with L!'-datum in a bounded domain. More
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precisely, we study the Dirichlet problem for
D
—div (um|D—Z|> =f in €,
u=">0 on 0f),

(1.1)

where m > 0 and f is a nonnegative datum belonging to L'(Q2).

The evolution equation

u = cdiv <u|g—uu|) ) (1.2)
was proposed by J.R. Wilson using a flux limiter to deal with the radiation in trans-
parent media with constant speed of propagation ¢, which is the highest admissible
speed for transport of radiation (see [34, Chapter IV]). The Cauchy problem for
was studied in [3] where it is called the relativistic heat equation in transparent media.
This analysis was extended to a class of flux limited diffusion equations including

D
uy = cdiv <umﬁ> ) (1.3)

with m > 1, in [15] (we refer to [14] for a survey of this class of diffusion equations).

Further developments for (1.3), with m # 0, can be found in [26, 27] where is des-
ignated as the relativistic porous medium equation. This name derives from being

D
div (umﬁ) the formal limit of A,(u™ V) when p goes to 1. Here, as usual,
u
Apu = div (|Vu|p’2Vu) stands for the p-Laplacian operator. The limiting case, m = 0,
is the Total Variation Flow
di Du
u = div [ —=——
t |D'U/’ )

which has been analyzed by a large number of authors due to its application to image
processing (see [35] 2, 12, [33], 36]).

The stationary equation of the Total Variation Flow is the elliptic equation governed
by the 1-Laplacian. It satisfies some special features. For instance, in Lebesgue spaces
a solution can only be found when f € LY (Q) and its norm is small enough (see [17]
and [31]). Alternatively, unless f € LY (Q) verifies a size condition, the solution found
as a limit of solutions to p-Laplacian problems, by letting p go to 1, is not a.e. finite
(see [32, Theorem 4.2]). Moreover, in general, solutions present a jump part.
Observing that the nonlinear transparent media operator can formally be expressed
through the 1-Laplacian, equation (|1.1f) is formally stated as

D
—Aju = mM + i (1.4)

U um

From this way of writing it, some features can be expected. The presence of the lower
order term of order one should imply that the solution has not jump part. Indeed,
equations involving the 1-Laplacian having a gradient term with natural growth have
been widely considered (see [4], 30} 29, 28, 22| 25| 10, ©]). A common property to all of
them is that the solutions do not have a jump part. On the other hand, the term uim
has a regularizing effect which leads to obtaining a solution without the need to impose
a smallness condition (see [23| 22]). Hence, these results contrast with the features of
the limiting case m = 0, the equation driven by the 1-Laplacian.

A first study of the elliptic nonlinear transparent media equation in a bounded domain
can be found in [I1I]. Summarizing, the main results found in this paper are:
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e The solution does not have a jump part and is always bounded, independently
of the size of the norm of f. This is contrary to what happens in the context of
the 1-Laplacian, where a condition on the size of the norm is necessary.

e Moreover, if f # 0 then u # 0, contrary to the 1-Laplacian case where trivial
solutions can exist even in the presence of a non-trivial datum f. (For further
details on the 1-Laplacian, see [17, [31]).

Therefore, its solutions shares the main properties than solutions to the formal equation
(1.4). Nevertheless, these properties are much more difficult to demonstrate in [11].
Let us briefly explain the reasons. The energy space to handle problems involving
operators having a growth similar to the 1-Laplacian or the nonlinear transparent media
operator is the space of functions of bounded variation. It consists of L! functions whose
distributional gradient is a Radon measure. The concept of solution to the 1-Laplacian

was introduced in [24], [I]. The meaning of the quotient % (quotient between two Radon

measures) is achieved through a vector field z € L*(Q)"N which satisfies ||z|| ooy < 1
and (z, Du) = |Du|. The pairing (z, Du) is a generalization of the dot product; it was
introduced by Anzellotti (see [5]) to define the product of a bounded vector field whose
divergence is a function (or even a Radon measure) and the gradient of a BV -function,
and obtain a Green’s formula. This setting hardly changes when considering equations
with a gradient term. However, the nonlinear transparent media operator brings more
difficulties. Now two vector fields have to be regarded. One of them, say w, plays the
role of the quotient @—Zl while the other, say z, also involves the solution: z = u™w.
It holds ||w||pec(~ < 1 and the identity (w, Du) = |Du| should be fulfilled, but that
pairing has no meaning in Anzellotti’s theory since we do not know that divw is a
Radon measure. That is why more work is needed to obtain results similar to those of
the 1-Laplacian with a gradient term.

In our L' framework these difficulties are even more awkward. Indeed, solutions cannot
be expected to be bounded, so that Anzellotti’s theory is not available. Instead, a new
theory which deals with pairings of unbounded vector fields must be applied. This
theory has already been introduced in [19], but it is not as simple as that by Anzellotti.
Indeed, more preliminaries are required to show this theory in our context and more
troubles to carry out our arguments.

In this context, the main difficulty arises from the fact that the normal component
of our vector field z on a smooth hypersurface possesses a notion of trace only as a
distribution and not as a function (for more details, see Remark [3.11)).

As shown in [I1, Lemma 5.3|, the notion of a weak trace for the normal component
of z on a hypersurface is used to prove that the jump part of u is empty, that is,
u € DTBV (). Therefore, in our more general case, we proceed by truncating the field
using the characteristic function x(,<x}, with £ > 0. Thus, in Lemma is demon-
strated that for any 2y u<iy € DM(Q), there is a trace for the normal component of
this field on regular hypersurfaces and it is a bounded function. This, in turn, allows
us to prove that u € DT BV ()) even in this generalized context (for further details, see
the proof of Lemma [5.13)).

Regarding the trace of the normal component of z on the boundary, we will show in
Lemma that z admits a trace in L*(99) and it can be obtained as the limit of the

traces [2X{u<k}, V] as k — oo.
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Finally, we highlight an important difference with the problem

—Aju=f in €,
u =20 on 0,

with 0 < f € L'() studied in [32]. For problem (L.I), we prove that the solution
u is finite almost everywhere in €2, in contrast to what happens in the context of the
1-Laplacian operator.

This paper is organized as follows.

e Section [2} We provide our notation, the functional spaces that we will use for
the proofs and some useful tools.

e Section [3} We present the Anzellotti pairing theory and its generalization to the
case of unbounded vector fields.

e Section [4 We introduce the notion of solution and state the main result.

e Section [5f We show the proof of the main result.

e Section [6f We provide a regularity result.

2. PRELIMINARIES

2.1. Fundamental Notation. In this paper, £V represents the N-dimensional Lebesgue
measure, while V! denotes the (N — 1)-dimensional Haussdorff measure. Neverthe-
less, we will usually write |E| instead of £V (F) for the Lebesgue measure of a set F
and dz instead of dLV.

Henceforth, Q@ c RY, with N > 2, stands for a bounded open set with a boundary
which is Lipschitz continuous. Thus, an outward normal unit vector v(x) is defined for
HN"Lae. x €00,

B(£2) signifies the space of Borel measurable functions defined on 2 where a.e. equal
functions are identified, instead, B(£2;[0,1]) denotes the space of functions v € B(2)
taking values in the interval [0,1]. This notation will be adopted henceforth to make
explicit the range in function spaces.

We denote by M(€2) the space of Radon measure with finite total variation over 2.

We need to consider certain truncation functions that are useful in what follows. Let
—00o <a<b<oo,and let T, ;, : R — R be given by

a if s <a,
Tap(s):=<s ifa<s<b,
b if s <b.

Sometimes, we need to consider the limiting function 7, ., which has an obvious mean-
ing.

In the special case where b = —a, we obtain the standard truncation function 7T : R —
R, defined as

s if |s| <0,
Ty(s) == 2.1
us) {sgn(s)b if |s| > b. (21)
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Furthermore, for our purposes, it is essential to introduce the following function, let
J,€ >0, we define h;. : R — R by

0 if s>7+e,
hje(s) =141 if s <j, (2.2)
B ifj<s<j+e.

To maintain clarity and avoid ambiguity, we will frequently adopt the following con-

vention:
/Q = /Q f(z) de,

the Hausdorff measure will always be made explicit and, if u is another Radon measure,
then we will write
/ fu= / fdu.
Q Q

Unless explicitly stated otherwise, we use C to represent various positive constants, the
values of which may vary from one line to the next and, occasionally, even within the
same line. These constants depend only on the problem’s data and are independent of
the indices of the sequences introduced throughout. Additionally, for simplicity, we will
not relabel an extracted convergence subsequence when no risk of confusion arises.
The following result is a well-known consequence of Egorov’s Theorem. We state it for
further reference.

Lemma 2.1. Let us consider (X, ) a measurable space with i a nonnegative finite
measure. If f, € L'(X, u) defines a sequence such that f, — f weakly in L'(X, u) and
gn € LY(X, ) defines another one such that g, — g p-a.e. in X and it is uniformly
bounded, that 1is,

where C > 0 is a constant independent of n € N, then it holds

/fgu= lim/fngnu-
X n—oo X

2.2. Marcinkiewicz space. In this subsection. we introduce the Marcinkiewicz spaces,
Let us consider ¢ > 0, and define L9*({2) as the space of measurable functions
v : 2 = R for which there exists a constant C > 0 such that

C
H{lv] > t}] < m for all t > 0.

So the following quantity

. C
[V] La.oo () = inf {C >0 ] >t} < t_q}’

is always finite. We remark that, for 1 < ¢ < oo, this does not give rise to a genuine
norm on L?%°(Q); rather, it is just a quasi-norm. We recall that the following inclusions

hold:
LP(Q) C L9>=(Q) C L"(),
for every 1 < r < ¢ < p < oo. For further information, we refer to [21, Appendix].
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2.3. Essential notions on BV and T'BV functions. We commence by presenting
the notion of functions of bounded variation. For further details, we direct the reader
to [7, Chapter 3] or [8, Chapter 10].
We define the space

BV(Q):={ve L'(Q) : Dve MQ)"},

where Dv denotes the distributional gradient. The total variation of this vector measure
is represented by |Dv| and defined as

P sup{ [ vdive v e CHOY, Wlmon < 1}.
Q Q

It is proven that functions of bounded variation possess a trace on the boundary v
which belongs to L'(99). The space BV () can be endowed with the norm

HUHBV(Q) 3:/ UdHNil +/ ’D’U’,
o0 Q

with which is a Banach space.

We now recall the concept of approximate limit. Given v € BV(Q2), we say that
0(x) € R is the approximate limit of v at x if

1
lim B, o lv(y) — o(z)|dy = 0.
We denote by S, the set of points where an approximate limit of the function v does
not exist.
We say that = € {2 is a jump point for the function v if there exists a unit vector v(x)
and two distinct values v¢(x), ’( ) € R such that

Iv(y) — ()] dy = 0,

= IBe(w)\ By
1

p;O |Bl(I)| By |U(y) —’UZ(IL‘)|dy:07

where
Bi(z) :={y € By(z) : (y — =) v(z) >0},

By(z) :={y € B,(x) : (y—x)-v(z) <0}.
The symbol J, will be used to denote the set of jump points, which satisfies J, C 5,.
Furthermore, if v € BV(Q), it can be shown that HY~1(S, \ J,) = 0 (see [7, Theorem
3.78]).
Moreover, J, is an HY~l-rectifiable set, and it is possible to define an orientation v, ()
for HN l-ae. z € J,.

Given v € L'(Q), we define its precise representative as the function v* : Q\(S,\J,) — R
given by
o a) e {U(a:) if 2 € Q\S,,

(2)+v'(z)
-9 if € Jv,

moreover, we emphasize that if v € BV(Q), then v* is determined H" !-a.e., since
HN(S,\ Jy) = 0.

For a function v € BV(Q), by the Radon-Nikodym Theorem, we can decompose Dv
into an absolutely continuous part with respect to the Lebesgue measure, denoted D“v,
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and a singular part, denoted D*v. The singular part can further be decomposed into
the jump derivative D/v = D*vlJ, and the Cantor derivative Dv = D*vLQ\S,.
Summarizing, we have

Dv = D% + D%v = D + D’v + D%.

We point out that, when Div = 0, or equivalently, HY=!(J,) = 0, we will write v
instead of v* because there is no ambiguity. We will denote by DBV () the space of
functions v € BV (Q) such that D7v = 0.

We now recall a result on lower semi-continuity for functions of bounded variation (see
[7, Proposition 3.6]).

Lemma 2.2. Let us consider a sequence v, € BV () such that v, — v strongly in
LY () with v € BV(Q). Then
/ vgpd?{N—1+/ |Dv|gp§liminf/ vngpd?{N—1+/ | Dvy, |, (2.3)
o0 Q e Jaq Q

for all 0 < ¢ € CY(Q).

As a straightforward consequence, if 0 < p € C}(Q), then

/ |Dvlp < liminf/ | Dy . (2.4)
o) n—oo 0
We now present Sobolev embedding Theorem ([7, Proposition 3.23]).

Theorem 2.3. The embedding BV (Q) — L%(Q) is continuous, i.e. there exists a
constant Sy > 0 such that

||v]] < SlHUHBV(Q) for every v € BV (), (2.5)

)

(We will always consider Sy to be the best constant for this embedding).
N

Moreover, the embedding BV (§2) — LP(Q) is compact for every 1 < p < 575.

At this point, we review the chain rule for functions of bounded variation (|7, Theorem

3.99)).

Lemma 2.4. Let v € BV(Q2) and let ® : R — R be a Lipschitz function. Then
w=®(v) € BV(Q) and

Dw = &' (3)Dv + (®(v°) — ®(v)) v, HN L J,,
where Dv = D% + D¢.

Observe that then
Dw = &' (3)Dv Yv € DBV (Q). (2.6)

Following [26] [I1], to achieve our objectives, we propose the following function space.

TBV(Q):={v:Q — R Lebesgue measurable :
F(v%),F(v") € BV(Q) forall F € W' ([0,00); [a,00)), where a >0},
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where vt := max{0,v} and v~ := max{0,—v}. It is possible to equivalently define

TBV(Q) as follows

TBV(Q) :={v:Q— R Lebesgue measurable :
Top(vh), Tup(v™) € BV(Q), forall0<a<b<oo}.

A related space to TBV(€2) is GBV(Q2), that can be found in [7, Section 4.5]. It is a
space that shares many features with BV (2), as the existence of trace. We will follow
the development that [7] makes for GBV(Q2), adapting it to TBV(Q).

We introduce the concept of a trace on the boundary of €2 for functions belonging to
TBV (), this result is proven in [26, Lemma 5.1] for nonnegative functions.

Lemma 2.5. Let us consider 0 < v € TBV(QQ). Then, there ezists a nonnegative
function v* € LY(99Q) such that

: 1 Q N-1
/1)1_1)1% REAEN] oo [u(y) — v*(xo)|dy =0 for H" "-a.e. xy € OSD.
Moreover,
v (x) = (lzlg(l) (Top(0)* () for HN-a.e. in x € 99,
b—oo
and

F®) = (F()?  for all F € WY ([0,00);[a,b]), for all 0 < a < b < oo.

As in the case of GBV(2), we cannot work with the concepts of approximate continuity
or jump points. We now present the definition of the set of weak approximate jump
points (for more details see [7, Definition 4.28]). Let v € L'(€2), we define the upper
and lower approximate limits of v at x as the following quantities, respectively

v (x) = inf{t € R: lir%p_NHv >t} N B,(z)] =0},
p—

v"(z) ;== sup{t e R : lirr(l) p N|{v < t}nB,(z)| = 0},
p—

where R := R U {—o00, c0}.
We emphasize that v¥,v" :  — R are Borel measurable functions. We denote by S*
the following set:
Sti={z e v (z) <v'(2)}.
Recall that
vV(z) =vNz) =0(x) forallz e Q)\S,,
which implies S}, C S,. Furthermore, we define
DTBV(Q):={veTBV(Q) : HN ' (S5 =0}.

We now wish to define the weak approximate jump set J* of a function v € L'(Q); z € Q
is a weak approximate jump point if there exists a unit vector v} (z) such that the weak
approximate limit of the restriction of v to the hyperplane {y € Q : (y — z) - vi(z) > 0}
is vV(x) and the weak approximate limit of the restriction of v to the hyperplane
{yeQ: (y—x) vi(z) <0}isv"(x).

If v € LY(9), it can be proven that (see [7, Definition 4.30] and subsequent comments)

J, CJr, vY(z) = max {v°(z),v'(z)}, v"(z) =min{v(z),v'(z)},
vi(x) = 2p,(z), forall x € J,.

v
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At this point, we can state a key result for functions in 7BV (Q2) that provides a
characterization of the previously introduced sets (refer to [7, Theorem 4.34]).

Lemma 2.6. Let us consider a nonnegative function v € TBV (). Then
(1) 85 = U0 r,, ) and
— OO

V(o) =l (Toaf0) (@), &) =l (Tua(0) (o).
b—00 b—o0

(2) S is countably HNY-rectifiable and HN=1(S:\ J¥) = 0.

We conclude this overview of T'BV -functions by explicitly noting that, as a consequence
of the coarea formula (see [7, Theorem 3.40]), the sets {v > a} and {v < —a} possess fi-
nite perimeter for a.e. a > 0, provided that v € TBV(Q2). As a result, the characteristic
functions Xfs<v<py and X{—p<v<—q} belong to BV (Q) for a.e. choice of 0 < a < b < oo.

3. GENERALIZED PAIRINGS HAVING A DIVERGENCE-MEASURE FIELD

In this paper, we need to handle “products” of non-bounded divergence—measure vector
fields and gradients of certain functions of bounded variation. This section is devoted
to give sense to these pairings and to show some useful features.

3.1. The Anzellotti-Chen-Frid pairing. We begin this section by recalling the the-
ory of pairing introduced by Anzellotti in [5] and later developed by Chen and Frid in
[16].

We define the following space

DM>(Q) = {z € L=(Q)" : divz € M(Q)}.

For any vector field z € DM™(Q2), there exists a generalized notion of trace on 992 of

its normal component. Indeed, the theorem asserts that there exists a linear operator
[, v] : DM™(Q) — L>*(0N2) such that

11z, V1l o= 00) < [l2[l oo @,
and if z € C*(Q)", it can prove that
[z,v] = 2(x) - v(z) for HY t-ae. x € 0.
Furthermore, [16, Proposition 3.1] asserts that div z is absolutely continuous with re-

spect to HN 1L,
At this point, we introduce the following distribution (z, Dv) : C2°(2) — R

((z, Dv), ) ::—/v*gpdivz—/gvz-Vgo, (3.1)

Q
which is well-defined if we take z € DM (Q2) and v € BV (2) N L>(2), as stated in
[32] Appendix A] or [15, Section 5]. Then the pairing (z, Dv) is a Radon measure with
finite total variation, it satisfies the inequality

(2, Do), @) < Nolzmenlzllooecars / Dy, (3.2)

for every open set A € Q and every ¢ € C}(A). In particular, |(z, Dv)| is absolutely
continuous with respect to |[Dv|. Therefore, by using the Radon-Nikodym Theorem, we
will obtain:

(z, Dv) =0 (z, Dv,z)|Dv| as measures in €2, (3.3)
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where 6(z, Dv, x) is the Radon-Nikodym derivative of (z, Dv) with respect to |Dv|. As
for the Radon-Nikodym derivative, we can establish the following result (we invoke [20,
Proposition 4.5 (iii)]; see also [5, Proposition 2.8] and [29, Proposition 2.7]).

Lemma 3.1. Let us choose z € DM>(Q), v € BV(Q) N L®(Q) and P : R — R a
nondecreasing Lipschitz function. Then

0(z,DP(v),z) =0(z,Dv,z) for |D®(v)|-a.e. x € (. (3.4)

For our purposes, it is useful to state the following result (see [15, Lemma 5.4, Lemma
5.6]).

Lemma 3.2. Let z € DM™(Q) and let v € BV (Q) N L>(QQ), then it holds

(z, Dv) = —v*div z + div (vz)  as measures in . (3.5)
Moreover, vz € DM™(Q) and it holds
[vz,v] = v[z,v] for HN t-a.e. x € ON. (3.6)

Now, let us present the following Lemma proven in [30, Proposition 2.3] (see also [20,
Lemma 2.6]).

Lemma 3.3. Let us consider z € DM>(Q) and suppose u,v € DBV (2) N L>(Q).
Then

(uz, Dv) = u(z,Dv) as measures in ). (3.7)

At this point, we provide the statement of the Gauss-Green formula in this more gen-
eralized context, as proven in [16] (see also [32] Theorem A.1] and [15, Theorem 5.3]).

Lemma 3.4. Let z € DM™(Q) and v € BV(Q) N L>(2). Then, the following gener-
alized Gauss-Green formula holds

/Qv* divz—ir/Q(z,Dv) :/mv[z,y] dHN 1 (3.8)

It is also important to note that the normal trace [z, ]* of a vector field 2 € DM™(Q)
on an oriented C''-hypersurface £ C Q can be defined as
(2, V] = [z, V],

where w* € 2 are open C'-domains such that £ C w® and v,+ = v¢. This definition
does not depend on the specific choice of w*, except on a set H"~!-negligible. Moreover,
as established in [6, Proposition 3.4], the following relation holds

(divz)L& = ([z,ve] " — [z,0e] ) HYTLE (3.9)

This concept can be generalized by localization to oriented countably H ~!-rectifiable
sets, enabling an extension of the above formula (see [26, Lemma 2.4]).

As a consequence of Lemma , the following result can also be derived (see [26, Lemma
2.5]):

Lemma 3.5. Let v € BV (Q) N L>(Q) and z € DM>=(Q). Then, for every & C Q

reqular hypersurface, we have

[z, ve] " = v [z, 0] for HY eace. on €. (3.10)
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3.2. Pairing with unbounded vector field. To achieve our goal, it is necessary to
present the concept of pairing in the setting of an unbounded vector field z. To this
end, we follow the generalization of this tool introduced in [19]; in our specific case, we
will adapt the notions already seen to the following vector fields

DMP(Q) = {z € LP(Q)" : divz € M(Q)} with1<p < cc.

Let us begin by providing the concept of A-representative of a Borel function. Given
v € B(R2) and A € B(Q;0,1]), we define the A\-representative v* :  — R as follows

(1= Max))v™(z) + Mz)vY(z) ifxeQ\ Z,

Nz = 00 if v € Z, and A(z) > 1,
o if v € Z, and A(z) = 3,
—00 if # € Z, and \(z) < 3,
where 7, := {x € Q : vY(x) =00 and v"(r)=—00} and v",v" are the function

introduced in[2.3] In particular, when A = 1 and A = 0, we have v! := v" and v° := v".
Moreover, if v € L*(2) then Z, C S, \ J, and if v € L>(2), then Z, = (), which implies
that, whatever A is,

vMz) = v(z) for LN-ae. x € Q,
because |S’| = 0.
In the case v € BV(Q), we obtain HV"1(Z,) < HN7Y(S, \ J,) = 0, as stated in
subsection . As a consequence, if A\(z) = 3 on J,, then v*(z) = v*(z) for every
x €O\ (Sy\ Jy) (for more details, we refer to [19 p.11]).
Given z € DM () and A € B(£;0,1]), let us consider the following set

X7MNQ) == {v e BQ):v* e LYQ, |z]) N L', |divz])},

we underline that X**(Q) is not a vector space since the A-representative of the sum
is not the sum of A-representatives (see [19, Remark 7.5]).

We provide the definition of pairing in this generalized context, as given in [19] Defini-
tion 3.1].

Definition 3.6. Let z € DM (Q). If A € B(9;[0,1]) and v € X**(), then the
distribution (z, Dv)y : C*(2) — R

(2.0 ) = - |

o divz — / vz - Vo,
Q Q

is well defined. (We stress that v* = v for LV -almost all z € Q, so that we may write
just v in the second integral).

It is important to emphasize that for a function v € X**(Q), the derivative Dv is not,
in general, a Radon measure, but it is always well-defined as a distribution of order 1.

Remark 3.7. In the particular case where v € WH1(Q) N L>=(Q), we will have (for
more details see [19, Proposition 3.15 (i)])

(z, Dv), = z- Vo LN,
Drawing an analogy with the classical theory of functions of bounded variation, we

present a version of BV -type classes defined in terms of the variation induced by this
generalized A-pairing (see [19, Definition 3.3]).
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Definition 3.8. Let us give 2 € DM (Q2) and A € B(; [0, 1]), we define the set
BVAA Q) = {v € X*Q) : (2, Dv), e M(V)}.

Also, BV**(Q) is not a vector space; for further details, we refer to [19, Remark 3.4].
To extend Lemma to this new context, we present the following result (see [19,
Proposition 3.5]).

Lemma 3.9. Let z € DM (Q) and let A € B(£2;[0,1]). Thenv € BV*)Q) if and only
if v e X*MQ) and div (vz) € M(Q). Moreover, we get

(z, Dv), = —v*divz +div (v2)  as measures in Q. (3.11)

The next result is a special case of the previous ones. It is worth stating here, since we
will use it in what follows (see [19, Proposition 3.19]).

Proposition 3.10. Let us take = € DM (Q) such that |div z| < LY. Then X**(Q)
does not depend on A. In other words, for every X € B(£2;1[0,1]), it holds

X7ANQ) =X (Q) = {veB(Q) : ve L' (Q|z])NLY(Q,|divz])},
and if v € X*(Q2), then the distribution (z, Dv) : C2°(2) — R given by

(2, Dv), @) i= —/Qvgpdivz—/ﬂvz-Vgo, (3.12)

is well defined. Moreover, it follows
BV*AQ) = BV*(Q) = {v € X*(Q) : (z,Dv) € M(Q)},
and, for every v € BV*(Q2), we have
(z,Dv), = (2,Dv) = —vdivz +div (vz) as measures in ). (3.13)

We recall that when z € DM™(Q), X € B(Q;[0,1]), and v € BV>*(Q) N L>(Q), the
generalized pairing (z, Dv), satisfies the following property:

(2, Dv)y| < HN
as stated in [19, Proposition 3.14(ii)].

Remark 3.11. We point out that this property cannot be extended to a more general
context. Indeed, in [I9, Proposition 3.15(ii)], the authors demonstrate that if z €
DMP(Q) with p > &= and v € BV>*(Q) N L>(Q), then

(z, Dv)y|(B) =0 for all sets B C Q which are o-finite with respect to H 51,

Moreover, if 1 < p < %, then the A\-pairing is not, in general, absolutely continuous

with respect to any Hausdorff measure, because the singularities of div z can be arbitrary
(for further details, see [I9, Remark 3.17]).

This property has an important consequence concerning the notion of the trace of a
vector field z € DMP(Q), with 1 < p < %, which a priori can only be a distribution.
As can be seen in [19, p.15], given w € Q with a regular boundary (for such sets,
Xo € BVAXQ), for every A\ € B(Q;[0,1]); for more details, we refer to [19, Section
7]), we can generalize the concepts of the interior and exterior traces, respectively, as
follows:

(z,Dxw)o and (z, Dxu)1-

But since (z, Dx,)o and (z, Dx,)1 are not, in general, absolutely continuous with re-
spect to any Hausdorff measure, and in particular not with respect to H¥ !, we cannot
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repeat the same arguments as in [I8, Proposition 4.7], where the authors prove that if
z € DM™(Q), then [z,v,]" and [z, 1] are, respectively, the densities of the measures
(z, Dxw)o and (z, Dx.)1 with respect to the measure |Dyx,,|.

4. STATEMENT OF MAIN RESULT

Our aim is to study the following Dirichlet problem for the relativistic transparent

media operator
div (w22 Z F o
—div {u"—— | = in
| Dl ’ (4.1)

u=>0 on 0,

where m > 0 and 0 < f € L*(Q). Let us introduce the notion of solution to problem

().

Definition 4.1. Let m > 0 and 0 < f € L'(Q). A nonnegative u € DTBV(Q)
satisfying u™ € L%’OO(Q), Ty(u)™t € BV(Q) for a.e. b > 0 is solution to problem
if there exists a vector field w € L>(Q)N with ||w]| ey < 1 such that z := u™w
belongs to DM*(2) and it has a weak trace [z, v] € L'(9Q), and the following conditions
hold

—divz = f as distributions in €2, (4.2)

1
(z, DTop(u)) = —] |DT,(u)™ |  as measures in €, (4.3)
m

for a.e. 0 < a < b < oo, and
[z,v] = —(u®)™ HY"'on 02N {u > 0}. (4.4)

Remark 4.2. Let us take a moment to offer some clarifications regarding Definition
4.1} Equation (4.2) reveals how the vector field w serves as a weak interpretation of

the quotient %, while z reflects the expression u™ 2% . This relationship is further

Du
explained by the subsequent identity . o
Moreover, we emphasize the significance of specifying that the vector field z € DM*(Q)
possesses a weak trace [z,v] € L'(99). Indeed, in the event that the vector field is
unbounded, one can only guarantee that its trace exists as a well-defined distribution
(for further details, see Remark [3.11]). It is also possible to define a notion of trace for
functions u € DT BV (), as shown in Lemma
Thanks to these considerations, the boundary condition is well-posed for H¥ ~1-a.e.
x € 09. As a consequence, the trace (u?)™ € L'(09).

Now we state the main result of this paper.

Theorem 4.3. Let m > 0 and 0 < f € LY(Q). Then, there exists a nonnegative func-
tion w € DT BV () which is a solution to the problem (4.1)) in the sense of Definition

41

Remark 4.4. We highlight the key fact that, in the case m > 0, the solution obtained
is finite £N-a.e., as established in Remark This stands in sharp contrast to what
occurs in the case of the 1-Laplacian operator (i.e., the case m = 0), where such a finite
value is not generally guaranteed (see, for instance, [32]).
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5. PROOF OF MAIN RESULT

5.1. Approximating problems and main estimates. We present the following ap-
proximation scheme to address our problem
Du
—div[uv"—= | = f, inQ,
() =
Up =0 on 02,

with f,, = T,,(f) (T,.(s) is the truncation function defined in (2.1))).

In [T1, Theorem 3.3], it is proven that, for every fixed n € N; there exists a nonnegative
solution u,, € DTBV(Q) N L>*(Q) such that v™ € BV (Q), and an associated vector
field w, € L=(Q)N with [|wy| =@y < 1 and z, = ul'w, € DM™(Q), which satisfy
the following conditions

(5.1)

—divz, = f, as distributions in €, (5.2)
1

(2ny DTy p(uy)) = ] DTa,b(un)m+1| as measures in €2, (5.3)

for a.e. 0 <a < b < oo, and
(20, V] = —(u)™  HNae. on 9Q N {u, > 0}. (5.4)

n

Remark 5.1. We point out that the identity
(2n, DT p(un)) = (znx{a<un<b}, DTa,b(un)) as measures in 2,

holds for almost all 0 < a < b < oo. Furthermore, the preceding equality allows us to
deduce an alternative version of (|5.3)

(wnx{a<un<b}, DTa7b(un)) = |DT,4(u,)| as measures in (2,
for a.e. 0 < a < b< o0, as a consequence of (3.7) and the chain rule property (2.6]).

Remark 5.2. The relationship [z,, v] = u™[w,,v] H¥ -a.e on 9Q would typically be
expected. However, in the absence of regularity conditions (specifically, that w is a
divergence-measure field or that v € BV (£2)), we cannot assert its validity.

Remark 5.3. Having in mind Green’s formula (3.8]), it holds

/(zn,Dw) — Y[zn, V] dHN ! = / fap forall v € BV(Q)N L>®(Q), (5.5)
Q 1) Q

which is the weak formulation of problem ([5.1]).

Initially, we present some estimates on u,, that ensure the existence of a limit function
u, which serves as our candidate to solution.

Lemma 5.4. Assume m > 0 and 0 < f € L'(Q). Let us consider u, solution to the
problem (5.1)). Then for a.e. b > 0, they hold

1T (un)™ M vy < (m+ 1) fll 1) b, (5.6)
and

7], 1 ey < (74 DSl T (57)

LN-T’
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Proof. We begin by proving (5.6). We choose T, ,(u,) with 0 < a < b < 00 as a test
function in (5.5)), we gain

[ o DTostw)) = [ Tt = [ fTst). 5

We remind the reader that [11, Lemma 5.8] provided the relation T, ;(u,)™ < —[2zn, V.
So, by this fact and (| . . ) becomes

m+1/ e 1

1 / Top(u,)™ T HdHN ! < /anTayb(un),
which implies that

| T ()™ Ml Bvie) < (m+ D fllzre) b
We observe that the right hand side is independent of a > 0. Thanks to the fact that
um™ € BV (), taking the limit as a tends to 0, we derive (5.6).

We now turn to demonstrate the estimates ([5.7)). Applying Sobolev’s embedding ([2.5))
to (b.6)), it yields
N
{un > BB+ < / Ty ()™ |75 < (Sy(m+ DI f (s )™
Setting hm = b and noting that {u™ > h} = {u, > hw }, we obtain

H{uy > h}| < (Sitm + DI flloye) ¥
n — h% Y

which implies (5.7)) and this concludes the proof. O

In the next result we prove the existence of a nonnegative function u which is our
candidate to solution.

Corollary 5.5. Assume m > 0 and 0 < f € LY(Q). Let us consider u, solution to
the problem . Then there exists a nonnegative measurable function u such that
um — u™ strongly in LI(Q) for every 1 < q < = and Top(u,) — Top(u) strongly in
Li(Q) for every 1 < q < oo and DT,,(u,) — DT, p(u) *-weakly as measures, for a.e.
0<a<b<oo.

Proof. Initially, we show the existence of a nonnegative measurable function u. By .
and the compact properties of BV ({2 . for a.e. b > 0 there exists gg'“q € BV(Q)
such that

N
Ty(u,)™ ™ — g strongly in LY(Q) for every 1 < ¢ < N1 and a.e.  (5.9)

Now we define a function u : €2 — R such that

(2) gp(x) if x € {gp(x) < b}, for some b > 0,

u(z) = '
0o ifx ¢ Upso{g(x) < b}

We underline that the function u is well-defined, as for each z € €, the value of u(z)

is independent of the choice of b. In fact, by choosing 0 < ¢ < d < oo, we have
Te(un(x)) = Ty(uy(z)) for every z € {u, < c}. Consequently,

gd(w)m+1 nh_{{.lo Td<un(x))m+1 — lim Tc(un(x))mH gc(l')erl-

n—oo
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We stress that u is a Lebesgue measurable function, since it is the pointwise limit of
measurable functions.

It follows from and the definition of u that
Top(tun) = Top(u) strongly in LY(Q) for every 1 < ¢ < oo, (5.10)
for a.e. 0 < a < b < oo. Recalling Theorem we can also assure that
DT, p(u,) = DT, p(u) =*-weakly as measures in 2, for a.e. 0 < a < b < 0.
Moreover, as a consequence of (5.9)), we have

uplt = u™ ae. x €€, (5.11)

It just remains to check that

upyt — '™ strongly in LY(§2) for every 1 < ¢ <

T (5.12)

First notice that, owing to (5.7)), the sequence u" is bounded in L(Q2) for every 1 <
q< % Thus, Holder’s inequality implies that «" is equi-integrable. Invoking Vitali’s
Theorem, we deduce that

u™ — u™ strongly in L'(€). (5.13)

Finally, given 1 < ¢ < %5, choose r € (¢, x<). Since u is bounded in L"(2) and
(5.13)) holds, it follows from the interpolation inequality that

upt — u™  strongly in LY($2),
as desired. Il
Remark 5.6. From (5.7)) and (5.11]), we can state that
(Sitm + DI fllLre) ¥

N
kN1

{u >k} <

I

which implies that u € L%’OO(Q), and consequently,
{u = oo} = 0. (5.14)

5.2. Existence of the vector fields and condition (4.2)). In the following results,
we demonstrate the existence of a vector field w € L°°(Q)" which will play the role of

the quotient |]5_Z|'

Lemma 5.7. Assume m >0 and 0 < f € L'(Q). Let u, be a solution to the problem
having the associated vector field w,. Then, there exists a vector field w € L>®(Q)N
with [|w|| @y < 1 such that z == u™w satisfies (4.2).

Moreover, z € DM*(Q) and div z is absolutely continuous with respect to LN

Proof. To show the existence of the vector field w, let us consider the sequence of
vector field w,. Since ||wy||f=@y < 1, there exists a vector field w € L*®(Q)" such

that w, — w *-weakly in L>(Q)" and so ||w|| @y < 1. Set z := u™w € Lo (Q)N,
Thanks to (5.12]), we can assert that

Zn — 2z weakly in LI(Q)", for every 1 < ¢ < (5.15)

N-1
Now, we prove ([£.2)), choosing 0 < ¢ € C1(Q) as a test function in (5.2)), we get
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/an-Vsoz/ansO-

Letting n go to infinity, the left hand side passes to limit by (5.15)), while the right
hand side passes due to Lebesgue’s Theorem, so we get (4.2) and this concludes the
proof. O

5.3. A first inequality in condition (4.3]). To establish equation (4.3]), we begin by
proving an inequality that serves as its preliminary form.

Lemma 5.8. Assume m > 0 and 0 < f € L'(Q). Let u, be a solution to the problem
(5.1) with associated vector field w,. Then, for a.e. 0 < a < b < oo, the distribution
(z, DT, (w)) is a Radon measure which satisfies

1
] DT, p(u)™*| < (2, DTo4(u))  as measures in Q. (5.16)

Proof. Let us begin by choosing T, ,(u,)p € BV (2)NL*(Q), with 0 < a < b < oo and
0 < ¢ e CHR), as a test function in (5.5]). Then we have

/Q(ZnyDTa,b(un)) 2 +/an ' v@Ta,b(un) = /anTa,b(un)SO' (517)

Our goal is letting n go to infinity in (5.17)). For the first integral on the left hand side

using (2.4) and (5.10]), we gain

1 m
m—+1/g|DTavb(“> Tl

1 .
m1n m_i_l/Q‘DTa,b(un)mH“Oliminf/Q(zn,DTa,b(un)) . (5.18)

< lim inf
n—oo

For the second integral on the left hand side of (5.17]), we use (5.15) and (5.10)), we can
assert

/ 2-VoTp(u) = lm [ 2z, - VT, (u,). (5.19)
Q

n—o0 [¢)

Finally, for the right hand side we apply Lebesgue Theorem and we prove
/ fTup(u)p = lim / foTap(un)ep. (5.20)
QO n—oQ Q
Putting together (5.18)), (5.19)) and (5.20), it yields
1
—— | DT, p(u)"*! +/z-VTau</Tau.
oy [Tt ek [ Vet < [ Lt

Recalling that T, ,(u) € X*(£2), we can affirm

1
——— | | DT (u)™ e < / DT,
1 [ IPTastw e < [ DT,

where (z, DT, (u)) is a well defined distribution as stated in (3.12)).
We observe that (z, DT,,(u)) is a nonnegative distribution and, therefore, a measure.

Note that we can assure that T,,(u) € BV#(§2). Consequently, the proof is complete.
U
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5.4. Function u belongs to DT BV (). This subsection is devoted to check that
HN=Y(J,) = 0. The proof of this fact is complicated since z is no longer a bounded
vector filed. Thus, we have to work with the approximate fields z,.

We begin by proving that the pairing (z,, DTy(u,)™"") defines a nonnegative measure
for every n € N and for a.e. b > 0.

Lemma 5.9. Assume m > 0 and 0 < f € L*(Q). For each n € N, let us consider a
solution u, to problem (5.1)) with vector field w,. Then, for a.e. b > 0,

(20, DTy (u,)™")  is a nonnegative measure. (5.21)

Proof. Let us take 0 < a < b < oo and T, (u,)™ o € BV(Q) N L>*(Q) as a test
function in (5.5)), with 0 < ¢ € C}(Q), we have

/Q (20, DT ()™ ) 0 + /

20+ VoTyp(un)" " = / FaTap(un)™ o, (522)
Q Q

so to achieve our goal, we need to take limits as a tends to 0 in the previous equality.
We may write the first integral on left hand side of ((5.22)), as

(20, DT (up)™ ) B3 (2 DT (un)™ ™, ) | DTy p(uy) ™|

(un)

ED (0 + 1) ()™ 0 (20, DT ()™, 2) | DT ()|
= (m + 1)Top(un)™ 0 (2, DTop(un), @) | DT p(uy)]
B3 m 5.23
B (10 1+ )T, 4 ()™ (2, DT (1)) (5:23)
Tab Un) |DTab un m—l—l‘
28 m+1 m
= | DT p(un)*™ |

2m+1

where in third line we used Lemma m -

We point out that the function s — s T s Lipschitz and that ™' € BV(Q), we
apply Lemma [2.4] to deduce that Tj(u,)?™* € BV(Q) N L=(Q). Takmg the limit as a
tends to 0 and using , we obtain

1 1
m |DTb Uy, 2m+1‘ ¢ <liminf m }DTab U, 2’”“} %
2m + 1 a—0 2m + 1

liminf/ (zn,DTa,b(un)mH) ©.
a—0 Q

For the second integral on left hand side and the integral on right hand side of ([5.22)),
we use Lebesgue’s Theorem. Gathering these limits with ((5.24]), we arrive at

/\DTb(un)QmH\s@ < —/zn-VsoTb(un)m“+/fnTb(un)m“so
Q Q Q
/ (zn,DTb(Un)mH) P,
Q

which implies (5.21]) and we conclude the proof. O

(5.24)

m—+1
2m +1

Now we present some properties of the measure (z, DT, ;(u)) and the generalized pairing
(Z, Dx{u>k}) with k£ > 0.
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Lemma 5.10. Assume m > 0 and 0 < f € LY(Q). Let us consider u, a solution to
the problem (5.1) with vector field w,. Then for a.e. k > 0, we have

(2, DX{usky) € M(9), (5.25)

this measure is nonnegative and satisfies

/(Z7DX{u>k}> < / f7
Q {u>k}

i [ (20, Dxtu)e = [ (2 Dt (5.26)
Q

n—oo Q

for every ¢ € CL(Q).
In addition, for a.e. 0 < a < b < oo and k > 0, it holds

Zap, 2k € DM™(Q), (5.27)

where zap = ZX{a<u<by ONd 2k = ZX{u<k}-

Moreover,

Proof. We initially observe that, for a.e. 0 < a < b < oo and for a.e. k> 0,

X{a<u<b}r X{u<k}r X{u>k} € BV<Q)7
as established in subsection 2.3

The next step is to show (5.25). We recall that = € DM (Q) and divz € L'(Q);
therefore, thanks to Proposition [3.10} it is readily seen that x(usr € X*(£2). As a
consequence, the pairing (2, Dx{us>ky) is a well-defined distribution for a.e. k > 0.

We now proceed to prove that xq.si € BV*(Q), for a.e. k> 0. To demonstrate this
property, we adopt a strategy inspired by the proof in [32, Theorem 4.1]. Let us fix b > 0,
consider 0 < j < b™*! and set vy, := Ty(u,)™ ™. Next take h;.(v,)p € BV(Q)NL>(Q)
as a test function in (5.5), where h; . is the function defined in (2.2]) and 0 < p € CL(Q),
it gives

| G Dhito)o == [ Vohicton) + [ fubyetone.

Firstly, we take the limit as n tends to infinity, for the first integral on the right hand
side we use ([5.15)) and , while for the second integral we use Lebesgue’s Theorem,

so we get

lim [ (2., Dhj(v,))p = —/

z- Vphj(v) + /Q fhje(v)e.
As ¢ tends to 0, we get

hjc(v) = Xq<jy a.e. x €K,
for almost all j € (0,0™*!). Putting k := jﬁﬂ, it implies

Rje(v) = Xqu<ky a.e. o €K,

for almost all £ € (0,b) and, due to the arbitrariness of b, for almost all & > 0.
Employing Lebesgue’s Theorem, we assert

lim lim [ (2, Dhj(v,))p = —/ z2 - VoXqu<ky + / I Xqu<ky,
Q Q Q

e—0n—oo

and, having in mind (4.2) and (3.12]), we gain
—lim lim [ (2z,,Dhjc(v,)) ¢ = / (Z,DX{u>k}) ©. (5.28)
Q

e—0n—o0 Q
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We point out that the above arguments also leads to

—lm [ (2, Dhj(v,))p = / (20, DX {un>k}) #- (5.29)

e—0 Q Q

Now we choose T (v, — T}(v,)) as test function in ([5.5)), obtaining
| G DT 0 = T30,)
= [ (00 = Ty )Y [T (0= )
o0 Q
< [ T - @) an s [ g
o) {

v >j}
Ss/ /
{vn>j}

dropping a nonpositive term.
On the other hand, from [II, Lemma 5.3], we notice that

(5.30)

(3-3)
— (2 Dhye(02)) B0 (20, D (~hye(0,) ) [ Dl (0]
— 1 (vn) 0( 2, DUy, ) [ Dy (5.31)
/
- _hjyg<vn) (Zm Dvn) )

where in the second equality we used Lemma |3.1. Hence, we deduce that

(5-31)

| G Dhiclen)o

/g;h;',e:('vn)(ZnaDvn)SO’
< lelliec) / 1, (o) (20 D)

W”L%m)/gmm (0n = T3(wn)))

(15-30)
ellvsor [ .
{Un>j}

Several consequences can be inferring from this inequality. First, applying (/5.28]), (5.32))

we get

(5.32)

/Q (2, DX{usi}) ¢

which means that (z, Dxu>k}) is a distribution of rank zero, i.e. it is a Radon measure
for a.e. k> 0. Therefore, x{usk}, X{u<ky € BV*(2) and from Lemma , it holds

<lplimw [ 7 <lelim@lfloe, (533
{u>k}

(z, DX{ugk}) = —X{u<k} div z 4 div 2, X{u<k}f +divz,  as measures in Q, (5.34)

hence z; € DM™(Q). Since z, € DM™(Q), it follows that divz, < HN¥~!. Conse-
quently, we deduce that the measure

(2, Dxqusky) = — (2, Dxgusry) < HY N (5.35)
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Moreover, the measure (z, Dx{u>k}) is nonnegative for a.e. k£ > 0 since it arises as
the limit of the measures —h} _(v,)(2,, Dv,), which are themselves nonnegative, as
demonstrated in Lemma 5.9l

Going back to (5.33)), we also have
/ (Z: DX{u>k})
Q

- sup{/ (2 Dxuoiy) @ 9 € CHQ),0< < 1} <[ 1 6w
Q {u>k}

On account of (5.29)), it also follows from ([5.32)) that

[ oo Dxtun) 90‘ < ¢l /{ /.

u>k}

for all ¢ € C1(Q). Hence, each (zn, Dx{un>k}) is a nonnegative measure and

/ (20, DX{un>k}) S/ [ < fllzve,
Q {u>k}

holds for every n € N.

The next step is to demonstrate that z,, € DM>(Q) for almost every 0 < a < b < 0.
Fix 0 < a < b < k. From the previous step, we know that z;, € DM>(Q), furthermore,
based on the discussion in Subsection , we also have X{acucty € BV (2) N L(Q),
hence applying Lemma then directly yields , which concludes the proof.

It remains to check ([5.26)). This fact is straightforward from the definition of pairing
and the convergences f, — f strongly in L'(Q) and X{u, >k} — X{us} Strongly in any
L1(Q) for every 1 < ¢ < oo and for almost all £ > 0. O

Remark 5.11. For the measures (z, Dx{u>k}), we deduce from ([5.36)) that

lim (z, DX{u>k}) =0, (5.37)

k—o00 0

from where we easily obtain

lim (z, Dx{u>k}) =0 forevery p € C*(Q).

k—oo 9]
To see (5.37)), just take the limit as k tends to infinity in ([5.36|), this limit exists because
f e LYQ) and u is a.e. finite, due to (5.14)).

The following Lemma establishes a fundamental inequality which plays a key role in
proving that our solution u belongs to the space DT BV (12).

Lemma 5.12. Assume m > 0 and 0 < f € LY(Q). Let us consider u, a solution to
the problem (j5.1)) with associated vector field w,. Then, for a.e. 0 < a < b < oo, for

a.e. k> b it holds
1
— DT, (w)™ | < (2, DTop(w)) + (b — Tiy(w) (2, DxXgusiy) » (5.38)

as measures in §).
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Proof. Recall that in Subsection [5.1] we stated that for every n € N, the vector field
2, = up'w, belongs to DM>(Q). Moreover, for a.e. k > 0, the function xyu, <k} €
BV(Q) N L>(2). Consequently, Lemma allows us to deduce that z,x{u,<k} €
DM™(Q). Then, using the Definition of the pairing operator (see (3.1)), and choosing
any 0 < p € C1(Q), we obtain

/ (ZnX{ungk}a DTa,b(un>) 2 + / Ta,b(un)zn : VQO - _/ div (ZnX{ungk}> Ta,b(un)gp-
Q Q

{un<k}
(5.39)
Our goal is to pass to the limit as n — oo in the previous identity. We begin by observing
that, since 2, X{u,<k} € DM™>(Q) and T,,(u,) € DTBV(Q), as a consequence of [26,
Lemma 5.3], we have

(ZaXgun<it DTup(tn)) = (ZoX{un<itX{a<un<t} DTup(us))  as measures in Q.

It follows from the inequalities k > b > a that 2,X{u,<k}X{a<un<bt} = ZnX{a<un<b}, and
thus the previous identity yields

1

1
_ DT, mtl < liminf
m~|—1/ﬂ‘ b(u) ‘90 - lr{gg} m+1

/ ‘DTa,b(un)m+1‘ ©
Q

G3,. .
l1m1nf/ (znx{a<un<b},DTa,b(un))<p (5.40)
Q

n—o0

= lim inf / (20X fun<iy> DTup(un)) .
Q

n—o0

As for the second integral on the left hand side of ((5.39)), we know by Corollary that
u™ — u™ strongly in L'(€2), therefore, for almost every k > 0, we have Xy, <k} — X{u<k}
strongly in L9(Q2), for every 1 < ¢ < co. Thus, taking into account (5.15]), we obtain

/ Top(u)z - Vo = lim Top(un)2n - Ve (5.41)
{u<k} o0 S {un <k}

Concerning the right hand side of (5.39)), we get

— lim [ div (ZnX{ungk}) Top(un)p

n—oo Q
lim — div 2, Ty p(n )0 — / (zn, DX{un<k}) Top(un)p
e JHun<k} Q -
G2 ..
= lim fnTa,b(un)QO - / (Zn7 DX{ungk’}) Ta,b(un)%p'
n—00 {un<k} Q
We recall that (zn, DX{ungk}) = — (zn, Dx{un>k}) is absolutely continuous with respect

t0 | Dx{un<k}| (by (B:2)) which is concentrated on the set {u, =k}, so that

— lim [ div (ZnX{ungk}) Top(un)p

n—o0 [e)

= lim /an{Un<k}Ta,b(un>90 + b/ (szX{un>k}) ¥ (542)
Q Q

n—o0

:/ fX{ugk}Ta,b(u)gp + b/ (27 DX{u>k}) 2
Q Q
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as a consequence of Lebesgue’s Theorem and Lemma [5.10]

Furthermore, using ([5.34)), equation ((5.42)) implies

— lim [ div (ZnX{unSk}) Top(un)p

n—oo

= /Q fX{uSk}Ta,b<u>(10 + /Q b (27 DX{u>k}) 2
=/ X fusiy Tap(u)p — /QTj,b(U) (2, Dxquziy) ¢+ | (b="T(w) (2, Dxqusky) ¢

Q

- /le ZkT / (b - T;,b( ) (Z DX{u>k}) 2
Q

Combining ((5.40), (5.41)) and (5.43)), the identity (5.39) becomes
1
— [ DT, (w)™ +/ T,p(w)z -V
m+1 /Q‘ »(w) ‘90 fush) b(u) %)

_ /Q div 2T (u)p + /Q (b—"T;4(w) (2, Dxqusky) ¢,

recalling the Definition of pairing by Anzellotti (3.1)), we derive (5.38]) and this concludes
the proof. O

(5.43)

Our next result is the main one in this subsection since it shows that HN¥~1(J,) = 0.

Lemma 5.13. Let us consider u the function provided in Corollary[5.5. Then, for a.e.
0<a<b<oo, it holds

HN (U1, ) = 0.
As a consequence, HN"1(J,) = 0.

Proof. The proof is an adaptation of [20, Lemma 5.9] to our setting.
Let us fix 0 < a < b < 00, from [7, Proposition 3.69] we have

Ir, ) = J1, (wym+1

owing to m > 0. Moreover, on this set the corresponding orientations coincide:
VTop(w) = VT, p(u)mtt-

Recalling that Jr, () is a countably HN L rectifiable set, there exist regular hypersur-
faces & (ie I, ] countable) such that

HY <JTa,b(u) \ Uf) = 0.

el
In order to show HN"'(Jr, ) = 0, we fix i € I and see that T,,(u)" = T,;(u)” on
&. We stress that we may assume that & € Q since if we prove T, ,(u)" = T, ,(u)~ on

each set § N {x € Q : dist(z,00) > €}, then we are done. Thus, we may consider a
regular open set w; € 2 such that § C dw;. For a.e. k > b, using fxu<iy € L'(Q),

and (B.9), we get
(2, Dxqusiy) L& = (fXquzhy + (2, Dxgusiy) ) LG
- (_[Zk7 V‘Ei]+ + [Zk‘7 Vﬁi]_) HN_ll—giv
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which we write

[Zk, Vgi]i}[Nil Lfi = [Zk, Véi]JrrHNil L& + (Z, DX{u>k}) Lgi. (545)

On the other hand, we perform the following manipulations

1
——— | DT, p(w)™ L&
m+1 | &

< ((Zk, DT, p(u)) + (b - T;b(u)) (Zv DX{u>k})) L&
( )" div 2 + div (Top(u)ze) + (b= 15, (w)) (2, Dxgusiy)) L&
( [z ve, ] T+ T (u) 2, v, )™ + [Tap(w)zn, v | ™ — [Top(u)zn, v ]7) HYTILE

+ (b —T;4(u) (2, Dxgusiy) L&
(= Toap(w)* T2k, ve )" + Ty (w)[zh, ve )™ + Tap(u) 2k, ve ]t = Top(w) [z, 0] ") HY'LE
(b1

b— Ta,b u)) (Z, DX{u>k}> I—fi-
(5.46)
Hence, on the hyperplane &;, having in mind (5.44)), the inequality (5.46) becomes

m;Jrl DT, p(u)™ L&
<(b— Tab(u) (z Dx{u>k}) L& + (T+b(u) T b(u)) (2K, V&}JFHN TLg
:(b o Ta,b(u)) (Z DX{u>k}) ng (Ta b(u) Ta b(u)) [Zk’ sz}+xzra<u<b}7—lN ' Lfl
S0 — T, (W) (2 DXusiy) L& + (T (u) = T () [oiX acuety vel P HY LG
:(b - Ta_,b(u)) (Z DX{u>k}) |—§z (Ta b(u> Ta b(u)) [ZX{a<u<b}> Vfi]+HN_1 |—€i
E 0 - 77, (w)) (2. Dxusiy) LG
+ (T, (w) = Ty (u)) (Tup(w)™) " [wx facucsy, ve | THY T LE.

(5.47)
Our next step is to check that [Wx{ecu<sy, Ve,]T < 1. Observe that, as a consequence of

Lemmas (3.2 E . 5.7 and [5.10] m we obtain wx(acu<sy € DM™(Q) and ||wx(acu<s}||re@n <
1. Thus, we deduce from - that indeed [wx{acu<t}, Ve, ]T < 1 and so it results
1

p— DT, (u)™ L& < (b= T, (u) (2, DXqusky) L&+ (T, (w) — Ty () (Tup(u)™) " HNTTLE:

The passage to the limit when k goes to infinity is justified by the convergence property

(5-37). Applying Lemma [2.4] we then obtain
[ (@aalw) ™) = (Lanlw)™) | < (T w) = T ) (Tus)™) s (5.48)
HN"Lae. on &.
We now repeat the same reasoning as in the previous step, this time we write as
[z, ve, ) THY LG = [2nve, ) HY L& — (2, Dxqusiy) L&
We now deduce that

| (@)™ = (Tua@)™) 7| < (Th ) = L) (Taplw)™)” HYae. on &
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Combining this, with equation (5.48)), this implies
1 . ' N
| @ap )™ ) = (Lap) ™) < (Taal)* = L)) min {(Zup() )}

HN-Lae. on &.
We arrive at a contradiction with the Mean Value Theorem, since the function s — s™,
with m > 0, is increasing. Hence we obtain

0=HN" (JTa,b(u)) =HN! (STa,b(u)) fora.e. 0 <a <b< o0,
and, by Lemma [2.6] #V~1(S;) = 0. Hence, it follows from J, C J; C S* that
HNH(J,) =0,
and this concludes the proof. O

5.5. Condition . In Subsection we have seen one of the inequalities of con-
dition . Once we get that u has not jump part, this subsection is devoted to check
the opposite inequality.

We first prove an important property of the pairing (z, DT, ,(u)*) for a > 0, which will
be instrumental in establishing the forthcoming results.

Lemma 5.14. Assume m > 0 and 0 < f € L'(Q). Consider that u, is a solution to
the problem (5.1)) and w, its associated vector field. Then for a.e. 0 < a < b < oo and
for every a > 0, it holds

(2, DTy p(w)®) = (2ap, DTup(u)®)  as measures in . (5.49)

Proof. As illustrated in [26, Lemma 5.3] and [I1, Lemma 2.11], given 0 < a < b < o0
and k > 0, and choosing T, ,(u) € DT BV ()N L>($2) and z, € DM>(2) (which holds
a.e.), we have

(2, DT p(w)”) = (zkx{a<u<b}, DTayb(u)a) as measures in ). (5.50)

Now we want let £ go to infinity in (5.50)).
For the pairing on right hand side, we note that for k£ > b, it holds

Rk X{a<u<b} = ZX{a<u<b} = Zab-

Therefore,

kli)m / (Zk:X{a<u<b}a DTa,b(u)a) Y= / (za,ba DTa,b(u)a) 2 for all Y e O(} (Q) (551)
©Ja Q

We turn to deal with the pairing on the left hand side of equation (5.50)). For every
0 < ¢ € CHQ), we observe

/ (24, DT p(w)?)
Q

Y
@

||E
S~—S5— 55—

— | Tup(u)®edivz, — / 2 - VT p(uw)®
Q

Ta,b(u>a90X{u§k} div z

Top(u)” (ZaDX{ugk})SO_/{ }Z'VSOTa,b(u)a (5.52)
u<k

s
I

[T () — / 2 VT, ()

{u<k} {u<k}

+ /S;Ta,b<u)a (Zv DX{u>k}) ®.
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We point out that

/(;Ta,b<u>a (Z, DX{uSk}) P, /g; Ta,b<u>a (27 DX{u>k}) 2

are well defined integrals, because T,,(u)* € BV (Q2) N L*>*(Q) and (5.35) holds. By
Remark [5.6) and Lebesgue’s Theorem, we obtain

im [ gt [ VeT / [T / 2 VT ()

k=00 J{u<ky {u<k}
D | (Dt
Q

(5.53)
It only remains to prove that

lim Ta,b(u)a (Za DX{u>k}) Y= 0, (554)

k—o0 QO

and this fact is a consequence of Remark [5.11, Going back to (5.52) and putting

together (5.53)) and (5.54)), it yields

lim [ (2, DTop(w)®) @ = /Q (z, DTy p(uw)®) .

k—o0 Q

This fact and (5.51)) gives (5.49)), and so the proof is complete. O
Remark 5.15. From ([5.49) for every open set A @ Q and every ¢ € C1(A), it gives

(2, DTap(w)) , )| = [{(2ab, DTap(w)) , #)] ||¢||Loo(A)bm/A | DTap(u)],

which implies that
(2, DT, 5(u)) is absolutely continuous with respect to |DT,(u)|.
Now we are able to show that inequality ([5.16|) is actually an equality.

Lemma 5.16. Let us consider u the function provided in Corollary and z €
N
LE=12(Q)N the vector field provided in Lemma ﬁ Then, it holds (4.3).

Proof. 1t is a straightforward adaptation of [11, Lemma 5.4]. We begin by considering

inequality ((5.16)):

1 +1
_ - m <
7 [PTaa(w)™] < (2, DTop(u)
€D, DTa (1)
( wX{a<u<b}>DTa b( )) ( )
5.55
(3.7]
!Tm )™ (X (acucty: DTup(11))
B2)
< Tap(w)™ | DT, ()|
) 1
| DT, ()™
m+1 ’

in particular, in the last equality, we used the fact that w € DT BV (Q2), as shown in
Lemma [5.13] Thus we get (4.3]) and this concludes the proof. O
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Remark 5.17. We emphasize that from (5.55)), one can derive an equivalent formula-
tion of equation (4.3)), which is
1
— DT, 4(u m“‘ = (2ap, DT, p(u)) as measures in Q, for a.e. 0 <a < b < o0o.

Thanks to (5.55)), we are able to provide the following equivalent formulation of (4.3))
(WX{a<u<vy, DTup(u)) = |DT,p(u)|  as measure in €, for a.e. 0 < a < b < co.

5.6. Condition on the boundary. Before handling the boundary condition, have to
establish a regularity result, namely that the trace of z on 92 is a function in L'(99).

Lemma 5.18. Assume m > 0 and 0 < f € LY(Q). Let us consider u, a solution to
problem (5.1)), the associated vector field w,, and z the vector field provided in Lemma

(5.7 Then,
[z,v] € L'(09).

Moreover, the following Gauss-Green formula holds

/ (2, DT, 4 (u)) — / Ty (1) [z, v] AV = / FTy(w), (5.56)
Q o9 9)
for alla >0 and a.e. 0 < a <b< oo; and

(2, VX qu<ky = [z, V] for HN 'eace. @ € O, for a.e. k> 0. (5.57)

Proof. We start by proving that the vector field z obtained in Lemma admits a
trace in L'(9Q). This trace will be obtained as the limit of the traces [z,,v], where we
recall that z, is the vector field founded in [11, Theorem 3.3]. To establish the result,
we shall make use of the Dunford-Pettis Theorem (see |7, Theorem 1.38]).

As pointed out in Remark , the normal trace [z,, V| is a nonpositive bounded function.

We are showing the uniform bound of the sequence [2,, V] in || -|[z1(s0). To this end, we
apply Green’s formula (3.8) to get
1z vl com) = — / (2, VJAHN T = / fo < Il (5.58)
o0 Q

Now we show the equi-integrability condition. To get it, we take x(ymsrmy € BV (2) N
L>(Q) with k& > 0 as a test function in (5.5)), recalling that (2, Dx{u>x}) is a nonnegative
measure as stated in Remark |5.11}, and so we obtain

0 < lim sup/ (u%)md’HN_l
k=00 neN J fum>kminan

& o
lim sup / (znuDX{un>k}) —/ X{um>kmy|[2n, VIAH
a0

hm Sup/ an{un>k}

k=00 neN
since 0 < f € L'(Q) and it holds (5.14). Hence there exists a nonpositive function
g € L'(99Q) such that
[20,v] = ¢ weakly in L'(02). (5.59)
The next step is to prove that g is, in the weak sense, the trace of z on 0€2. Let us
choose a nonnegative ¢ € C1(Q)NC(Q) as a test function in (5.5) and let us take limit
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as n tends to infinity. It yields

/zn-Vgp—/ ©lzn, V] dHN_lz/fngo.
Q o0 Q

We apply property (5.15) for the first integral, the weak convergence ([5.59) to the
second integral and Lebesgue’s Theorem to the third integral. It gives

/Qz-Vgo—/mgogdHN_lz/Qfgo. (5.60)

Thus, we may rewrite g as
[2,v] ==y,

so that [z,v] € L'(05). Note that [z,v] is nonpositive since it is the weak limit of
nonpositive functions. In addition, it follows from ({5.58|) that

Iz Al o = — / 2 ] dHY < |1l

To establish Gauss-Green formula , we prove that [z,v] is the limit as k — oo
of [z, V], the trace of the vector field z; which belongs to DM>(Q) for a.e. k > 0
(see Lemma [5.10). We are showing that [z, ] is uniformly bounded in L'(9Q) with
respect to k > 0. For a.e. k> 0, we can affirm that x(,,<xy € BV(Q) N L>*(Q), by
applying Lemma So, we deduce that z,x(u,<x} € DM>(2) and, as a consequence
of Gauss-Green formula , it holds

/ Zn " V(,O - / (P[ZnX{unSk}a V] deN?l = - / div (ZnX{unSk}) ¥, (561)
{un<k} 80 Q

for all 0 < p € CY(Q) N C(Q). Our objective is to let n go to infinity in the previous
equality.

As for the first integral on the left hand side of , we exploit the convergence (|5.15))
and the strong convergence X(u,<k} — X{u<k} i any L"(Q), for 1 <7 < oco. Then we
obtain

/ z- Ve = lim Zn - V. (5.62)
{usk} "0 S {un <k}

Instead, for the second integral on the left hand side of (5.61)), we recall that [, X {u,<k}, ] =
X{un<k}|2n, V], as a consequence of property (3.6). Therefore, by applying Lemma
we deduce

U

/ Xuskylz, VIAHY T = Tim | xqu,<kyelzn, v] ARV
Bl9) n—o0 Jan

(5.63)
= lim Ol2n X {un<i}: V] ANt

Finally, we are analyzing the integral on the right hand side of (5.61). A Remark is in
order. Despite Lemma [5.10, we still do not know that

lim ) (zn, DX{un>k}) p = /Q (Z, DX{u>k}) 2

n—oo
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holds, since ¢ does not vanish on the boundary (see Remark below). We compute
fQ div (ZnX{ungk}) © in another way, we have,

— lim [ div (2nX{un<k}) ¢

n—oo Q
|HF .
= h_}m /an{ungk}SO-i-/ (20 DX{unsky) @
n—oo Q

(5.64)
Z/fX{ugk}90+ lim / (ZmDX{un>k})90

Z—/divzw—/ (2, DX{usi}) ¢ + lim / (20, DX {un>k}) ¢-
Recalling ((5.61)), gathering (5.62), (5.63]) and (5.64)), it yields
/ z - Vs@—/ X{us<kyplz, V] dHN
{u<k} o
= —/ div stﬁ—/ (2, DX{usk}) ¢ + lim / (20, DX {un>k}) ©-
Appealing again to (3.8)), it follows that
/ olzp, v] dHN !
o0
:/ X{u<k}®|%, V] dHN_l—/ (z,DX{u>k})g0+ lim / (znuDX{un>k}) . (5.65)
a0 Q oo Ja
As an application of ((5.58)), (5.32)) and ([5.33)), we obtain

/ oz, V] dHN!
o0

We derive that

<3| fller@llellLe@a)  for every 0 < ¢ € Cl(Q) Nno(Q).

1[25, V1l 1oy < 3 fllL1(@)-
Moreover, we observe that for almost every h > k > 0, the following property holds:

|2k, V)] = | (26X qusny V]| X quziy 20 V]| < Nlzns V]

because 2z, = u™wx{u<k}. This implies that |[z, V]| is a nondecreasing sequence. Due
to Beppo Levi’s Theorem, there exists a function {z,v} € L*(99Q) such that

[z, v] = {z,v} strongly in L*(09). (5.66)

Now, we show that {z,v} = [2,v] H¥-a.e. on Q. Let ¢ € C1(Q) N C(Q). By the
Gauss—Green formula (3.8), we have

/zk-Vgo—/ @lag, V] dHN T = —/divzkgo, (5.67)
Q G Q

we want to take limit as kK — oo in the previous equality.
In the first integral on the left hand side of ((5.67)), we use Lebesgue’s Theorem because



30 F. BALDUCCI AND S. SEGURA DE LEON

u is finite a.e. in Q as stated in Remark [5.6] For the second integral on the left hand
side of (5.67)) we use (5.66)). On the right hand side, we note that

. (3.11) .
—/le 2P - div zp —/ (37DX{u§k}) ¥
Q {u<k} Q

=)
{u<k} Q

In particular, thanks to Lebesgue Theorem, we infer

— lim [ divzpe = lim fo +/ (Z, DX{u>k}) ¥
{u<k} Q

k—o0 Q k—o0

z/f%
Q
because ((5.14) and ((5.37)) hold.

Therefore, gathering together all the previous arguments, we obtain

/Qz‘Vgo—/mgo{z,y} d’HNl:/Qﬁp.

As a consequence of (5.60)), it implies that
/ o{z, vydHV T = / olz, V]dHN ! for every ¢ € C(09),
) o0
which means that {z,v} = [z,v] HV¥ !-a.e. on 9. In particular, it holds

[z, v] = [2,v] strongly in L'(9). (5.68)

At this stage, we are in a position to prove the validity of the Gauss—Green formula
(5.56)). Let us fix 0 < a < b < oo and a > 0, and let us take & > b. As a consequence
of Lemma [5.14], we have

/Q(z,DTa7b(u)a) = lim (21, DT p(w)”)

k—00 Q

(3-8)

15

lim Top(u)® [z, v] dHN —/diVZk Top(u)®
k—oo 50 Q

:/ Top(u)[z,v] dHN T — / div 2 Ty p(u)?,
o9 Q
where in the last equality we use (5.68) and the identity

div 2z, = Xqu<ky div 2 + (2, DX u<k})

jointly with (5.37]). This implies (5.56]).
Finally, we prove (5.57). Let us take ¢ € C(99), h > k > 0 and recalling that

2k = ZkX{u<h}, We get
/ Qp[zlm I/] dHN?l = lim w[ZkX{ugh}a V] dHN?l
o0

&) .. _
lim X (u<ky [z, V] dHN !
Q

h—o00 )

:/ PX{u<k} [27 V] dHN_la
o0
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where in the last equality we used ([5.68)). Since for every ¢ € C(01), it follows that

/ ol V] MY = / X iy [21 7] AR,
o0 o0

and we deduce (5.57)). This completes the proof. O
Remark 5.19. We explicitly stress that identities (5.57) along with (5.65]) leads to

lim ) (zn, Dx{un>k}) Y= /Q (Z, DX{u>k}) ¥,

n—oo

for all ¢ € C1(Q) N C(Q). In particular, we get

lim (ZnaDX{un>k}) :/ (Z, DX{u>k}).
Q Q

n—oo

The next result is an inequality that proves be useful in establishing the boundary
condition.

Lemma 5.20. Assume m > 0 and 0 < f € LY(Q). Consider u, solution to problem
(5.1) with associated vector field w,. Then, for every q > 0 it holds

Tuo@)™ ) Typu)™
,b<uj_ 1 < - ’b<u> [Z, ,/] for HN 1 qe z € 01, (569)
q q

for a.e. 0 <a<b<oo.

Proof. 1t is an adaptation of [, Lemma 5.7], however, for the sake of completeness,
we outline the key details.

Let us fix ¢ > 0 and let us take Mgp € BV(Q)NL>(Q) with 0 < ¢ € CYQ) as a
test function in ([5.5)), obtaining

1 1
/_(Zn,DTa,b(Un)mq)%0+_/Tavb(un)qun'vw

T, mq T mq
—/ Tap(un)™ oz, V] dHN z/fn—a’b(un) ©
a0 q Q q

We want to take the limit as n tends to infinity in this equation, but before we will
perform some manipulations. For the first integral on the left hand side of (5.70]), we
note that

1 may B3 [ 1 m m
/ = o DTosl)" 0 & / 0 (20, Do), ) | DTa)™
Q Q

63 [ 1 m
£0 (. DT, (1), ) [ DTy ()™l
Q
£3) ma—
/ 0 (20, DTy y(tn), ) mTp(n)™ | DT ()|
@ (5.71)
= /mTavb(un)mql (szTa,b(un))SO
Q
B3 m

— Ta n ma-l DTa n m
| Taslun ™ | DEasfun ™

2o 1 m
B [ Pt
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Regarding the third integral on the left hand side of (5.70), we employ Tgp(u,)™ <
—[zn,v] for a.e. 0 < a <b < oo and for H¥1-a.e. z € 9Q (by [11, Lemma 5.8]) and
deduce that

—/ 1Tab(un) gp[zn,y]dHN_l
0

Q4
1
>/ Ta b(un> qTa,b(U/n)m(P dHNil (572)
o0 4
1
> — T (un (q+1)(,0dHN_1.
o0 q+1 ()™

Putting together (5.71)) and ( - in -, it yields

1
DTa m(q+1 /Ta n md n ' \Y
q+1/‘ b ‘(‘0+ Q 7b<u ) 2 90

1 ma

+q+ 1 b(u ) SDdH f Y

Next we take the limit as n tends to infinity. For the ﬁrst and the third integral on the
left hand side of ([5.73] - we use ([2.3)) recalling that ( - ) holds. On the other hand, for
the second integral on the left hand side of ( - we use properties ((5.15)) and ( -
Finally for the integral on the right hand side we use Lebesgue’s Theorem Hence we
get

(5.73)

1
DTa m(g+1) _/Ta mg, ./
qﬂ/\ (" Do+ [ Ttz 9

mq
- T, m(g+1) dN1</ “b—‘
+q+1 b(u)™ T dH f @

Using ((5.56)), we obtain

1 B
g+ 1 /l Tunw)™ o+ = g+ 1 T“’b(“)m(QH)SOdHN 1

1 (5.74)
< - /(z DT, p(u) q)go——/ Ta7b(u)mq<,0[z,l/] dHN L.
qJa q Joa
Recalling Lemma and repeating the same arguments of - we get
1
- | DT o = — [ DTt
qJa
Therefore ((5.74]) becomes
1 1
—_— Ton(u m(q+1)g0dHN_1 < ——/ T ()™ plz, v] dHN L,
qJFlaQ’() q Joq sl
which implies (5.69)) and this concludes the proof. d

The boundary condition (4.4)) now easily follows from Lemma m

Lemma 5.21. Assume m > 0 and 0 < f € L' (). Let us consider u, a solution to
problem (5.1)) with associated vector field w,. Then, it holds (4.4)).

Proof. 1t is an adaptation of [I1, Lemma 5.8], but for the sake of completeness we
underline the main steps. We fix 0 < a < b < oo such that (5.17)) holds.
Dividing both sides of (5.69) by T, ,(u)™4, we obtain

qfqlT%b(u)m < —[z,v] for HV tae. z € 09,
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hence, letting ¢ go to infinity, it yields
Tup(uw)™ < —[z,v] for HN -ae. 2 € 0.

Since it holds for almost all 0 < a < b < oo, taking the limit as a tends to 0 and b tends
to infinity, we get

(W)™ < —[z,v] for HN -ae. z € 02N {u > 0}. (5.75)

This implies that (u?)™ € L'(9Q), because (u)™ is nonnegative.
Let us show the reverse inequality. To this end, fix again 0 < a < b < oo, recalling that
Zaby WX {a<u<t)y € DM™(Q), it follows that

= tocuen] B2 o]l S s,
Letting a go to 0 and b to infinity in 9Q N {u > 0}, we have
Iz, 1] < (u)™  for HN ae. 2 € 99N {u > 0}. (5.76)
Putting together and , we obtain and this concludes the proof. Il

We are now in a position to prove our main result.

End of proof of Theorem[f.53 The proof follows as a direct consequence of the preced-
ing results. In Corollary [5.5] we establish the existence of a Lebesgue measurable,
nonnegative function u such that, for almost every 0 < a < b < oo, the truncated
function T, ,(u) belongs to BV (). In particular, as noted in Remark [5.6] we get that
u(z) < oo for almost every x € €.

Moreover, Lemma ensures that u € DT BV(Q), providing further insight into
its regularity. In addition, Lemma guarantees the existence of a vector field w €
L)Y with ||| pe@n < 1, from which we define z := v™w € L'(Q)". This con-
struction yields the fundamental identity , implying that z € DM ().
Furthermore, Lemma [5.16] establishes the validity of (4.3). Finally, Lemma ensures
that [z,v] € L'(912), while Lemmal5.21] confirms the boundary condition thereby
completing the proof. O

6. REGULARITY RESULTS

We finish this work by studying the summability of the solution that occurs when the
datum is between the Lebesgue spaces L'(€2) (our setting) and L™ (Q) (the framework
of [I1]). This regularity result is consistent with the findings presented.

Theorem 6.1. Assumem >0 and 0 < f € LP(Q)), with 1 < p < N. Then the solution
u to problem (5.1) we have found in Theorem satisfies

u™ e LV (Q). (6.1)
Moreover, if p > ]\JI\EZE), then it holds
u™tt € BV(Q). (6.2)

Proof. Let u,, be an approximate solution with associated vector field w,. We choose
Tooo(un)®, with a > 0, as a test function in problem (5.1)), @ > 0 to be determined.
This yields

ay o v N—1: T oo " oz‘
/Q (2s DT (1)) /8 a1 K /Q FuTooo(tn)
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Applying [I1, Lemma 2.11] and Hoélder’s inequality, we obtain

«
Taoo n atm < nTaoo n < P Taoo n ‘N e, s 6.3
e Taeln) " o) < [ T (00) < i Taoeln)* g (63)
where we recall that T}, o (u,)™ < —[2,,v], as shown in [I1, Lemma 5.8].
Next, Sobolev’s embedding (2.5) implies
o -1 a+m a
S T )y g S @ e ) (60)
We now select av > 0 such that
p (p —1)mN
= = = —— 6.9
(a+m)N_1 ap—l ! N (6.5)
Substituting this choice into (6.4)), we deduce
W p(N—1)
mNp Np p —
Taoo n) NP < —S P(Q)- 6.6
([ Fuetw)®) ™ < Sl (6:6)

As a consequence of Corollary [5.5] we can pass to the limit first as n — oo and then as
a — 0, thus obtaining

™| ~xp <
tvr@) ~ (p—1)N

which establishes the validity of (6.1)).

Sl fllzr @),

To finish the proof, we now verify property (6.2)). Having in mind the usual embeddings
N(m+1)

satisfy by Lebesgue spaces, we may assume p = This choice of p implies o = 1

Nm+1
in (6.5). We deduce from (/6.3]) that
N —1)
Taoo n m < p(— P Taoo n _P_ . 6.7
o)™ iviey < P @ T () (6.7)

Since z% = ]]\\[,L_”;, it follows from that the right hand side of (6.7)) is bounded. The
lower semicontinuity of the BV-norm allows us to take the limit as n goes to infinity,

it results
HTa,OO(u)mHHBV(Q) <C,

where C > 0 is a constant independent of a. Hence u™*! € BV () and we are done. [J

Remark 6.2. We point out that, letting p go to 1 in (6.1]), we obtain the Lebesgue

space L%(Q) instead of the Marcinkiewicz space L%’O"(Q) (see Remark . In
this way, we “almost” get the actual regularity for ™. This is a usual feature when
studying elliptic equations with L' (or measure) data: the expected Lebesgue space
is not attained and instead the solution lies in the corresponding Marcinkiewicz space
(see, for instance, [37] for the linear setting or [13] in a nonlinear case). In the other
extreme case, we have that when p tends to N, we arrive at u™ € L*°(£2), which is the
summability proven in [I1].

On the other hand, the parameter p =
BV-estimate (see [11, Lemma 4.2]).

N(m+1)
Nm+1

is exactly that found in [11] to have a
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