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#### Abstract

We deal with existence and uniqueness of nonnegative solutions to $$
\begin{cases}-\Delta u=f(x) & \text { in } \Omega \\ \frac{\partial u}{\partial \nu}+\lambda(x) u=\frac{g(x)}{u^{\eta}} & \text { on } \partial \Omega\end{cases}
$$ where $\eta \geq 0$ and $f, \lambda$ and $g$ are nonnegative integrable functions. The set $\Omega \subset \mathbb{R}^{N}(N>$ 2 ) is open and bounded with smooth boundary and $\nu$ denotes its unit outward normal vector. More generally, we handle equations driven by monotone operators of $p$-Laplacian type jointly with nonlinear boundary conditions. We prove existence of an entropy solution and check that this solution is unique under natural assumptions. Among other features, we study the regularizing effect given to the solution by both the absorption and the nonlinear boundary term.
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## 1. Introduction

In this paper we analyze existence and uniqueness of nonnegative solutions to the following model problem

$$
\begin{cases}-\Delta u=f(x) & \text { in } \Omega  \tag{1.1}\\ \frac{\partial u}{\partial \nu}+\lambda(x) u=\frac{g(x)}{u^{\eta}} & \text { on } \partial \Omega\end{cases}
$$

where $\eta \geq 0$ and $f, \lambda$ and $g$ are nonnegative functions which can be even merely integrable. Here $\Omega$ denotes an open bounded subset of $\mathbb{R}^{N}(N>2)$ with smooth boundary while $\nu$ denotes its unit outward normal vector.
The main interest in problem (1.1) relies on the boundary equation which contains a blowing up term providing a nonlinear Robin boundary condition.

Up to our knowledge, problems as (1.1) are essentially new to the literature. Singular problems are extremely studied when the singularity is, let say, volumetric and a Dirichlet boundary condition is imposed; this provides to the problem a singular feature.
Let us just cite some historical papers [7, 14] and also more recent papers [6, 8, 18] which investigate different aspects of this problem using various techniques.

[^0]The literature concerning nonlinear boundary conditions is more limited and mainly focused on $u_{\nu}+F(u)=0$ with $F$ nondecreasing and finite at the origin ([2, 3, 10, 19]). Apart from these, in [16] the authors deal with a problem involving a function $F$ blowing up at the origin in a concrete model case. Here it is proven existence and nonnexistence results in presence of subcritical powers in both the interior and the boundary equation. It is also worth to mention papers [11, 12] where the authors consider homogeneous Robin boundary conditions jointly with singular terms even dependant on the gradient of the solution itself when $\lambda$ is a positive constant. In particular they show existence of solutions using variational methods and a sub and super-solution technique. Let also mention that, if $g \equiv 0$ and $\lambda$ is a positive constant, recent results can be found in [1. Moreover, if $\eta=0$ and the principal operator is the $p$-Laplacian, one can also refer for instance to [9] where, among other things, the asymptotic behaviour of the solutions as $p \rightarrow 1^{+}$is studied.
In this paper we first show existence of a weak solution to (1.1) when the data are regular enough (see Theorem 2.2 below). Here, through a suitable regularization process on the data involved, we exploit a comparison argument as well as the classical Hopf Lemma in order to deduce that the approximation sequence is bounded from below on $\partial \Omega$. Roughly speaking, this gives to the problem a non-singular feature which allows to easily pass to the limit the approximation sequence. Let explicitly stress that we strongly need $\lambda$ to be bounded and not null in the previous argument; in particular this permits to deduce that the sub-solution to the approximation sequence given by (2.11) is actually positive on the boundary of the domain.
Let also mention that the regularizing effect given by the singular boundary term is expressed by condition (2.2) below. If $\eta>0$ we obtain finite energy solutions for a larger class of data; for instance, if $\eta \geq 1$ we need $g$ to be just an integrable function to have the solution $u \in W^{1, p}(\Omega)$. This effect is due to the degeneration at infinity of the nonlinear boundary term.

In the second part of the paper we deal with a generalization of problem (1.1) given by

$$
\begin{cases}-\operatorname{div}(a(x, \nabla u))=f & \text { in } \Omega  \tag{1.2}\\ u \geq 0 & \text { in } \Omega \\ a(x, \nabla u) \cdot \nu+\lambda \sigma(u)=h(u) g & \text { on } \partial \Omega\end{cases}
$$

where $a, \sigma$ and $h$ are suitable generalizations of the functions involved in (1.1) satisfying assumptions (3.2), (3.3), (3.4), (3.5), (3.6) and (3.7) below. Finally $\lambda$ and $g$ are merely nonnegative integrable functions on $\partial \Omega$ as well as $0 \leq f \in L^{1}(\Omega)$.
As it is clear problem (1.2) is non-variational and here the approximation process is strongly needed to show the existence of entropy solutions (see Definition 3.8 below).
In this case we need a totally different strategy with respect to the one of Theorem 2.2: indeed we can not show that the approximation sequence is bounded from below on $\partial \Omega$ since, among other things, $\lambda$ is actually unbounded. Here we take advantage of suitable test functions to control the nonlinear (and possibly singular) boundary term.
Let finally stress that Theorem 3.6 below shows that the entropy solution to (1.2) is unique under natural monotonicity assumptions on the involved functions.

The plan of the paper is the following: in Section 2 we deal with existence of a weak solution to (1.1). In Section 3 we prove existence and uniqueness of entropy solutions to a generalization of (1.2) and we finally prove the uniqueness theorem.
1.1. Notation and preliminaries. For the entire paper $\Omega$ is an open bounded set of $\mathbb{R}^{N}(N \geq 2)$ with regular boundary.

For a given function $v$ we denote by $v^{+}=\max (v, 0)$ and by $v^{-}=-\min (v, 0)$. Moreover $\chi_{E}$ denotes the characteristic function of a set $E$. For a fixed $k>0$, we define the truncation function $T_{k}: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
T_{k}(s):=\max (-k, \min (s, k)) .
$$

We will also use the functions

$$
V_{\delta}(s):= \begin{cases}1 & s \leq \delta  \tag{1.3}\\ \frac{2 \delta-s}{\delta} & \delta<s<2 \delta \\ 0 & s \geq 2 \delta\end{cases}
$$

and

$$
\phi_{t, \varepsilon}(s):= \begin{cases}0 & s \leq t  \tag{1.4}\\ \frac{s-t}{\varepsilon} & t<s<t+\varepsilon \\ 1 & s \geq t+\varepsilon\end{cases}
$$

Fixed a nonnegative $\lambda \in L^{\frac{N-1}{p-1}}(\Omega)$ (not identically null), we consider in $W^{1, p}(\Omega)$ the norm defined by

$$
\|v\|_{\lambda, p}^{p}=\int_{\Omega}|\nabla v|^{p}+\int_{\partial \Omega} \lambda|v|^{p} d \mathcal{H}^{N-1} \quad v \in W^{1, p}(\Omega) .
$$

This norm turns out to be equivalent in $W^{1, p}(\Omega)$ to the usual norm (see [17, Section 2.7]). As a consequence, classical embeddings that hold for $W^{1, p}(\Omega)$ can be translated to this norm.
Let also recall the following well known trace inequality (see [17, Theorem 4.2]). There exists $C>0$ such that:

$$
\begin{equation*}
\|v\|_{L^{\frac{(N-1) p}{N-p}}(\partial \Omega)} \leq C\|v\|_{W^{1, p}(\Omega)}, \forall v \in W^{1, p}(\Omega) \tag{1.5}
\end{equation*}
$$

It is worth mentioning that the previous immersion is also compact in $L^{q}(\partial \Omega)$ if $q<\frac{(N-1) p}{N-p}$ (see [17, Theorem 6.1]).
For any $0<r<\infty$, by $M^{r}(\Omega)$ we denote the usual Marcinkiewicz (or weak Lebesgue) space of index $r$, which is the space of functions $f$ such that $|\{|f|>t\}| \leq C t^{-r}$, for any $t>0$. Let only recall that, if $|\Omega|<\infty, L^{r}(\Omega) \subset M^{r}(\Omega) \subset L^{r-\varepsilon}(\Omega)$, for any $\varepsilon>0$. For an overview to these spaces we refer to [13].

If no otherwise specified, we will denote by $C$ several positive constants whose value may change from line to line and, sometimes, on the same line. These values will only depend on the data but they will never depend on the indexes of the sequences we will introduce. Finally we underline that, if no ambiguity occurs, we will often use the following notation for the Lebesgue integral of a function $f$

$$
\int_{\Omega} f:=\int_{\substack{\Omega \\ 3}} f(x) d x .
$$

## 2. The case with regular data

In this section, under the assumption of $\Omega$ bounded open set with $C^{1}$ boundary, we prove existence of solution to the following model problem

$$
\begin{cases}-\Delta u=f & \text { in } \Omega,  \tag{2.1}\\ u \geq 0 & \text { in } \Omega, \\ \frac{\partial u}{\partial \nu}+\lambda u=\frac{g}{u^{\eta}} & \text { on } \partial \Omega,\end{cases}
$$

where $\eta \geq 0$ and $f \in L^{\frac{2 N}{N+2}}(\Omega), \lambda \in L^{\infty}(\partial \Omega)$ (not identically null) and $g \in L^{r}(\partial \Omega)$ are nonnegative and

$$
\begin{equation*}
r=\max \left(\frac{2(N-1)}{N+\eta(N-2)}, 1\right) . \tag{2.2}
\end{equation*}
$$

The main interesting fact in this section is that, under the above assumptions and through classical tools, the solution is far away from zero on $\partial \Omega$. Roughly speaking, this means that problem (2.1) is non-singular.
Let us firstly precise what we mean by a weak solution.
Definition 2.1. A function $u \in H^{1}(\Omega)$ is a weak solution to (2.1) if $g u^{-\eta} \in L^{1}(\partial \Omega)$ and if it satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \varphi+\int_{\partial \Omega} \lambda u \varphi d \mathcal{H}^{N-1}=\int_{\Omega} f \varphi+\int_{\partial \Omega} \frac{g \varphi}{u^{\eta}} d \mathcal{H}^{N-1}, \tag{2.3}
\end{equation*}
$$

for all $\varphi \in H^{1}(\Omega) \cap L^{\infty}(\partial \Omega)$.
Let us state the existence result for this section.
Theorem 2.2. Let $0 \leq f \in L^{\frac{2 N}{N+2}}(\Omega)$, let $0 \leq \lambda \in L^{\infty}(\partial \Omega)$ be not identically null and let $0 \leq g \in L^{r}(\partial \Omega)$ with $r$ satisfying (2.2). Then there exists a weak solution to (2.1).

Remark 2.3. Let us stress that the previous existence result concerns nonnegative solutions. Anyway simple basic examples show that, in general, changing sign solutions exist as shown in Example 1 below. Roughly speaking, here we are formally dealing with existence of solutions to

$$
\begin{cases}-\Delta u=f & \text { in } \Omega, \\ \frac{\partial u}{\partial \nu}+\lambda u=\frac{g}{|u|^{\eta}} & \text { on } \partial \Omega,\end{cases}
$$

which are nonnegative. Let us also underline that the study of problems as in (2.1) where $f, g$ are not necessarily positive is the object of a forthcoming paper. Obviously, in this case, nonnegative solutions are not always expected to exist.
Example 1. Let $B_{1}(0)$ be the unit ball in $\mathbb{R}^{2}$ and let us consider the following problem

$$
\begin{cases}-\Delta u=0 & \text { in } B_{1}(0)  \tag{2.4}\\ \frac{\partial u}{\partial \nu}+\lambda u=\frac{g}{u} & \text { on } \partial B_{1}(0)\end{cases}
$$

In what follows, we use polar coordinates $0 \leq r \leq 1$ and $-\pi<\theta \leq \pi$. If we fix the nonnegative functions

$$
\lambda(\theta)=\frac{1}{|\theta|^{\alpha}},
$$

with $0 \leq \alpha<1$ and

$$
g(\theta)=\sin ^{2} \theta\left(1+\frac{1}{|\theta|^{\alpha}}\right),
$$

which give $\lambda \in L^{1}\left(\partial B_{1}(0)\right)$ while $g \in L^{\infty}\left(\partial B_{1}(0)\right)$ Then it is simple to convince that $u(r, \theta)=r \sin \theta$ is a solution to (2.4).
Let observe that $u$ vanishes on the boundary at $\theta=0$ and $\theta=\pi$. At $\theta=0$, function $\lambda$ exhibits a singularity. However, at $\theta=\pi$, the weight $\lambda$ is bounded. Moreover, when $\alpha=0, \lambda$ is bounded but both zeros remain.
2.1. Approximation scheme and proof of the existence result. In order to prove the above theorem, we work by approximation through the following problems

$$
\begin{cases}-\Delta u_{n}=f_{n} & \text { in } \Omega  \tag{2.5}\\ u_{n} \geq 0 & \text { in } \Omega \\ \frac{\partial u_{n}}{\partial \nu}+\lambda u_{n}=\frac{g_{n}}{\left(\left|u_{n}\right|+\frac{1}{n}\right)^{\eta}} & \text { on } \partial \Omega\end{cases}
$$

where $f_{n}:=T_{n}(f)$ and $g_{n}:=T_{n}(g)$. We first show the existence of a weak solution to (2.5), namely a function $u_{n} \in H^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\int_{\Omega} \nabla u_{n} \cdot \nabla \varphi+\int_{\partial \Omega} \lambda u_{n} \varphi d \mathcal{H}^{N-1}=\int_{\Omega} f_{n} \varphi+\int_{\partial \Omega} \frac{g_{n} \varphi}{\left(\left|u_{n}\right|+\frac{1}{n}\right)^{\eta}} d \mathcal{H}^{N-1}, \tag{2.6}
\end{equation*}
$$

for all $\varphi \in H^{1}(\Omega)$.
Lemma 2.4. Let $0 \leq f \in L^{1}(\Omega)$, let $0 \leq \lambda \in L^{\infty}(\partial \Omega)$ not identically null and let $0 \leq g \in L^{1}(\partial \Omega)$. Then there exists a nonnegative weak solution $u_{n}$ to (2.5).

Proof. In order to show the existence of a solution to (2.5) let us consider

$$
\begin{cases}-\Delta w=f_{n} & \text { in } \Omega  \tag{2.7}\\ \frac{\partial w}{\partial \nu}+\lambda w=\frac{g_{n}}{\left(|v|+\frac{1}{n}\right)^{\eta}} & \text { on } \partial \Omega\end{cases}
$$

where $v \in L^{2}(\partial \Omega)$. The existence of a solution $w \in H^{1}(\Omega)$ to (2.7) follows, for example, from the classical results contained in [15]; moreover it is simply to deduce that $w$ is actually nonnegative and, from a classical argument by Stampacchia, it is also bounded. In order to deduce the existence of a solution $u_{n}$ to (2.5) we aim to show that the application $T: L^{2}(\partial \Omega) \mapsto L^{2}(\partial \Omega)$ such that $T(v)=\left.w\right|_{\partial \Omega}$ admits a fixed point. Hence it will be sufficient to show that $T$ is invariant, compact and continuous to apply the Schauder fixed point Theorem in order to conclude the proof.

We start by proving that $T$ is invariant; to this end let us take $w$ as a test function in the weak formulation in (2.7) deducing that (recall $f_{n}, g_{n} \leq n$ )

$$
\int_{\Omega}|\nabla w|^{2}+\int_{\partial \Omega} \lambda w^{2} d \mathcal{H}^{N-1} \leq n \int_{\Omega} w+n^{\eta+1} \int_{\partial \Omega} w d \mathcal{H}^{N-1} .
$$

Now observe that on the left hand side our norm appears, while on the right hand side we may apply Young's inequality with weights $\left(\varepsilon_{1}, C_{\varepsilon_{1}}\right),\left(\varepsilon_{2}, C_{\varepsilon_{2}}\right)$ (where $\varepsilon_{1}, \varepsilon_{2}>0$ to be chosen) which leads to

$$
\|w\|_{\lambda, 2}^{2} \leq n \varepsilon_{1} \int_{\Omega} w^{2}+n^{\eta+1} \varepsilon_{2} \int_{\partial \Omega} w^{2} d \mathcal{H}^{N-1}+C_{\varepsilon_{1}} n|\Omega|+C_{\varepsilon_{2}} n^{\eta+1} \mathcal{H}^{N-1}(\partial \Omega) .
$$

Then applying (1.5) one simply gets

$$
\|w\|_{\lambda, 2}^{2} \leq n \varepsilon_{1} C_{1}\|w\|_{\lambda, 2}^{2}+n^{\eta+1} \varepsilon_{2} C_{2}\|w\|_{\lambda, 2}^{2}+C_{\varepsilon_{1}} n|\Omega|+C_{\varepsilon_{2}} n^{\eta+1} \mathcal{H}^{N-1}(\partial \Omega)
$$

where we also used that $\|\cdot\|_{\lambda, 2}$ and $\|\cdot\|_{H^{1}(\Omega)}$ are equivalent norms. Then fixing $\varepsilon_{2}$ satisfying $n^{\eta+1} \varepsilon_{2} C_{2}<\frac{1}{2}$ and $\varepsilon_{1}$ such that $n \varepsilon_{1} C_{1}<\frac{1}{4}$, one deduces that

$$
\|w\|_{\lambda, 2}^{2} \leq C_{n}
$$

where $C_{n}$ is a positive constant which depends on $n$ but it is independent on $w$. Applying again (1.5), we obtain that a ball in $L^{2}(\partial \Omega)$ (let's say of radius $R_{n}$ ) is invariant for $T$.
Moreover, since $C_{n}$ does not depend on $w$, the compactness of the trace embedding and the above argument show that $\overline{T(A)}$ is compact for any $A$ subset of the ball of radius $R_{n}$ contained in $L^{2}(\partial \Omega)$.
For the continuity we let $v_{k} \in L^{2}(\partial \Omega)$ which converges to $v$ in $L^{2}(\partial \Omega)$ as $k \rightarrow \infty$ and we consider $T\left(v_{k}\right)=\left.w_{k}\right|_{\partial \Omega}$ that is $w_{k}$ satisfies

$$
\begin{cases}-\Delta w_{k}=f_{n} & \text { in } \Omega,  \tag{2.8}\\ \frac{\partial w_{k}}{\partial \nu}+\lambda w_{k}=\frac{g_{n}}{\left(\left|v_{k}\right|+\frac{1}{n}\right)^{\eta}} & \text { on } \partial \Omega .\end{cases}
$$

Reasoning as for the proof of the invariance, one deduces that $w_{k}$ is bounded in $H^{1}(\Omega)$ with respect to $k$. This is sufficient to pass to the limit any term in the weak formulation of (2.8) using weak convergence in $H^{1}(\Omega)$ and strong convergence in $L^{2}(\partial \Omega)$ of $w_{k}$ to a function $w$ as $k \rightarrow \infty$.
As already mentioned above, we are now able to deduce from the Schauder fixed point Theorem that there exists a solution $u_{n}$ to (2.5). It follows by taking $u_{n}^{-}$that $u_{n} \geq 0$ almost everywhere in $\Omega$. This concludes the proof.
Remark 2.5. Let us just underline that, instead of finding the fixed point, one could have proven Lemma 2.4 by minimizing the following functional
$I(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\frac{1}{2} \int_{\partial \Omega} \lambda u^{2} d \mathcal{H}^{N-1}-\int_{\Omega} f_{n} u-\int_{\partial \Omega} g_{n} \log \left(\frac{1}{n}+u^{+}\right) d \mathcal{H}^{N-1}, u \in H^{1}(\Omega)$.
Let us now show that the sequence $u_{n}$ is nondecreasing in $n$.
Lemma 2.6. Under the assumptions of Lemma 2.4 let $u_{n}$ be a solution to (2.5). Then the sequence $u_{n}$ is nondecreasing with respect to $n$. Moreover there exists $\bar{c}>0$ such that

$$
\begin{equation*}
u_{n}(x) \geq \bar{c}>0 \text { for } \mathcal{H}^{N-1} \text { almost every } x \in \partial \Omega \text { and for any } n \in \mathbb{N} \text {. } \tag{2.9}
\end{equation*}
$$

Proof. Let us take $\left(u_{n}-u_{n+1}\right)^{+}$as a test function in the difference of the weak formulations solved, respectively, by $u_{n}$ and by $u_{n+1}$. Then one yields to

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla\left(u_{n}-u_{n+1}\right)^{+}\right|^{2}+\int_{\partial \Omega} \lambda\left(\left(u_{n}-u_{n+1}\right)^{+}\right)^{2} d \mathcal{H}^{N-1} \leq \int_{\Omega}\left(f_{n}-f_{n+1}\right)\left(u_{n}-u_{n+1}\right)^{+} \\
& +\int_{\partial \Omega}\left(\frac{g_{n}}{\left(u_{n}+\frac{1}{n}\right)^{\eta}}-\frac{g_{n+1}}{\left(u_{n+1}+\frac{1}{n+1}\right)^{\eta}}\right)\left(u_{n}-u_{n+1}\right)^{+} d \mathcal{H}^{N-1},
\end{aligned}
$$

which implies that

$$
\begin{align*}
& \int_{\Omega}\left|\nabla\left(u_{n}-u_{n+1}\right)^{+}\right|^{2}+\int_{\partial \Omega} \lambda\left(\left(u_{n}-u_{n+1}\right)^{+}\right)^{2} d \mathcal{H}^{N-1} \leq \\
& \int_{\partial \Omega} g_{n+1}\left(\frac{1}{\left(u_{n}+\frac{1}{n+1}\right)^{\eta}}-\frac{1}{\left(u_{n+1}+\frac{1}{n+1}\right)^{\eta}}\right)\left(u_{n}-u_{n+1}\right)^{+} d \mathcal{H}^{N-1} \leq 0 . \tag{2.10}
\end{align*}
$$

Equation (2.10) gives that $\left\|\left(u_{n}-u_{n+1}\right)^{+}\right\|_{\lambda, 2}=0$ which means that $u_{n+1} \geq u_{n} \mathcal{H}^{N-1}$ almost everywhere on $\partial \Omega$ and almost everywhere in $\Omega$.

To prove (2.9) let us observe that it follows from classical results that there exists $v \in$ $C^{1}(\bar{\Omega})$ nonnegative solution to

$$
\begin{cases}-\Delta v=f_{1} & \text { in } \Omega  \tag{2.11}\\ \frac{\partial v}{\partial \nu}+\|\lambda\|_{L^{\infty}(\partial \Omega)} v=0 & \text { on } \partial \Omega .\end{cases}
$$

A contradiction argument, using the Hopf Lemma [20, Theorem 2], shows that $v>0$ in $\bar{\Omega}$. Moreover, analogously to the monotonicity's proof of $u_{n}$ in $n$, one can show that

$$
u_{n} \geq v \text { for } \mathcal{H}^{N-1} \text { almost every } x \in \partial \Omega \text { and for any } n \in \mathbb{N} \text {. }
$$

Since $v$ is continuous and strictly positive on $\partial \Omega$ this shows that

$$
u_{n} \geq v>\min _{\partial \Omega} v=\bar{c} \text { for } \mathcal{H}^{N-1} \text { almost every } x \in \partial \Omega \text { and for any } n \in \mathbb{N} .
$$

Let us explicitly underline that in the previous proof the fact that $\lambda$ is bounded and not identically null plays an essential role.

Let us show some a priori estimates on $u_{n}$ with respect to $n$.
Lemma 2.7. Let $0 \leq f \in L^{\frac{2 N}{N+2}}(\Omega), 0 \leq \lambda \in L^{\infty}(\partial \Omega)$ not identically null and $0 \leq g \in$ $L^{r}(\partial \Omega)$ with $r$ satisfying (2.2). Let $u_{n}$ be a solution to (2.5) then $u_{n}$ is bounded in $H^{1}(\Omega)$ with respect to $n$.

Proof. Let us take $u_{n}$ as a test function in (2.6), obtaining

$$
\begin{equation*}
\int_{\Omega}\left|\nabla u_{n}\right|^{2}+\int_{\partial \Omega} \lambda u_{n}^{2} d \mathcal{H}^{N-1}=\int_{\Omega} f_{n} u_{n}+\int_{\partial \Omega} \frac{g_{n} u_{n}}{\left(u_{n}+\frac{1}{n}\right)^{\eta}} d \mathcal{H}^{N-1} . \tag{2.12}
\end{equation*}
$$

For the first term on the right-hand of (2.12), it follows from the Hölder and Sobolev inequalities that

$$
\begin{equation*}
\int_{\Omega} f_{n} u_{n} \leq\|f\|_{L^{\frac{2 N}{N+2}(\Omega)}}\left\|u_{n}\right\|_{L^{\frac{2 N}{N-2}(\Omega)}} \leq \mathcal{S}_{2}\|f\|_{L^{\frac{2 N}{N+2}(\Omega)}}\left\|u_{n}\right\|_{H^{1}(\Omega)} \tag{2.13}
\end{equation*}
$$

where $\mathcal{S}_{2}$ is the best constant in the Sobolev inequality for functions in $H^{1}(\Omega)$. For the second term in the right-hand of (2.12) we observe that, if $\eta \geq 1$, one can simply estimate as

$$
\begin{equation*}
\int_{\partial \Omega} \frac{g_{n} u_{n}}{\left(u_{n}+\frac{1}{n}\right)^{\eta}} d \mathcal{H}^{N-1} \leq \frac{\|g\|_{L^{1}(\partial \Omega)}}{\bar{c}^{\eta-1}} . \tag{2.14}
\end{equation*}
$$

Otherwise if $\eta<1$ it follows from the Hölder inequality and from the choice of $r$ that

$$
\int_{\partial \Omega} \frac{g_{n} u_{n}}{\left(u_{n}+\frac{1}{n}\right)^{\eta}} d \mathcal{H}^{N-1} \leq\|g\|_{L^{r}(\partial \Omega)}\left\|u_{n}\right\|_{L^{(1-\eta) \frac{r}{r-1}(\partial \Omega)}}^{1-\eta}=\|g\|_{L^{r}(\partial \Omega)}\left\|u_{n}\right\|_{L^{\frac{2(N-1)}{N-2}(\partial \Omega)}}^{1-\eta},
$$

which, applying (1.5), gives

$$
\begin{equation*}
\int_{\partial \Omega} \frac{g_{n} u_{n}}{\left(u_{n}+\frac{1}{n}\right)^{\eta}} d \mathcal{H}^{N-1} \leq c\|g\|_{L^{r}(\partial \Omega)}\left\|u_{n}\right\|_{H^{1}(\Omega)}^{1-\eta} \tag{2.15}
\end{equation*}
$$

where $c$ does not depend on $n$. Therefore, gathering (2.13) and (2.14) in (2.12), one gets that for $\eta \geq 1$ it holds

$$
\left\|u_{n}\right\|_{\lambda, 2}^{2} \leq c \mathcal{S}_{2}\|f\|_{L^{\frac{2 N}{N+2}(\Omega)}}\left\|u_{n}\right\|_{H^{1}(\Omega)}+\frac{\|g\|_{L^{1}(\partial \Omega)}}{\bar{c}^{\eta-1}}
$$

Otherwise, if $\eta<1$, one uses (2.15) in place of (2.14) in order to deduce that

$$
\begin{aligned}
\left\|u_{n}\right\|_{\lambda, 2}^{2} & \leq c \mathcal{S}_{2}\|f\|_{L^{\frac{2 N}{N+2}(\Omega)}}\left\|u_{n}\right\|_{H^{1}(\Omega)} \\
& +c\|g\|_{L^{r}(\partial \Omega)}\left\|u_{n}\right\|_{H^{1}(\Omega)}^{1-\eta} .
\end{aligned}
$$

Recalling that $\|\cdot\|_{\lambda, 2}$ and $\|\cdot\|_{H^{1}(\Omega)}$ are equivalent norms and applying the Young inequality one simply deduces that $u_{n}$ is bounded in $H^{1}(\Omega)$ with respect to $n$.
We are ready to prove Theorem 2.2.
Proof of Theorem 2.2. Let $u_{n}$ be a solution to (2.5) whose existence is guaranteed from Lemma 2.4. Then it follows from Lemma 2.7 that $u_{n}$ is bounded in $H^{1}(\Omega)$ with respect to $n$. Moreover, classical embedding results give that $u_{n}$ (up to not relabeled subsequences) converges to a function $u$ in $L^{q}(\Omega)$ for any $q<\frac{2 N}{N-2}$ and in $L^{t}(\partial \Omega)$ for any $t<\frac{2(N-1)}{N-2}$ as $n \rightarrow \infty$. This is sufficient to pass to the limit the first and the second term of (2.6). The third term simply passes to the limit in $n$. For the fourth term we apply the Lebesgue Theorem since

$$
\frac{g_{n}}{\left(u_{n}+\frac{1}{n}\right)^{\eta}} \leq \frac{g}{\bar{c}^{\eta}},
$$

$\mathcal{H}^{N-1}$ almost everywhere on $\partial \Omega$. This concludes the proof.

Remark 2.8. Let us stress once again that in the current section we heavily used that $\lambda \in L^{\infty}(\partial \Omega)$ and that is not identically null. Indeed, these facts allowed to exploit the maximum principle deducing that the approximating solutions are bounded away from zero on the boundary of $\Omega$. In some sense, if $\lambda$ is bounded, problem (2.1) seems to be non-singular. On the other hand, in the next section, under more general assumptions this procedure can not be carried over and we need to control the singularity through the use of suitable test functions.

## 3. $L^{1}$-DATA AND ENTROPY SOLUTIONS

In this section let $\Omega$ be an open bounded set of $\mathbb{R}^{N}(N \geq 2)$ with Lipschitz boundary. Here we generalize the results obtained for (2.1) in the previous section to the following more general problem:

$$
\begin{cases}-\operatorname{div}(a(x, \nabla u))=f & \text { in } \Omega  \tag{3.1}\\ u \geq 0 & \text { in } \Omega \\ a(x, \nabla u) \cdot \nu+\lambda \sigma(u)=h(u) g & \text { on } \partial \Omega\end{cases}
$$

where $a(x, \xi): \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is a Carathéodory function such that:

$$
\begin{align*}
& a(x, \xi) \cdot \xi \geq \alpha|\xi|^{p} \quad \text { for some } \alpha>0  \tag{3.2}\\
& |a(x, \xi)| \leq \beta\left(z(x)+|\xi|^{p-1}\right) \quad \text { for some } \beta>0 \text { and } 0 \leq z \in L^{\frac{p}{p-1}}(\Omega)  \tag{3.3}\\
& \left(a(x, \xi)-a\left(x, \xi^{\prime}\right)\right) \cdot\left(\xi-\xi^{\prime}\right)>0 \tag{3.4}
\end{align*}
$$

for $1<p<N$, for almost every $x$ in $\Omega$ and for every $\xi \neq \xi^{\prime}$ in $\mathbb{R}^{N}$. Here $0 \leq f \in L^{1}(\Omega)$ and $0 \leq \lambda \in L^{1}(\partial \Omega)$ is not identically null in $\Omega$. Finally $0 \leq g \in L^{1}(\partial \Omega)$. Here the function $h$ is continuous on $(0, \infty)$ which is finite outside the origin and it can blow up at zero satisfying the following growth condition:

$$
\begin{equation*}
\exists \eta \geq 0, c_{1}, s_{1}>0: h(s) \leq \frac{c_{1}}{s^{\eta}} \quad \text { if } s \leq s_{1} \tag{3.5}
\end{equation*}
$$

In what follows we denote as $h(0):=\lim _{s \rightarrow 0} h(s)$ which exists. Moreover we require that

$$
\begin{equation*}
\limsup _{s \rightarrow \infty} h(s)<\infty . \tag{3.6}
\end{equation*}
$$

Finally the function $\sigma$ is continuous and such that:

$$
\begin{equation*}
\sigma(s) \geq s^{p-1} \text { if } s \geq 0 \text { and } \sigma(0)=0 \tag{3.7}
\end{equation*}
$$

Remark 3.1. Under the above assumptions we are not in position to reason as in Section 2. in particular we can not deduce the existence of subsolution as (2.11) for the approximating sequence which is bounded from below by a positive constant at the boundary of $\Omega$.
Moreover, besides the unboundedness of $\lambda$, we also require $\sigma$ and $h$ to be functions where no monotonicity is assumed. Finally $f$ and $g$ are merely integrable functions. All the arguments above force us to employ a different technique to pass to the limit in the approximation sequence.

As we will see, since we also deal with uniqueness of solutions under some restrictive hypotheses, the entropy setting better adapts with $L^{1}$-data. Firstly we precisely set what we mean by entropy solution for problem (3.1) and, after that, we make some comments on the notion of solution.

Definition 3.2. A measurable function $u$ which is almost everywhere finite in $\Omega$ and such that $T_{k}(u) \in W^{1, p}(\Omega)$ for all $k>0$ is an entropy solution to (3.1) if $a\left(x, \nabla T_{k}(u)\right) \in$ $L^{\frac{p}{p-1}}(\Omega)^{N}, \lambda \sigma(u), h(u) g \in L^{1}(\partial \Omega)$ and it holds

$$
\begin{align*}
& \int_{\Omega} a(x, \nabla u) \cdot \nabla T_{k}(u-v)+\int_{\partial \Omega} \lambda \sigma(u) T_{k}(u-v) d \mathcal{H}^{N-1} \\
& =\int_{\Omega} f T_{k}(u-v)+\int_{\partial \Omega} h(u) g T_{k}(u-v) d \mathcal{H}^{N-1} \tag{3.8}
\end{align*}
$$

for all $v \in W^{1, p}(\Omega) \cap L^{\infty}(\Omega)$ and all $k>0$.
Remark 3.3. Let us clarify the meaning of $\nabla u$ since we do not necessarily deal with functions in $W^{1,1}(\Omega)$.
It is classical nowadays that from Lemma 2.1 of [4] there exists a unique measurable function $v$ such that

$$
\nabla T_{k}(u)=v \chi_{\left\{\left|u_{n}\right| \leq k\right\}}
$$

for almost every $x \in \Omega$ and for every $k>0$. Moreover it is shown that $u \in W^{1,1}(\Omega)$ if and only if $v \in L^{1}(\Omega)$ and $v=\nabla u$ in the usual distributional sense.
This motivates the choice of referring to the above cited function $v$ when dealing to the gradient of a function $u$ having only its truncations in a Sobolev space.

Remark 3.4. Let us stress that the first term on the left-hand of (3.8) is finite. Indeed, $\nabla T_{k}(u-v)$ is different from zero only on $\{|u-v|<k\}$ where $|u|<\|v\|_{L^{\infty}(\Omega)}+k=: M$. Hence, since $T_{M}(u) \in W^{1, p}(\Omega)$, we deduce $a\left(x, \nabla T_{M}(u)\right) \in L^{\frac{p}{p-1}}(\Omega)^{N}$ and $\nabla T_{k}\left(T_{M}(u)-\right.$ $v) \in L^{p}(\Omega)^{N}$. Clearly, it is simple to convince that also all the other terms are well defined. Moreover, let us explicitly underline that it is easy to see that a solution $u \in W^{1, p}(\Omega)$ satisfying a formulation analogous to (2.3) is also an entropy solution. Conversely, any entropy solution $u$ belonging to $W^{1, p}(\Omega)$ is also a solution in the sense of (2.3) if $f \in$ $L^{\frac{N_{p}}{N p-N+p}}(\Omega)$.

Hence we state the existence result to (3.1).

Theorem 3.5. Let a satisfy (3.2), (3.3) and (3.4). Let $0 \leq f \in L^{1}(\Omega)$, let $0 \leq \lambda \in$ $L^{1}(\partial \Omega)$ not identically null and let $0 \leq g \in L^{1}(\partial \Omega)$. Finally let $h$ satisfy (3.5) and (3.6). Then there exists a nonnegative entropy solution $u$ to (3.1) such that $u \in M^{\frac{N(p-1)}{N-p}}(\Omega)$, $u \in M^{\frac{(N-1)(p-1)}{N-p}}(\partial \Omega)$ and $|\nabla u| \in M^{\frac{N(p-1)}{N-1}}(\Omega)$.
Under some restrictive assumptions we show that there is at most one entropy solution to (3.1).

Theorem 3.6. Let a satisfy (3.2), (3.3) and (3.4) and let $\lambda, g \geq 0 \mathcal{H}^{N-1}$ almost everywhere on $\partial \Omega$. Finally assume that $\sigma(s)$ is increasing and $h(s)$ is nonincreasing with respect to $s$. Then there is at most one entropy solution to (3.1).
3.1. Approximation scheme and a priori estimates. Once again we work by approximation through the following scheme:

$$
\begin{cases}-\operatorname{div}\left(a\left(x, \nabla u_{n}\right)\right)=f_{n} & \text { in } \Omega  \tag{3.9}\\ a\left(x, \nabla u_{n}\right) \cdot \nu+\lambda_{n} \sigma_{n}\left(u_{n}\right)=h_{n}\left(u_{n}\right) g_{n} & \text { on } \partial \Omega\end{cases}
$$

where $f_{n}:=T_{n}(f), \lambda_{n}:=T_{n}(\lambda), \sigma_{n}(s):=T_{n}(\sigma(s)), h_{n}(s):=T_{n}(h(s)), g_{n}:=T_{n}(g)$. We start proving the existence of a solution $u_{n}$ to (3.9).

Lemma 3.7. Let a satisfy (3.2), (3.3) and (3.4). Let $0 \leq f \in L^{1}(\Omega), 0 \leq \lambda \in L^{1}(\partial \Omega)$ not identically null and let $0 \leq g \in L^{1}(\partial \Omega)$. Let $h$ satisfy (3.5) and (3.6) and finally let $\sigma$ satisfy (3.7). Then there exists a nonnegative weak solution $u_{n} \in H^{1}(\Omega) \cap L^{\infty}(\Omega)$ to (3.9).

Proof. Let us provide a very brief idea of the proof.
The existence of $w \in W^{1, p}(\Omega)$ nonnegative solution to

$$
\begin{cases}-\operatorname{div}(a(x, \nabla w))=f_{n} & \text { in } \Omega \\ a(x, \nabla w) \cdot \nu+\lambda_{n} \sigma_{n}(|w|)=h_{n}(|v|) g_{n} & \text { on } \partial \Omega\end{cases}
$$

where $v \in L^{p}(\partial \Omega)$ follows from [15]. Then a very similar reasoning to the one of Lemma 2.4 gives that the application $T: L^{p}(\partial \Omega) \mapsto L^{p}(\partial \Omega)$ such that $T(v)=\left.w\right|_{\partial \Omega}$ has a fixed point. The main difference, apart from the estimates in which one heavily uses (3.2), lies in the continuity request; if $\left.w_{k}\right|_{\partial \Omega}=T\left(v_{k}\right)$ and $v_{k}$ converges to $v$ in $L^{p}(\partial \Omega)$, in this case one has also to show that $\nabla w_{k}$ converges almost everywhere to some $\nabla w$ in $\Omega$ to pass to the limit the principal operator in order to have that $\left.w\right|_{\partial \Omega}=T(v)$. Since $f_{n}$ is independent of $k$ and $h_{n}(|v|) g_{n} \leq n^{2}$ one can reason as in Lemma 3.9 below in order to deduce the desired convergence. Then the continuity part is analogous to the one proven in Lemma 2.4.
Let us now show some a priori estimates for $u_{n}$ in $n$.
Lemma 3.8. Under the assumptions of Lemma 3.7 let $u_{n}$ be a solution to (3.9). Then it holds:

$$
\begin{equation*}
\int_{\left\{u_{n}>t\right\}} \lambda_{n} \sigma_{n}\left(u_{n}\right) d \mathcal{H}^{N-1} \leq \int_{\left\{u_{n}>t\right\}} f_{n}+\int_{\left\{u_{n}>t\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1}, \quad \forall t>0 \tag{3.10}
\end{equation*}
$$

It holds that $\lambda_{n} \sigma_{n}\left(u_{n}\right)$ is bounded in $L^{1}(\partial \Omega), u_{n}$ is bounded in $M^{\frac{N(p-1)}{N-p}}(\Omega)$ and $M^{\frac{(N-1)(p-1)}{N-p}}(\partial \Omega)$ and $\left|\nabla u_{n}\right|$ is bounded in $M^{\frac{N(p-1)}{N-1}}(\Omega)$ with respect to $n$. Moreover $h_{n}\left(u_{n}\right) g_{n}$ is bounded in $L^{1}(\partial \Omega)$ with respect to $n$. In particular it holds

$$
\begin{equation*}
\left\|T_{k}\left(u_{n}\right)\right\|_{W_{10}^{1, p}(\Omega)} \leq C k^{\frac{1}{p}} \tag{3.11}
\end{equation*}
$$

for some positive constant $C$ which does not depend on $n$.
Proof. Let $t, \varepsilon>0$ and let us take $\phi_{t, \varepsilon}\left(u_{n}\right)\left(\phi_{t, \varepsilon}\right.$ is defined in (1.4)) as a test function in the weak formulation of (3.9) yielding to (recall (3.2))

$$
\begin{align*}
& \alpha \int_{\Omega}\left|\nabla u_{n}\right|^{p} \phi_{t, \varepsilon}^{\prime}\left(u_{n}\right)+\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) \phi_{t, \varepsilon}\left(u_{n}\right) d \mathcal{H}^{N-1}  \tag{3.12}\\
& \leq \int_{\Omega} f_{n} \phi_{t, \varepsilon}\left(u_{n}\right)+\int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} \phi_{t, \varepsilon}\left(u_{n}\right) d \mathcal{H}^{N-1} .
\end{align*}
$$

Since $\phi_{t, \varepsilon}$ is nondecreasing, it is different from zero only on $\left\{u_{n}>t\right\}$ one gets

$$
\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) \phi_{t, \varepsilon}\left(u_{n}\right) d \mathcal{H}^{N-1} \leq \int_{\left\{u_{n}>t\right\}} f_{n}+\int_{\left\{u_{n}>t\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1}
$$

and (3.10) is obtained by an application of the Fatou Lemma as $\varepsilon \rightarrow 0^{+}$. Let also highlight that the right hand of (3.12) is bounded by a constant which is independent of $n$ :

$$
\int_{\left\{u_{n}>t\right\}} f_{n}+\int_{\left\{u_{n}>t\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} \leq \int_{\Omega} f+\sup _{s \in(t, \infty)} h(s) \int_{\partial \Omega} g d \mathcal{H}^{N-1}=c(t) .
$$

This implies

$$
\begin{aligned}
\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) d \mathcal{H}^{N-1} & =\int_{\left\{u_{n} \leq 1\right\}} \lambda_{n} \sigma_{n}\left(u_{n}\right) d \mathcal{H}^{N-1}+\int_{\left\{u_{n}>1\right\}} \lambda_{n} \sigma_{n}\left(u_{n}\right) d \mathcal{H}^{N-1} \\
& \leq \max _{s \in[0,1]} \sigma(s) \int_{\partial \Omega} \lambda d \mathcal{H}^{N-1}+c(1)
\end{aligned}
$$

so that $\lambda_{n} \sigma\left(u_{n}\right)$ is bounded in $L^{1}(\partial \Omega)$ with respect to $n$.
Now we focus on the Sobolev estimate for $u_{n}$. Let us take $T_{k}\left(u_{n}\right)-k$ as a test function in the weak formulation of (3.9) yielding to

$$
\alpha \int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right|^{p}+\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right)\left(T_{k}\left(u_{n}\right)-k\right) d \mathcal{H}^{N-1} \leq 0,
$$

which means that

$$
\int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right|^{p} \leq \frac{k}{\alpha} \int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) d \mathcal{H}^{N-1} \leq C k,
$$

where $C$ does not depend on $n$ since $\lambda_{n} \sigma_{n}\left(u_{n}\right)$ is bounded in $L^{1}(\partial \Omega)$ with respect to $n$. Then we have shown that

$$
\int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right|^{p}+\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) T_{k}\left(u_{n}\right) \leq C k, \quad \forall k>0
$$

Thus, recalling (3.7) and that $\lambda_{n} \geq \lambda_{1}$, the previous implies that for any $k>0$ (3.11) holds since $\|\cdot\|_{\lambda_{1}, p}$ and $\|\cdot\|_{W^{1, p}(\Omega)}$ are equivalent.
It follows from classical arguments that $u_{n}$ is bounded in $M^{\frac{N(p-1)}{N-p}}(\Omega)$ and $\left|\nabla u_{n}\right|$ is bounded in $M^{\frac{N(p-1)}{N-1}}(\Omega)$ with respect to $n$ (see for instance [4]).
Here we briefly sketch the boundedness in $M^{\frac{(N-1)(p-1)}{N-p}}(\partial \Omega)$. It follows from (3.11) and (1.5) that

$$
k \mathcal{H}^{N-1}\left(\left\{x \in \partial \Omega: u_{n} \geq k\right\}\right)^{\frac{N-p}{(N-1) p}} \leq\left\|T_{k}\left(u_{n}\right)\right\|_{L^{\frac{(N-1) p}{N-p}}(\partial \Omega)} \leq C k^{\frac{1}{p}}
$$

which implies that

$$
\mathcal{H}^{N-1}\left(\left\{x \in \partial \Omega: u_{n} \geq k\right\}\right) \leq \frac{C}{k^{\frac{(N-1)(p-1)}{N-p}}},
$$

namely $u_{n}$ is bounded in $M^{\frac{(N-1)(p-1)}{N-p}}(\partial \Omega)$ with respect to $n$.
Now we show that $h_{n}\left(u_{n}\right) g_{n}$ is bounded in $L^{1}(\partial \Omega)$ with respect to $n$. Let us take $V_{\delta}\left(u_{n}\right)$ ( $V_{\delta}$ is defined in (1.3)) as a test function in the weak formulation of (3.9). This takes to

$$
\begin{aligned}
& \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} V_{\delta}^{\prime}\left(u_{n}\right)+\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) V_{\delta}\left(u_{n}\right) d \mathcal{H}^{N-1} \\
& =\int_{\Omega} f_{n} V_{\delta}\left(u_{n}\right)+\int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} V_{\delta}\left(u_{n}\right) d \mathcal{H}^{N-1} .
\end{aligned}
$$

Now recalling that $f_{n} \geq 0, V_{\delta}^{\prime}(s) \leq 0$ and that (3.2) holds, the previous implies

$$
\begin{aligned}
\int_{\left\{u_{n} \leq \delta\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} & \leq \int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} V_{\delta}\left(u_{n}\right) d \mathcal{H}^{N-1} \\
& \leq \int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) V_{\delta}\left(u_{n}\right) d \mathcal{H}^{N-1} \leq C
\end{aligned}
$$

since $\lambda_{n} \sigma_{n}\left(u_{n}\right)$ is bounded in $L^{1}(\partial \Omega)$. This concludes the proof.
3.2. Convergence results. This subsection is devoted to the proof of the convergence results concerning $u_{n}$ which are needed to prove Theorem 3.5,
Lemma 3.9. Under the assumptions of Lemma 3.7 let $u_{n}$ be a solution to (3.9). Then $u_{n}$ converges (up to a subsequence) almost everywhere in $\Omega$ and $\mathcal{H}^{N-1}$ almost everywhere in $\partial \Omega$ as $n \rightarrow \infty$ to a function $u$ which is almost everywhere finite in $\Omega$ and on $\partial \Omega$.
Moreover $\lambda_{n} \sigma_{n}\left(u_{n}\right)$ and $h_{n}\left(u_{n}\right) g_{n}$ converge in $L^{1}(\partial \Omega)$ respectively to $\lambda \sigma(u)$ and $h(u) g$ as $n \rightarrow \infty$.
Finally $T_{k}\left(u_{n}\right)$ converges to $T_{k}(u)$ strongly in $W^{1, p}(\Omega)$ as $n \rightarrow \infty$ and for every $k>0$.
Proof. It follows from Lemma 3.8 that $u_{n}$ is bounded in $M^{\frac{N(p-1)}{N-p}}(\Omega)$ with respect to $n$ and $T_{k}\left(u_{n}\right)$ is bounded in $W^{1, p}(\Omega)$ for any $k>0$, then $u_{n}$ converges (up to not relabeled subsequences) almost everywhere to a function $u$ such that $T_{k}(u) \in W^{1, p}(\Omega)$ and $u$ is almost everywhere finite in $\Omega$. Moreover, by a suitable compactness argument (in $n$ ) for $T_{k}\left(u_{n}\right)$ on $\partial \Omega, u_{n}$ converges (up to a subsequence) $\mathcal{H}^{N-1}$ almost everywhere to $u$ in $\partial \Omega$. The function $u$ is $\mathcal{H}^{N-1}$-a.e. finite on $\partial \Omega$ since $u_{n}$ is bounded in $M^{\frac{(N-1)(p-1)}{N-p}}(\partial \Omega)$ as proven in Lemma 3.8.
Now observe that (3.10) implies that $\lambda_{n} \sigma_{n}\left(u_{n}\right)$ is equiintegrable and it converges to $\lambda \sigma(u)$ in $L^{1}(\partial \Omega)$ as $n \rightarrow \infty$.
Now let us show that $h_{n}\left(u_{n}\right) g_{n}$ converges in $L^{1}(\partial \Omega)$ to $h(u) g$ as $n \rightarrow \infty$. If $h(0)<\infty$ then this is obvious; hence, without loss of generality, we assume that $h(0)=\infty$. Firstly observe that $h(u) g \in L^{1}(\partial \Omega)$; indeed it follows from the weak formulation of (3.9) that

$$
\int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} \leq \int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) d \mathcal{H}^{N-1} \leq C
$$

thanks to Lemma 3.8. Then an application of the Fatou Lemma gives $h(u) g \in L^{1}(\partial \Omega)$ which also means

$$
\begin{equation*}
\{u=0\} \subset\{g=0\} \text { if } h(0)=\infty, \tag{3.13}
\end{equation*}
$$

up to a set of zero $\mathcal{H}^{N-1}$ measure set.

Now let us take $V_{\delta}\left(u_{n}\right)$ as a test function in the weak formulation of (3.9) yielding to

$$
\int_{\left\{u_{n} \leq \delta\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} \leq \int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} V_{\delta}\left(u_{n}\right) d \mathcal{H}^{N-1} \leq \int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) V_{\delta}\left(u_{n}\right) d \mathcal{H}^{N-1}
$$

where we dropped a non-positive term. Now one can simply take $n \rightarrow \infty$ and $\delta \rightarrow 0^{+}$, obtaining that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \limsup _{n \rightarrow \infty} \int_{\left\{u_{n} \leq \delta\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} \leq \int_{\{u=0\}} \lambda \sigma(u) V_{\delta}(u) d \mathcal{H}^{N-1}=0 \tag{3.14}
\end{equation*}
$$

since $\sigma(0)=0$.
Now consider $\delta \notin\{t:|\{u=t\}|>0\}$, which is admissible since it is a countable set, and split the singular term as

$$
\begin{align*}
\int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} & =\int_{\left\{u_{n} \leq \delta\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} \\
& +\int_{\left\{u_{n}>\delta\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1} . \tag{3.15}
\end{align*}
$$

For the first term of (3.15) it holds (3.14) as $n \rightarrow \infty$ and $\delta \rightarrow 0^{+}$.
For the second term in the right-hand of the previous one can apply the Lebesgue Theorem since

$$
h_{n}\left(u_{n}\right) g_{n} \chi_{\left\{u_{n} \geq \delta\right\}} \leq \sup _{s \in(\delta, \infty)} h(s) g \in L^{1}(\partial \Omega)
$$

yielding to

$$
\lim _{n \rightarrow \infty} \int_{\left\{u_{n}>\delta\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1}=\int_{\{u>\delta\}} h(u) g d \mathcal{H}^{N-1}
$$

Then, since $h(u) g \in L^{1}(\partial \Omega)$, one can apply once again the Lebesgue Theorem in order to get

$$
\lim _{\delta \rightarrow 0^{+}} \lim _{n \rightarrow \infty} \int_{\left\{u_{n}>\delta\right\}} h_{n}\left(u_{n}\right) g_{n} d \mathcal{H}^{N-1}=\int_{\partial \Omega} h(u) g d \mathcal{H}^{N-1}
$$

thanks to (3.13). Since $h_{n}\left(u_{n}\right) g_{n}$ is nonnegative, this is sufficient to deduce that it converges to $h(u) g$ in $L^{1}(\partial \Omega)$ as $n \rightarrow \infty$.
Now we prove that $T_{k}\left(u_{n}\right)$ converges to $T_{k}(u)$ strongly in $W^{1, p}(\Omega)$ as $n \rightarrow \infty$ and for every $k>0$. Let us take $\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) V_{l}\left(u_{n}\right)(l>k)$ as a test function in the weak formulation of (3.9) yielding to

$$
\begin{aligned}
& \int_{\Omega}\left(a\left(x, \nabla T_{k}\left(u_{n}\right)\right)-a\left(x, \nabla T_{k}(u)\right)\right) \cdot \nabla\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) \\
& =-\int_{\left\{k<u_{n}<2 l\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) V_{l}\left(u_{n}\right) \\
& +\frac{1}{l} \int_{\left\{l<u_{n}<2 l\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n}\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) \\
& +\int_{\Omega} f_{n}\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) V_{l}\left(u_{n}\right)+\int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n}\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) V_{l}\left(u_{n}\right) d \mathcal{H}^{N-1} \\
& -\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right)\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) V_{l}\left(u_{n}\right) d \mathcal{H}^{N-1}-\int_{\Omega} a\left(x, \nabla T_{k}(u)\right) \cdot \nabla\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right) \\
& =:(A)+(B)+(C)+(D)+(E)+(F) .
\end{aligned}
$$

For $(A)$ one has

$$
(A) \leq \int_{\Omega}\left|a\left(x, \nabla u_{n}\right)\right| V_{l}\left(u_{n}\right)\left|\nabla T_{k}(u)\right| \chi_{\left\{u_{n}>k\right\}} .
$$

Now let underline that $\left|a\left(x, \nabla u_{n}\right)\right| V_{l}\left(u_{n}\right)$ is bounded in $L^{\frac{p}{p-1}}(\Omega)$ with respect to $n$ and that $\left|\nabla T_{k}(u)\right| \chi_{\left\{u_{n}>k\right\}}$ converges to zero in $L^{p}(\Omega)$ as $n \rightarrow \infty$ then one has

$$
\limsup _{n \rightarrow \infty}(A) \leq 0
$$

In order to estimate $(B)$ we take $\phi_{l, l}\left(u_{n}\right)$ as a test function in the weak formulation of (3.9), yielding to

$$
\frac{1}{l} \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} \leq \int_{\Omega} f_{n} \phi_{l, l}\left(u_{n}\right)+\int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} \phi_{l, l}\left(u_{n}\right) d \mathcal{H}^{N-1}
$$

which simply goes to zero as $n \rightarrow \infty$ and $l \rightarrow \infty$ since both $f_{n}$ and $h_{n}\left(u_{n}\right) g_{n}$ converges in $L^{1}(\Omega)$ and in $L^{1}(\partial \Omega)$ respectively as $n \rightarrow \infty$. Hence one gets that

$$
\lim _{l \rightarrow \infty} \limsup _{n \rightarrow \infty}(B)=0
$$

Moreover one simply has that

$$
\lim _{n \rightarrow \infty}(C)=\lim _{n \rightarrow \infty}(D)=\lim _{n \rightarrow \infty}(E)=0
$$

since $f_{n}$ converges in $L^{1}(\Omega)$, and both $h_{n}\left(u_{n}\right) g_{n}, \lambda_{n} \sigma_{n}\left(u_{n}\right)$ converge in $L^{1}(\partial \Omega)$ with respect to $n$. Finally it follows from the weak convergence of $T_{k}\left(u_{n}\right)$ to $T_{k}(u)$ as $n \rightarrow \infty$ in $W^{1, p}(\Omega)$ that

$$
\lim _{n \rightarrow \infty}(F)=0
$$

Therefore we have proven that

$$
\limsup _{n \rightarrow \infty} \int_{\Omega}\left(a\left(x, \nabla T_{k}\left(u_{n}\right)\right)-a\left(x, \nabla T_{k}(u)\right)\right) \cdot \nabla\left(T_{k}\left(u_{n}\right)-T_{k}(u)\right)=0,
$$

which allows to reason as in the proof of Lemma 5 of [5] in order to conclude the proof.
3.3. Existence of an entropy solution. This section is devoted to the passage to the limit in weak formulation of the approximation scheme (3.9).

Proof of Theorem [3.5. Let $u_{n}$ be a solution to (3.9). Then it follows from Lemma 3.9 that $u_{n}$ converges (up to a subsequence) almost everywhere in $\Omega$ and $\mathcal{H}^{N-1}$ almost everywhere on $\partial \Omega$ to $u$ as $n \rightarrow \infty$. Moreover $u$ is almost everywhere finite and $T_{k}(u) \in W^{1, p}(\Omega)$.
Let us firstly observe that $a\left(x, \nabla T_{k}(u)\right) \in L^{\frac{p}{p-1}}(\Omega)^{N}$ since $T_{k}(u) \in W^{1, p}(\Omega)$ and thanks to (3.3). Let us also note that it follows from Lemma 3.9 that $\lambda \sigma(u), h(u) g \in L^{1}(\partial \Omega)$.
Let us prove (3.8). We take $T_{k}\left(u_{n}-v\right)$ as a test function in the weak formulation of (3.9) where $v \in W^{1, p}(\Omega) \cap L^{\infty}(\Omega)$. Then one obtains

$$
\begin{align*}
& \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-v\right)+\int_{\partial \Omega} \lambda_{n} \sigma_{n}\left(u_{n}\right) T_{k}\left(u_{n}-v\right) d \mathcal{H}^{N-1} \\
& =\int_{\Omega} f_{n} T_{k}\left(u_{n}-v\right)+\int_{\partial \Omega} h_{n}\left(u_{n}\right) g_{n} T_{k}\left(u_{n}-v\right) d \mathcal{H}^{N-1}, \tag{3.16}
\end{align*}
$$

and we want to pass to the limit (3.16) as $n \rightarrow \infty$. For the first term on the left hand side one can write

$$
\begin{aligned}
\int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-v\right) & =\int_{\left\{\left|u_{n}-v\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} \\
& -\int_{\left\{\left|u_{n}-v\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla v .
\end{aligned}
$$

Let firstly observe that in the previous integrals one has that $u_{n} \leq\|v\|_{L^{\infty}(\Omega)}+k=: M$. Then, since it follows from Lemma 3.9 that $T_{k}\left(u_{n}\right)$ converges strongly to $T_{k}(u)$ in $W^{1, p}(\Omega)$ as $n \rightarrow \infty$ for any $k>0$, one has that $a\left(x, \nabla T_{M}\left(u_{n}\right)\right)$ converges strongly to $a\left(x, \nabla T_{M}(u)\right)$ in $L^{\frac{p}{p-1}}(\Omega)^{N}$ as $n \rightarrow \infty$. This is sufficient to deduce that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-v\right) & =\int_{\{|u-v| \leq k\}} a(x, \nabla u) \cdot \nabla u \\
& -\int_{\{|u-v| \leq k\}} a(x, \nabla u) \cdot \nabla v \\
& =\int_{\Omega} a(x, \nabla u) \cdot \nabla T_{k}(u-v) .
\end{aligned}
$$

Moreover Lemma 3.9 also gives that $\lambda_{n} \sigma_{n}\left(u_{n}\right), h_{n}\left(u_{n}\right) g_{n}$ converge in $L^{1}(\partial \Omega)$ to $\lambda \sigma(u)$ and $h(u) g$ as $n \rightarrow \infty$. This is sufficient to take $n \rightarrow \infty$ in the second and in the fourth term of (3.16). The first term on the right-hand simply passes to the limit as $n \rightarrow \infty$. This concludes the proof.
3.4. Proof of the uniqueness result. In this section we prove Theorem 3.6.

Proof of Theorem [3.6. Let $u_{1}$ and $u_{2}$ be entropy solutions to problem (3.1) and let us take $v=T_{m}\left(u_{2}\right)$ in the entropy formulation corresponding to $u_{1}$ and $v=T_{m}\left(u_{1}\right)$ in that of $u_{2}$. Adding up both identities, it leads to

$$
\begin{align*}
& \int_{\left\{\left|u_{1}-T_{m}\left(u_{2}\right)\right|<k\right\}} a\left(x, \nabla u_{1}\right) \cdot \nabla\left(u_{1}-T_{m}\left(u_{2}\right)\right) \\
& +\int_{\left\{\left|u_{2}-T_{m}\left(u_{1}\right)\right|<k\right\}} a\left(x, \nabla u_{2}\right) \cdot \nabla\left(u_{2}-T_{m}\left(u_{1}\right)\right) \\
& +\int_{\partial \Omega} \lambda \sigma\left(u_{1}\right) T_{k}\left(u_{1}-T_{m}\left(u_{2}\right)\right) d \mathcal{H}^{N-1}+\int_{\partial \Omega} \lambda \sigma\left(u_{2}\right) T_{k}\left(u_{2}-T_{m}\left(u_{1}\right)\right) d \mathcal{H}^{N-1}  \tag{3.17}\\
& =\int_{\Omega} f\left(T_{k}\left(u_{1}-T_{m}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{m}\left(u_{1}\right)\right)\right) \\
& +\int_{\partial \Omega} h\left(u_{1}\right) g T_{k}\left(u_{1}-T_{m}\left(u_{2}\right)\right) d \mathcal{H}^{N-1}+\int_{\partial \Omega} h\left(u_{2}\right) g T_{k}\left(u_{2}-T_{m}\left(u_{1}\right)\right) d \mathcal{H}^{N-1}
\end{align*}
$$

We let $m \rightarrow \infty$ in (3.17).
For the first two terms of (3.17) one can reason as in Theorem 5.1 of [4], deducing that its liminf as $m \rightarrow \infty$ is bigger than

$$
\int_{\left\{\left|u_{1}-u_{2}\right|<k\right\}}\left(a\left(x, \nabla u_{1}\right)-a\left(x, \nabla u_{2}\right)\right) \cdot \nabla\left(u_{1}-u_{2}\right) .
$$

It is easy to handle the other terms thanks to Lebesgue's Theorem. Indeed,

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \int_{\partial \Omega} \lambda \sigma\left(u_{1}\right) T_{k}\left(u_{1}-T_{m}\left(u_{2}\right)\right) d \mathcal{H}^{N-1}+\int_{\partial \Omega} \lambda \sigma\left(u_{2}\right) T_{k}\left(u_{2}-T_{m}\left(u_{1}\right)\right) d \mathcal{H}^{N-1}  \tag{3.18}\\
& \quad=\int_{\partial \Omega} \lambda\left(\sigma\left(u_{1}\right)-\sigma\left(u_{2}\right)\right) T_{k}\left(u_{1}-u_{2}\right) d \mathcal{H}^{N-1} \geq 0
\end{align*}
$$

since $\sigma$ is an increasing function. Moreover,

$$
\lim _{m \rightarrow \infty} \int_{\Omega} f\left(T_{k}\left(u_{1}-T_{m}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{m}\left(u_{1}\right)\right)\right)=0
$$

and

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} \int_{\partial \Omega} h\left(u_{1}\right) g T_{k}\left(u_{1}-T_{m}\left(u_{2}\right)\right) d \mathcal{H}^{N-1}+\int_{\partial \Omega} h\left(u_{2}\right) g T_{k}\left(u_{2}-T_{m}\left(u_{1}\right)\right) d \mathcal{H}^{N-1} \\
& \quad=\int_{\partial \Omega} g\left(k\left(u_{1}\right)-k\left(u_{2}\right)\right) T_{k}\left(u_{1}-u_{2}\right) d \mathcal{H}^{N-1} \leq 0
\end{aligned}
$$

since $k$ is nonincreasing. Therefore, identity (3.17) becomes
$\int_{\left\{\left|u_{1}-u_{2}\right|<k\right\}}\left(a\left(x, \nabla u_{1}\right)-a\left(x, \nabla u_{2}\right)\right) \cdot \nabla\left(u_{1}-u_{2}\right)+\int_{\partial \Omega} \lambda\left(\sigma\left(u_{1}\right)-\sigma\left(u_{2}\right)\right) T_{k}\left(u_{1}-u_{2}\right) d \mathcal{H}^{N-1} \leq 0$.
Now the proof concludes by observing that it follows from (3.4) and (3.18) that both terms of the previous are zero. This means that $\nabla u_{1}=\nabla u_{2}$ almost everywhere in $\Omega$. Moreover the previous implies that $\lambda u_{1}=\lambda u_{2} \mathcal{H}^{N-1}$ almost everywhere on $\partial \Omega$ since $\sigma(s)$ is increasing in $s$.
Then one has that, for all $k>0,\left\|T_{k}\left(u_{1}\right)-T_{k}\left(u_{2}\right)\right\|_{\lambda, p}=0$ and we conclude that $u_{1}=u_{2}$ almost everywhere in $\Omega$ and $\mathcal{H}^{N-1}$ almost everywhere on $\partial \Omega$.
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