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Abstract - We deal with the following nonlinear elliptic problem:{
−div a(x, u,∇u) + b(x, u,∇u) = f in Ω

u = 0 on ∂Ω;

where Ω is a bounded open in IRN , f ∈ L1(Ω), −div a(x, u,∇u) defines an operator
satisfying Leray-Lions type conditions, and the lower order term satisfies natural growth
conditions and some other properties; we point out that these properties do not include
a sign assumption (see in (2) below our model example). We prove existence of an
entropy solution for this problem (see definition 2.2 below) and we show that, under a
natural monotonicity hypothesis, there exists a smallest entropy solution.

1 Introduction

This paper is concerned with existence and uniqueness of solutions of some nonlinear
second-order elliptic equations posed in a bounded set Ω ⊂ IRN . These equations have
a lower-order term which depends on the gradient with natural growth and L1 functions
as data. We point out that the results proved in this paper are new, even for regular
data (this is so except for some simple cases like Euler’s equations of functionals, which
can be studied using methods from the Calculus of Variations: see, for instance, [12]).

In order to deal with L1 data, we consider the notion of entropy solution (see
definition 2.2 below). Entropy solutions were defined in [2] in order to get an L1 theory
of existence and uniqueness for elliptic equations such as{

−div a(x,∇u) + b(x, u) = f in Ω
u = 0 on ∂Ω

(1)

where Ω is an open set in IRN , 1 < p < N , a : Ω × IRN → IR is a function
satisfying the classical Leray-Lions conditions such that −div a(x,∇u) defines a
strictly monotone operator from W 1,p

0 (Ω) onto W−1,p′(Ω), and b : Ω × IR →
IR is a Carathéodory function, nondecreasing in its second variable and such that
sup|s|≤k |b(x, s)| ∈ L1

loc(Ω). (Note that the restriction on p is a consequence of the
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Sobolev imbedding L1(Ω) ⊂ W−1,p′(Ω) for p > N , since then problem (1) can be
solved in the variational setting.) Afterwards, entropy solutions have been used to prove
existence and/or uniqueness of similar type of equations in [1, 3, 5, 9, 15, 18]. Another
approach to define a suitable generalized solution is that of renormalized solution which
was introduced in [17] and then used, for instance, in [14, 19, 20]. Yet another work
on existence and uniqueness of solutions of second-order quasilinear equations with L1

or measure data is [13]. Let us also mention [22] which deals with a system where a
gradient term appears, for such system existence of a solution is proved but it does not
provide uniqueness of that solution. For a survey about the search of a definition of
generalized solution which will make problem (1) well-posed see [21].

Our purpose is to investigate the effect of a lower-order term, depending on the
gradient with natural growth, on the suitable notion of generalized solution. Our model
equation is the simplest case: Euler’s equation for a functional on H1

0 (Ω) defined by

J(u) = 1
2

∫
Ω

|∇u|2
σ(u)

−
∫
Ω
fu (with σ being smooth enough and positive, and satisfying

appropriate bound conditions); that is,{
−div

(
∇u
σ(u)

)
− 1

2
|∇u|2σ′(u)

σ(u)2
= f, in Ω;

u = 0, on ∂Ω.
(2)

We emphasize that the lower-order term does not satisfy a sign condition. Thus, we
cannot obtain a priori estimates on Tku, a truncature of the solution, by taking it
as test function in a weak formulation of problem (2). This is a setback since we
need some a priori estimates on the truncatures to prove existence of a solution for
an integrable datum. Observe that we can overcome this difficulty by considering√

σ(u) Tku, instead Tku, as test function and so getting∫
Ω

|∇Tku|2√
σ(u)

=

∫
Ω

f
√
σ(u) Tku =⇒ 1√

M

∫
Ω

|∇Tku|2 ≤ k
√
M

∫
Ω

|f |,

where M is an upper bound of σ. Hence, we shall obtain the desired estimates in
our general equation by developing the above idea.

If in (2) we choose σ strictly concave on [0,+∞[, then it yields( ξ

σ(r)
− η

σ(s)

)
· (ξ − η)− 1

2

( |ξ|2σ′(r)

σ(r)2
− |η|2σ′(s)

σ(s)2

)
(r − s) > 0 (3)

for r, s ≥ 0 and η ̸= ξ (see Corollary 4.1 at the end of this paper). It follows from (3)
that uniqueness should be almost automatic for positive solutions. This is so for regular
data (when the solution u belongs to the right Sobolev space H1

0 (Ω) ), but does not
apply for every L1 data. Nevertheless, we can obtain an entropy solution as limit of
solutions of approximating problems and, on the other hand, these solutions belong to
H1

0 (Ω) ∩ L∞(Ω) by an L∞-estimate. Both facts together allow us to prove that there
exists the smallest entropy solution, showing in this way a kind of uniqueness. In the
same way, we may deal with a general equation which satisfies a monotone hypothesis
similar to (3).

A remark concerning (3) is in order. That inequality is only satisfied for r, s ≥ 0.
The claim that (3) holds for all r, s ∈ IR is not true, and this fact would contradict
[12, Proposition 2.4].



Let us mention that our model problem (2) is also the one considered in [8, Section
5] to study existence results for a class of nonlinear elliptic equations. Nevertheless,
their development does not coincide with ours: the classes of problems investigated are
very different and general questions on uniqueness of solutions are not considered in
[8] (in [8, Section 3] they also deal with uniqueness, but only for the model problem).

This paper is organized into three sections. The next one is on preliminaries: we
include the precise hypotheses on our problem and the definition of entropy solution,
and we also state the results. Section 2 is devoted to existence of a solution, while
section 3 is on uniqueness. At the end of section 3, we give some examples to show
general hypotheses on uniqueness in particular cases.

2 Assumptions and Statement of Results

Let N ≥ 3, 1 < p < N and p′ = p/(p − 1). Throughout this paper Ω ⊂ IRN

will denote an open bounded set, µ Lebesgue measure on Ω and c (possible
different) positive constants which only depend on the parameters of our problem. Let
us consider three functions a : Ω × IR × IRN → IRN , b : Ω × IR × IRN → IR and
B : Ω× IR → IR satisfying the following properties:

(H1) These functions satisfy the Carathéodory conditions: i.e., for almost all x ∈ Ω,
the functions (s, ξ) → a(x, s, ξ), (s, ξ) → b(x, s, ξ) and s → B(x, s) are continuous,
and for all (s, ξ) ∈ IR × IRN , the functions x → a(x, s, ξ), x → b(x, s, ξ) and
x → B(x, s) are measurable.

(H2)


|a(x, s, ξ)| ≤ Λ

(
|s|p−1 + |ξ|p−1 + ga(x)

)
(
a(x, s, ξ)− a(x, s, η)

)
· (ξ − η) > 0 for all ξ ̸= η

a(x, s, ξ) · ξ ≥ α(s)|ξ|p,

where Λ > 0, ga ∈ Lp′(Ω) and α is a continuous real function such that α(s) ≥ λ
for some λ > 0. Observe that α(s) ≤ Λ, so that α is a bounded positive function.

(H3) |b(x, s, ξ)−B(x, s)| ≤ β(s)|ξ|p,

β being a nonnegative and continuous function which is integrable on IR.

(H4)


sup|s|≤k |B(x, s)| ∈ L1(Ω) for every k > 0

B(x, s)s ≥ 0.

Observe that (H2) and (H3) imply that the quotient β/α is also integrable on
IR. We will denote γ(s) =

∫ s

0
β/α, which obviously is a bounded function.

Remark 2.1 In (H2) we have to impose the condition α(s) ≥ λ > 0 to guarantee
the coerciveness of the operator defined by −div a(x, u,∇u). However, noncoercive



operators are considered in [3], where existence results are proved. Since their methods
can be adapted to our situation, the above assumption on α can be removed. Actually,
the basic requirement on functions α and β needed in most of what follows is β/α
integrable on IR (see also [10]). Thus, even though our hypotheses on both functions
are independent, we just need a compatibility condition between them.

Consider the following nonlinear elliptic problem: Given f ∈ L1(Ω) find a mea-
surable function u such that a(x, u,∇u) and b(x, u,∇u) belong to L1(Ω) and
satisfying {

−div a(x, u,∇u) + b(x, u,∇u) = f in Ω
u = 0 on ∂Ω

(4)

in a generalized sense to be determined.
This problem was studied, for instance, in [4] under two fundamental hypotheses

on b: a sign condition (i.e., b(x, s, ξ)s ≥ 0 ) and a growth hypothesis on the second
variable (that is, |b(x, s, ξ)| ≥ |s|p ). These assumptions allow to find a solution in the
Sobolev space W 1,p(Ω).

We shall prove existence of a solution of (4) assuming our hypotheses (H1), (H2),
and (H3). As in [2], it is impossible to solve problem (4) in W 1,p(Ω). Our first step
is to prove existence of solutions when functions B and f are good enough to find
a weak solution.

Proposition 2.1 Assume that |B(x, s)| ≤ |s|p−1 + gB(x), where gB ∈ Lp′(Ω), and

f ∈ L
Np

Np−N+p (Ω). Then there exists u ∈ W 1,p
0 (Ω) such that b(x, u,∇u) ∈ L1(Ω),

which is a weak solution of (4) in the sense that∫
Ω

a(x, u,∇u) · ∇v +

∫
Ω

b(x, u,∇u)v =

∫
Ω

fv (5)

hold for every v ∈ W 1,p
0 (Ω) ∩ L∞(Ω).

Moreover, f ≥ 0 implies u ≥ 0.
If we also assume that β(s)|s| ≤ α(s) holds for all s ∈ IR, then b(x, u,∇u)u ∈

L1(Ω) and u may be taken as test function obtaining the following energy type identity:∫
Ω

a(x, u,∇u) · ∇u+

∫
Ω

b(x, u,∇u)u =

∫
Ω

fu (6)

When f is an arbitrary integrable function some difficulties appear (they are
very well explained in [21] for equations without lower-order terms depending on the
gradient). The main obstacle is that then the solution does not belong to the correct
Sobolev space W 1,p

0 (Ω) and, for small p, does not even belong to W 1,1
loc (Ω).

On the one hand, since ∇u may no longer be in L1(Ω), there appears the problem
of interpreting what ∇u means, that is, we have to define the gradient of u in this
situation. To do so we need some preliminaries. For k > 0 we define the truncature
at level ±k as Tk(r) = (−k) ∨ [k ∧ r].

Definition 2.1 Following [2], we introduce T 1,p
0 (Ω) as the set of all measurable func-

tions u : Ω → IR such that Tku ∈ W 1,p
0 (Ω) for all k > 0.



For a measurable function u belonging to T 1,p
0 (Ω), a gradient can be defined: it is

a measurable function which is also denoted by ∇u and satisfies ∇Tku = (∇u)χ{|u|<k}

for all k > 0 (see [2]).
On the other hand, it follows from u /∈ W 1,p

0 (Ω) that the function a(x, u,∇u) ·∇v
is not integrable for all v ∈ W 1,p

0 (Ω) ∩ L∞(Ω); thus, weak solutions, as functions
satisfying (5), have no sense. However, we can prove that a solution exists in the sense
of distributions and, moreover, as an entropy solution; let us next define it.

Definition 2.2 Let f ∈ L1(Ω). We will say that u ∈ T 1,p
0 (Ω) is an entropy solution

of (4) if b(x, u,∇u) ∈ L1(Ω) and the identity∫
Ω

a(x, u,∇u) · ∇Tk(u− v) +

∫
Ω

b(x, u,∇u)Tk(u− v) =

∫
Ω

fTk(u− v) (7)

holds for every v ∈ W 1,p
0 (Ω) ∩ L∞(Ω) and k > 0.

We point out that every term in (7) is well defined: since f, b(x, u,∇u) ∈ L1(Ω),
the only term which offers some difficulty is the first one. Observe that∫

Ω

a(x, u,∇u) · ∇Tk(u− v) =

∫
{|u−v|<k}

a(x, TKu,∇TKu) · ∇Tk(u− v),

where K = k+∥v∥∞. Now, it follows from TKu ∈ W 1,p
0 (Ω) and Tk(u−v) ∈ W 1,p

0 (Ω)
that a(x, TKu,∇TKu) · ∇Tk(u− v) is integrable on the set {|u− v| < k} and so the
first term in (7) is well defined.

Recall que a measurable function u : Ω → IR belongs to the Marcinkiewicz (or
weak-Lebesgue) space Mq(Ω), with 0 < q < ∞, if there exists c > 0 satisfying

µ{x ∈ Ω : |u(x)| > k} ≤ ck−q

for every k > 0. It is straightforward from the definition that Lq(Ω) ⊂ Mq(Ω) ⊂
Lq−ϵ(Ω) for all 0 < ϵ < q.

The main result on existence of a solution of (4) is the following.

Theorem 2.1 For each f ∈ L1(Ω) there exists u such that it is a solution of (4)
in the sense of distributions, b(x, u,∇u) ∈ L1(Ω) and it is also an entropy solution.

Moreover, u ∈ M
N(p−1)
N−p (Ω) and |∇u| ∈ M

N(p−1)
N−1 (Ω), so that if p > 2 − 1

N
, then

u ∈ W 1,q
0 (Ω) for all 1 ≤ q < N(p−1)

N−1
.

We also have that if f ≥ 0, then u ≥ 0.

It is now time to discuss uniqueness for nonnegative data, and to do it some extra
conditions on functions a and b are needed. In the remaining results we will suppose
that the following condition is also satisfied.

(H5) The inequality(
a(x, s, ξ)− a(x, r, η)

)
· (ξ − η) +

(
b(x, s, ξ)− b(x, r, η)

)
(s− r) > 0

holds for almost all x ∈ Ω, for r, s ≥ 0 and for ξ ̸= η.



It is straightforward that this inequality is satisfied when, for almost all x ∈ Ω,
the functions (s, ξ) → a(x, s, ξ), (s, ξ) → b(x, s, ξ) are of class C1 on [0,+∞[×IRN

and the matrix 
∂a1
∂ξ1

. . . ∂a1
∂ξN

∂a1
∂s

...
. . .

...
...

∂aN
∂ξ1

. . . ∂aN
∂ξN

∂aN
∂s

∂b
∂ξ1

. . . ∂b
∂ξN

∂b
∂s


generates a quadratic form which is positive-definite. Other sufficient conditions, in a
particular case, will be shown at the end of Section 3.

Concerning entropy solutions we are only able to prove the following result.

Proposition 2.2 Let u and v be two entropy solutions of (4), where f ∈ L1(Ω)
and f ≥ 0. Then one has

lim sup
k→∞

k

∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v) ≤ 0,

and the condition

lim sup
k→∞

k

∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v) ≥ 0

implies u = v.
In particular, if u− v ∈ L∞(Ω), then u = v.

Notice that these conditions resemble those of [14]. As a consequence, in the par-
ticular case that the assumptions of Proposition 2.1 hold true, we may get uniqueness.

Corollary 2.1 If u and v are two entropy solutions of (4) belonging to W 1,p(Ω),
then u = v.

Unfortunately, the argument used to prove Corollary 2.1 cannot be applied to data
f which are just summable. The results we can prove for these data are the following.

Theorem 2.2 For each f ∈ L1(Ω), with f ≥ 0, there exists an entropy solution
of (4) which is the smallest one. This smallest entropy solution is obtained as limit of
solutions of approximating problems.

Proposition 2.3 Let f, g ∈ L1(Ω) be such that 0 ≤ g ≤ f . Denote by u and v the
smallest entropy solutions of (4) with data f and g, respectively. Then 0 ≤ v ≤ u.

We finally point out that a stability result can be obtained reasoning as in the proof
of Theorem 2.1.



3 Existence

This section is devoted to prove Proposition 2.1 and Theorem 2.1. The main idea in
our proofs is to consider test functions of exponential type; these resemble, in some
sense, those used in the proofs of [6].

Proof of Proposition 2.1: Let us consider the approximating problems{
−div a(x, un,∇un) +

nb(x,un,∇un)
n+|b(x,un,∇un)| = f in Ω

un = 0 on ∂Ω.
(8)

By classical results (see [16]), we know that there exists un ∈ W 1,p
0 (Ω), which is a

weak solution of (8). Hence,∫
Ω

a(x, un,∇un) · ∇v +

∫
Ω

nb(x, un,∇un)

n+ |b(x, un,∇un)|
v =

∫
Ω

fv (9)

holds for every v ∈ W 1,p
0 (Ω).

First step: a priori estimates.

We claim that if v ∈ W 1,p
0 (Ω)∩L∞(Ω), v ≥ 0, then eγ(un)v may be taken as test

function in (9) and as a consequence the inequality∫
Ω

eγ(un)a(x, un,∇un) · ∇v +

∫
Ω

nB(x, un)

n+ |b(x, un,∇un)|
eγ(un)v ≤

∫
Ω

feγ(un)v (10)

holds for every nonnegative v ∈ W 1,p
0 (Ω) ∩ L∞(Ω).

Let v ∈ W 1,p
0 (Ω)∩L∞(Ω). First observe that we have eγ(Tkun) ∈ W 1,p(Ω)∩L∞(Ω),

for every k > 0. Thus, v ∈ W 1,p
0 (Ω) ∩ L∞(Ω) implies eγ(Tkun)v ∈ W 1,p

0 (Ω) ∩ L∞(Ω).
Taking it as test function in (9), it yields∫

Ω
β(Tkun)
α(Tkun)

eγ(Tkun)va(x, un,∇un) · ∇Tkun +
∫
Ω
eγ(Tkun)a(x, un,∇un) · ∇v+

+
∫
Ω

n
n+|b(x,un,∇un)|b(x, un,∇un)e

γ(Tkun)v =
∫
Ω
feγ(Tkun)v.

(11)

Now we are going to study these integrals. Note that the first integral is equal to∫
{|un|<k}

β(un)

α(un)
eγ(un)va(x, un,∇un) · ∇un;

so that, by the positivity of α and β, and by (H2), the function is nonnegative.
Hence, applying the Monotone Convergence theorem, we have

lim
k→∞

∫
Ω

β(Tkun)

α(Tkun)
eγ(Tkun)va(x, un,∇un) · ∇Tkun =

=

∫
Ω

β(un)

α(un)
eγ(un)va(x, un,∇un) · ∇un.

On the other hand, the functions a(x, un,∇un) · ∇v, nb(x,un,∇un)
n+|b(x,un,∇un)|v and fv are

integrable, and the functions eγ(Tkun) are bounded in L∞(Ω); so Lebesgue’s Domi-
nated Convergence theorem may be applied in the remaining integrals. Thus, letting
k tend to ∞ in (11), we obtain∫

Ω

β(un)

α(un)
eγ(un)va(x, un,∇un) · ∇un +

∫
Ω

eγ(un)a(x, un,∇un) · ∇v+



+

∫
Ω

n

n+ |b(x, un,∇un)|
b(x, un,∇un)e

γ(un)v =

∫
Ω

feγ(un)v;

Hence, eγ(un)v may be taken as test function in (9).
Finally, since (H2) and (H3) imply∫

Ω

β(un)

α(un)
eγ(un)va(x, un,∇un) · ∇un+

+

∫
Ω

n

n+ |b(x, un,∇un)|
b(x, un,∇un)e

γ(un)v ≥

≥
∫
Ω

n

n+ |b(x, un,∇un)|
B(x, un)e

γ(un)v,

it follows that (10) holds true.
Similarly, for each v ∈ W 1,p

0 (Ω) ∩ L∞(Ω), v ≤ 0, one obtains that e−γ(un)v can
be taken as test function in (9) and deduces that the inequality∫

Ω

e−γ(un)a(x, un,∇un) · ∇v +

∫
Ω

nB(x, un)

n+ |b(x, un,∇un)|
e−γ(un)v ≤

∫
Ω

fe−γ(un)v (12)

holds for every nonpositive v ∈ W 1,p
0 (Ω) ∩ L∞(Ω).

From (10) and (12) we are going to obtain our a priori estimates. Taking v = Tku
+
n

in (10), we get∫
Ω

eγ(un)a(x, un,∇un) · ∇Tku
+
n +

∫
Ω

nB(x, un)

n+ |b(x, un,∇un)|
eγ(un)Tku

+
n ≤

≤
∫
Ω

feγ(un)Tku
+
n

so that, by (H2),∫
{0≤un<k}

eγ(un)α(un)|∇un|p +
∫
Ω

nB(x, un)

n+ |b(x, un,∇un)|
eγ(un)Tku

+
n ≤

≤
∫
Ω

|f |eγ(un)Tku
+
n .

Disregarding first a nonnegative term, it follows from the boundedness of γ that∫
{0≤un<k}

α(un)|∇un|p ≤ c

∫
Ω

|f |Tku
+
n ,

for some positive constant c. Analogously, taking v = −Tku
−
n in (12), we obtain∫

{−k<un≤0}
α(un)|∇un|p ≤ c

∫
Ω

|f |Tku
−
n .

Adding up both results it yields∫
{|un|<k}

α(un)|∇un|p ≤ c

∫
Ω

|f | · |Tkun| ≤ c

∫
Ω

|f | · |un|



and, since this holds for every k > 0, we obtain from Fatou’s lemma that∫
Ω

α(un)|∇un|p ≤ c

∫
Ω

|f | · |un|.

As a consequence,

λ

∫
Ω

|∇un|p ≤
∫
Ω

α(un)|∇un|p ≤ c

∫
Ω

|f | · |un|

and then Hölder’s and Sobolev’s inequalities imply

∥∇un∥pp ≤ c∥f∥ Np
Np−N+p

∥un∥p∗ ≤ c∥f∥ Np
Np−N+p

∥∇un∥p.

Hence, the sequence (un)n is bounded in W 1,p(Ω), so that we can extract a subse-
quence (still denoted by (un)n ), such that

un ⇀ u weakly in W 1,p(Ω), (and in Lp∗(Ω)). (13)

By Rellich-Kondrachov’s theorem, we may also assume

un → u in Lp(Ω) and a.e. (14)

Moreover, having in mind (H2) and |B(x, un)| ≤ |un|p−1 + gB(x), we also have that

a(x, un,∇u) → a(x, u,∇u) and B(x, un) → B(x, u) in Lp′(Ω). (15)

Second step: convergence.

Our aim in this step is to prove that

un → u in W 1,p(Ω) (16)

and
b(x, un,∇un) → b(x, u,∇u) in L1(Ω). (17)

In order to see (16), we will prove

lim
n→∞

∫
Ω

(
a(x, un,∇un)− a(x, un,∇u)

)
· ∇(un − u) = 0. (18)

To begin with the proof of it, let δ = e− sup |γ|. Then

δ

∫
Ω

(
a(x, un,∇un)− a(x, un,∇u)

)
· ∇(un − u) ≤

∫
{un−u≥0}

eγ(un)
(
a(x, un,∇un)− a(x, un,∇u)

)
· ∇(un − u)+

+

∫
{un−u≤0}

e−γ(un)
(
a(x, un,∇un)− a(x, un,∇u)

)
· ∇(un − u) =

= I1n − I2n + I3n − I4n,



where

I1n =

∫
{un−u≥0}

eγ(un)a(x, un,∇un) · ∇(un − u)

I2n =

∫
{un−u≥0}

eγ(un)a(x, un,∇u) · ∇(un − u)

I3n =

∫
{un−u≤0}

e−γ(un)a(x, un,∇un) · ∇(un − u)

I4n =

∫
{un−u≤0}

e−γ(un)a(x, un,∇u) · ∇(un − u).

Thus, we only have to prove that lim supn→∞ I1n − I2n + I3n − I4n ≤ 0. From (15),
it follows that eγ(un)a(x, un,∇u) → eγ(u)a(x, u,∇u) in Lp′(Ω) and then (13) implies
limn→∞ I2n = 0. In the same way, limn→∞ I4n = 0.

To estimate I1n, take v = Tk(un − u)+ in (10) and get∫
Ω

eγ(un)a(x, un,∇un) · ∇Tk(un − u)+ +

∫
Ω

nB(x, un)

n+ |b(x, un,∇un)|
eγ(un)Tk(un − u)+

≤ c

∫
Ω

|f | · Tk(un − u)+ ≤ c

∫
Ω

|f | · |un − u|.

From eγ(un)a(x, un,∇un) ·∇Tk(un−u)+ ≥ −eγ(un)|a(x, un,∇un)| · |∇(un−u)| ∈ L1(Ω)
for all k > 0 and Fatou’s lemma, we deduce∫

Ω
eγ(un)a(x, un,∇un) · ∇(un − u)+ +

∫
Ω

nB(x,un)eγ(un)(un−u)+

n+|b(x,un,∇un)| ≤

≤ c
∫
Ω
|f | · |un − u|.

(19)

Now, from (13) and (14), it follows that |un − u| ⇀ 0 weakly in Lp∗(Ω) and so

lim
n→∞

∫
Ω

|f | · |un − u| = 0. (20)

On the other hand, (un − u)+ → 0 in Lp(Ω), and the sequence
(

nB(x,un)eγ(un)

n+|b(x,un,∇un)|

)
n

is

bounded in Lp′(Ω), so that

lim
n→∞

∫
Ω

nB(x, un)e
γ(un)(un − u)+

n+ |b(x, un,∇un)|
= 0. (21)

Thus, from (19), (20) and (21), we conclude that lim supn→∞ I1n ≤ 0.
Finally, take v = −Tk(un − u)− in (12) and obtain

−
∫
Ω

e−γ(un)a(x, un,∇un) · ∇(un − u)− −
∫
Ω

nB(x, un)e
γ(un)(un − u)−

n+ |b(x, un,∇un)|
≤

≤ c

∫
Ω

|f | · |un − u|.

Reasoning as above, one deduces that

lim
n→∞

∫
Ω

|f | · |un − u| = lim
n→∞

∫
Ω

nB(x, un)e
−γ(un)(un − u)−

n+ |b(x, un,∇un)|
= 0,



and consequently

lim sup
n→∞

I3n = lim sup
n→∞

−
∫
Ω

e−γ(un)a(x, un,∇un) · ∇(un − u)− ≤ 0.

Therefore, (18) holds true. Now, according to a result of [7] or [11], which is a variation
of a classical result by Leray-Lions [16], it yields un → u in W 1,p(Ω). After passing
to a suitable subsequence, if necessary, we have

∇un → ∇u a.e. (22)

An immediate consequence of (16) and (H2) is

a(x, un,∇un) → a(x, u,∇u) in Lp′(Ω). (23)

Next, we will see (17); first note that b(x, un,∇un) → b(x, u,∇u) a.e. and so
we only need the equi-integrability of the sequence

(
bn(x, un,∇un)

)
n

and Vitali’s

Convergence theorem. We now claim that the sequence
(
β(un)|∇un|p

)
n

is equi-

integrable. Indeed, take eγ(un)[γ(un−Tkun+k)−γ(k)]+ and −e−γ(un)[γ(un−Tkun−
k)− γ(−k)]− as test functions in (9) to get∫

{un>k}
β(un)|∇un|p ≤ c

∫
{un>k}

|f |

and ∫
{un<−k}

β(un)|∇un|p ≤ c

∫
{un<−k}

|f |,

respectively; thus, we obtain

lim
k→∞

∫
{|un|>k}

β(un)|∇un|p = 0 uniformly on n.

The desired equi-integrability is now consequence of the following standard argument.
Given ϵ > 0 find k > 0 such that

∫
{|un|>k} β(un)|∇un|p < ϵ

2
for all n ∈ IN . Fixed

k > 0, denote βk = max{β(s) : |s| ≤ k} and observe that∫
A

β(un)|∇un|p ≤
∫
A∩{|un|≤k}

β(un)|∇un|p +
∫
{|un|>k}

β(un)|∇un|p ≤

≤
∫
A

βk|∇un|p +
ϵ

2

holds for every measurable set A ⊂ Ω. Since ∇un → ∇u in Lp(Ω)N , it yields that
there is δ > 0 satisfying that µ(A) < δ implies

∫
A
|∇un|p < ϵ

2βk
for every n ∈ IN .

Hence, it follows from µ(A) < δ that
∫
A
β(un)|∇un|p < ϵ for every n ∈ IN and so

the sequence
(
β(un)|∇un|p

)
n

is equi-integrable. On the other hand, it follows from

(15) that the sequence
( nB(x,un)
n+|b(x,un,∇un)|

)
n

is also equi-integrable. We then deduce from

(H3) that the sequence
(
b(x, un,∇un)

)
n

is equi-integrable and, by Vitali’s theorem,
that (17) holds true.

Finally, let v ∈ W 1,p
0 (Ω)∩L∞(Ω); holding (9) for this v, it follows from (23) and

(17) that (5) is satisfied.



Third step: f nonnegative implies u nonnegative.

Assume that f ≥ 0. If we take −e−γ(u)Tku
− as test function in (5) and reason

as in (12), then

−
∫
Ω

e−γ(u)a(x, u,∇u) · ∇Tku
− −

∫
Ω

B(x, u)e−γ(u)Tku
− ≤ −

∫
Ω

fe−γ(u)Tku
− ≤ 0

and, dropping a nonnegative term, there exists c > 0 such that

c

∫
{−k<u≤0}

|∇u|p ≤
∫
{−k<u≤0}

e−γ(u)a(x, u,∇u) · ∇u ≤ 0

This holds for every k > 0 and so Fatou’s lemma implies
∫
{u≤0} |∇u|p ≤ 0. Then

∥∇u−∥p = 0 and, by Poincaré inequality, u− = 0.

Last step: assuming β(s)|s| ≤ α(s), u can be taken as test function.

First of all, recall that by (13) and (H2), the function α(u)|∇u|p is integrable
on Ω. Thus, the assumption β(s)|s| ≤ α(s) for all s ∈ IR implies that the
function β(u)|∇u|p|u| belongs to L1(Ω). On the other hand, the function B(x, u)u
also belongs to L1(Ω), since |B(x, s)| ≤ |s|p−1 + gB(x), where gB ∈ Lp′(Ω), and
u ∈ Lp(Ω). It follows from (H3) that

|b(x, u,∇u)u| ≤ β(u)|∇u|p|u|+ |B(x, u)u|

Hence, b(x, u,∇u)u ∈ L1(Ω).
Now taking Tku as test function in (5), we deduce that∫

Ω

a(x, u,∇u) · ∇Tku+

∫
Ω

b(x, u,∇u)Tku =

∫
Ω

fTku (24)

holds for all k > 0. Since functions a(x, u,∇u) · ∇u, b(x, u,∇u)u, and fu are
integrable, applying Lebesgue’s theorem on Dominated Convergence to take limits in
(24), we get (6).

Proof of Theorem 2.1: The proof will also be divided into several steps.

1.- Approximating problems and a priori estimates

We have to approximate the function b by functions bn : Ω × IR × IRN → IR,
with n ∈ IN , satisfying the assumptions of Proposition 2.1. For instance, consider
the functions defined by

bn(x, s, ξ) = max{−β(s)|ξ|p + TnB(x, s),min{b(x, s, ξ), β(s)|ξ|p + TnB(x, s)} }.

Then, given the approximating problem{
−div a(x, un,∇un) + bn(x, un,∇un) = Tnf in Ω

un = 0 on ∂Ω.
(25)

and applying Proposition 2.1, we may find un which is a weak solution of (25) in the
sense of (5).



Arguing as in (10) and (12), we deduce that∫
Ω

eγ(un)a(x, un,∇un) · ∇v +

∫
Ω

TnB(x, un)e
γ(un)v ≤

∫
Ω

Tnfe
γ(un)v (26)

holds for every nonnegative v ∈ W 1,p
0 (Ω) ∩ L∞(Ω), and∫

Ω

e−γ(un)a(x, un,∇un) · ∇v +

∫
Ω

TnB(x, un)e
−γ(un)v ≤

∫
Ω

fe−γ(un)v (27)

holds for every nonpositive v ∈ W 1,p
0 (Ω) ∩ L∞(Ω).

Taking v = Th(un − Tkun)
+ in (26), and applying (H2) and (H3), it yields that

there is c > 0 such that∫
Ω

α(un)|∇Th(un − Tkun)
+|p +

∫
Ω

TnB(x, un)Th(un − Tkun)
+ ≤

≤ c

∫
Ω

TnfTh(un − Tkun)
+.

In the same way, if we take v = Th(un − Tkun)
− in (27), we will obtain∫

Ω

α(un)|∇Th(un − Tkun)
−|p +

∫
Ω

TnB(x, un)Th(un − Tkun)
− ≤

≤ c

∫
Ω

TnfTh(un − Tkun)
−.

Adding up both inequalities, we have∫
Ω

α(un)|∇Th(un − Tkun)|p +
∫
Ω

TnB(x, un)Th(un − Tkun) ≤

≤ c

∫
Ω

|Tnf Th(un − Tkun)|.

Thus, on the one hand,

λ

∫
Ω

|∇Th(un − Tkun)|p ≤
∫
Ω

α(un)|∇Th(un − Tkun)|p ≤ ch

∫
Ω

|f |,

so that ∫
{k<|un|<k+h}

|∇un|p ≤ ch

∫
{|un|>k}

|f | (28)

and, on the other hand,
∫
Ω
TnB(x, un)Th(un − Tkun) ≤ ch

∫
{|un|>k} |f | . From here,

we have that
∫
{|un|>k} TnB(x, un)

Th(un−k)
h

≤ c
∫
{|un|>k} |f | for all h > 0; taking limits

as h → 0+ and applying the sign condition B(x, s)s ≥ 0 we deduce that∫
{|un|>k}

|TnB(x, un)| ≤ c

∫
{|un|>k}

|f |. (29)

In particular, as k tends to 0+ in (28) and (29), we obtain∫
{|un|<h}

|∇un|p ≤ ch

∫
Ω

|f | (30)



and ∫
Ω

|TnB(x, un)| ≤ c

∫
Ω

|f |. (31)

Finally, we shall obtain a priori bounds on (un)n and (∇un)n. First we show

that the sequence (un)n is bounded in the Marcinkiewicz space M
N(p−1)
N−p (Ω). Indeed,

given k > 0, Sobolev’s imbedding theorem and (30) imply that

µ{|un| ≥ k} ≤
∫
Ω

|Tkun|p
∗

kp∗
≤ c

kp∗
∥∇Tkun∥p

∗

p ≤ c

kp∗
k

p∗
p ≤ ck

−N(p−1)
N−p

. (32)

On the other hand, it follows from {|∇un| ≥ h} ⊂ {|un| ≥ k} ∪ {|∇Tkun| ≥ h}, (30)
and (32), that

µ{|∇un| ≥ h} ≤ c

k
N(p−1)
N−p

+

∫
Ω

|∇Tkun|p

hp
≤ c

k
N(p−1)
N−p

+
ck

hp

so that, taking k = h
N−p
N−1

, we deduce that

µ{|∇un| ≥ h} ≤ ch
−N(p−1)

N−1
. (33)

Hence, the sequence (∇un)n is bounded in the Marcinkiewicz space M
N(p−1)
N−1 (Ω).

2.- Convergence

To begin with, it will be proved that

un → u a.e. (34)

holds for some measurable function u. Indeed, consider Φ(s) = s/(1 + |s|), which

defines a bounded and increasing function. Note also that
∣∣∣ ∫ un

0
(Φ′)p

∣∣∣ ≤ ∫ |un|
0

Φ′ =

Φ(|un|) ≤ 1. So taking v =
∫ u+

n

0
(Φ′)p in (26) and v = −

∫ 0

−u−
n
(Φ′)p in (27), we can

argue as above and find c > 0 such that∫
{un≥0}

α(un)|∇Φ(un)|p +
∫
Ω

TnB(x, un)
(∫ u+

n

0

(Φ′)p
)
≤

≤ c

∫
Ω

(Tnf)
(∫ u+

n

0

(Φ′)p
)

and ∫
{un≤0}

α(un)|∇Φ(un)|p −
∫
Ω

TnB(x, un)
(∫ 0

−u−
n

(Φ′)p
)
≤

≤ −c

∫
Ω

(Tnf)
(∫ 0

−u−
n

(Φ′)p
)
.

Dropping nonnegative terms, we obtain by (H2) that
∫
Ω
|∇Φ(un)|p ≤ c

∫
Ω
|f |. Thus,

the sequence
(
Φ(un)

)
n

is bounded in W 1,p
0 (Ω) and then a subsequence, still denoted

by
(
Φ(un)

)
n
, converges weakly in W 1,p

0 (Ω). As a consequence of Rellich-Kondrachov’s
theorem, it also converges in measure. We may assume (taking another subsequence,



if necessary) that
(
Φ(un)

)
n

converges almost everywhere. Since Φ is increasing, it
follows that the sequence (un)n also converges a.e. and so (34) holds. Moreover, (34)

and (32) imply that u ∈ M
N(p−1)
N−p (Ω).

Obviously, (34) also implies that Tkun → Tku a.e. for all k > 0. Since, by (30),
each sequence (Tkun)n is also bounded in W 1,p

0 (Ω), we deduce from the pointwise
convergence that

Tkun ⇀ Tku weakly in W 1,p
0 (Ω). (35)

Furthermore, u ∈ T0(Ω), since Tku ∈ W 1,p
0 (Ω) for all k > 0.

We shall show, in the next step, that

TnB(x, un) → B(x, u) in L1(Ω). (36)

From (H1) and (34), we first deduce that TnB(x, un) → B(x, u) a.e. and, by (H4) and
Lebesgue’s Dominated Convergence theorem, TnB(x, Tkun) → B(x, Tku) in L1(Ω).
Thus, each sequence

(
TnB(x, Tkun)

)
n

is equi-integrable. In order to obtain that the

sequence
(
TnB(x, un)

)
n

is also equi-integrable, let ϵ > 0 and consider A ⊂ Ω. Then∫
A

|TnB(x, un)| ≤
∫
A

|TnB(x, Tkun)|+
∫
{|un|>k}

|TnB(x, un)|. (37)

Since (29) implies limn→∞
∫
{|un|>k} |TnB(x, un)| = 0 uniformly with respect to n, it

follows from (37) that we can fix k > 0 big enough to have∫
A

|TnB(x, un)| ≤
∫
A

|TnB(x, Tkun)|+
ϵ

2
.

Now the sequence
(
TnB(x, Tkun)

)
n

is equi-integrable and so there exists δ > 0 such
that µ(A) < δ implies

∫
A
|TnB(x, Tkun)| < ϵ/2. Hence,

∫
A
|TnB(x, un)| < ϵ: that

is, (36) is proved by Vitali’s theorem.

As in Proposition 2.1, we now prove that

∇Tkun → ∇Tku in Lp(Ω), (38)

by seeing that

lim
n→∞

∫
Ω

(
a(x, Tkun,∇Tkun)− a(x, Tkun,∇Tku)

)
· ∇(Tkun − Tku) = 0 (39)

and applying the same result of [7] or [11].
We shall prove (39) following the technique introduced in [15]. Let δ = e− sup |γ|

and decompose

δ

∫
Ω

(
a(x, Tkun,∇Tkun)− a(x, Tkun,∇Tku)

)
· ∇(Tkun − Tku) ≤ I1n − I2n + I3n − I4n,

where

I1n =

∫
{un−Thun+Tkun−Tku≥0}

eγ(un)a(x, Tkun,∇Tkun) · ∇(Tkun − Tku)



I2n =

∫
{un−Thun+Tkun−Tku≥0}

eγ(un)a(x, Tkun,∇Tku) · ∇(Tkun − Tku)

I3n =

∫
{un−Thun+Tkun−Tku≤0}

e−γ(un)a(x, Tkun,∇Tkun) · ∇(Tkun − Tku)

I4n =

∫
{un−Thun+Tkun−Tku≤0}

e−γ(un)a(x, Tkun,∇Tku) · ∇(Tkun − Tku)

and h > 0 to be fixed. It follows from (35) that Tkun → Tku in Lp(Ω) and so
a(x, Tkun,∇Tku) → a(x, Tku,∇Tku) in Lp′(Ω); thus, (35) implies that limn→∞ I2n +
I4n = 0. Then we just need to see lim supn→∞ I1n + I3n ≤ 0.

To prove lim supn→∞ I1n ≤ 0, let ϵ > 0 and fix h > k so big to have∫
Ω

|f | · T2k(u− Thu)
+ +

∫
Ω

|B(x, u)| · T2k(u− Thu)
+ < ϵ.

Taking v = T2k(un − Thun + Tkun − Tku)
+ in (26) we deduce that∫

Ω

eγ(un)a(x, un,∇un) · ∇T2k(un − Thun + Tkun − Tku)
+ ≤

≤ c

∫
Ω

|f | · T2k(un − Thun + Tkun − Tku)
++

+c

∫
Ω

|TnB(x, un)| · T2k(un − Thun + Tkun − Tku)
+

for some c > 0. Since, by the Dominated Convergence theorem,

limn→∞

[ ∫
Ω
|f | · T2k(un − Thun + Tkun − Tku)

++

+
∫
Ω
|TnB(x, un)| · T2k(un − Thun + Tkun − Tku)

+
]
=

=
∫
Ω
|f | · T2k(u− Thu)

+ +
∫
Ω
|B(x, u)| · T2k(u− Thu)

+,

we obtain

lim sup
n→∞

∫
Ω

eγ(un)a(x, un,∇un) · ∇T2k(un − Thun + Tkun − Tku)
+ < cϵ. (40)

On the other hand, if An = {x ∈ Ω : un(x) − Thun(x) + Tkun(x) − Tku(x) ≥ 0},
then ∫

Ω

eγ(un)a(x, un,∇un) · ∇T2k(un − Thun + Tkun − Tku)
+ =

=

∫
{|un|≤k}∩An

eγ(un)a(x, Tkun,∇Tkun) · ∇(Tkun − Tku)+

+

∫
{k≤|un|≤h}∩An

eγ(un)a(x, un,∇Thun) · ∇(Tkun − Tku)+

+

∫
{|un|≥h}∩{−h−2k≤|un|≥h+4k}

eγ(un)a(x, Th+4kun,∇Th+4kun) · ∇(un − Tku)



≥ I1n − 2

∫
{|un|≥k}∩An

eγ(un)a(x, Th+4kun,∇Th+4kun) · ∇Tku,

so that, by (40),

lim sup
n→∞

I1n ≤ cϵ+ 2 lim sup
n→∞

∫
{|un|≥k}∩An

eγ(un)a(x, Th+4kun,∇Th+4kun) · ∇Tku. (41)

The limit in this last integral is easy to evaluate by standard arguments; indeed, the se-
quence

(
χ

An
eγ(un)a(x, Th+4kun,∇Th+4kun)

)
n
is bounded in Lp′(Ω) and χ{|un|≥k}∇Tku →

0 in Lp(Ω). Hence,

lim
n→∞

∫
{|un|≥k}∩An

eγ(un)a(x, Th+4kun,∇Th+4kun) · ∇Tku = 0.

This fact and (41) imply lim supn→∞ I1n ≤ cϵ and the arbitrariness of ϵ > 0 shows
that lim supn→∞ I1n ≤ 0, as desired.

Finally, by considering v = −T2k(un−Thun+Tkun−Tku)
− in (27) and by arguing

in the same way as above, it yields lim supn→∞ I3n ≤ 0. Therefore, (38) is proved and,
using now a diagonal argument, we also obtain that, up to subsequences,

∇un → ∇u in measure and a.e.. (42)

Moreover, by (33), |∇u| ∈ M
N(p−1)
N−1 (Ω).

It is straighforward, from (34), (42) and (H1), that a(x, un,∇un) → a(x, u,∇u)
a.e. We next see that

a(x, un,∇un) → a(x, u,∇u) in L1(Ω). (43)

According to (32) and (33), the sequences (un)n and (∇un)n are bounded in

the spaces M
N(p−1)
N−p (Ω) and M

N(p−1)
N−1 (Ω)N , respectively. Since M

N(p−1)
N−p (Ω) ⊂

M
N(p−1)
N−1 (Ω), it follows from (H2) that the sequence

(
a(x, un,∇un)

)
n

is bounded in

M
N

N−1 (Ω) and, consequently, it is bounded in Lq(Ω) for all 1 ≤ q < N/(N − 1). It
follows from the pointwise convergence of this sequence that

a(x, un,∇un) ⇀ a(x, u,∇u) weakly in Lq(Ω)

for all 1 ≤ q < N/(N − 1). Hence, (43) holds true and a(x, u,∇u) ∈ L1(Ω).

Another easy consequence of (34), (42) and (H1) is bn(x, un,∇un) → b(x, u,∇u)
a.e. On the other hand, to show that the sequence

(
bn(x, un,∇un)

)
n
is equi-integrable,

we may follow the same argument used to prove (17), having in mind (36) instead (15).
By Vitali’s theorem,

bn(x, un,∇un) → b(x, u,∇u) in L1(Ω), (44)

and so b(x, u,∇u) ∈ L1(Ω).

3.- u is solution of (4)



We begin this step by proving that u is a distributional solution of (4). Let
v ∈ D(Ω). Then∫

Ω

a(x, un,∇un) · ∇v +

∫
Ω

bn(x, un,∇un)v =

∫
Ω

Tnfv

holds for all n ∈ IN . Now, applying Lebesgue’s Dominated Convergence theorem in
the right-hand side, and taking into account (43) and (44), we may take limits and
conclude that u is a solution of (4) in the sense of distributions.

It remains to see that u is also an entropy solution. If v ∈ W 1,p
0 (Ω)∩L∞(Ω) and

take Tk(un − v) as test function in the weak formulation of (25), then∫
Ω

a(x, un,∇un) ·∇Tk(un− v)+

∫
Ω

bn(x, un,∇un)Tk(un− v) =

∫
Ω

TnfTk(un− v) (45)

holds for all n ∈ IN . As above, we may take limits in the right hand side and in the
second term of the left hand side. To take limits in the first term, let K = k + ∥v∥∞.
Then

a(x, un,∇un) · ∇Tk(un − v) = a(x, TKun,∇TKun) · ∇Tk(TK(un)− v).

On the other hand, (38) implies ∇Tk(TK(un)− v) → ∇Tk(TK(u)− v) in Lp(Ω) and
a(x, TKun,∇TKun) → a(x, TKu,∇TKu) in Lp′(Ω), so that

a(x, TKun,∇TKun) · ∇Tk(TK(un)− v) → a(x, TKu,∇TKu) · ∇Tk(TK(u)− v)

in L1(Ω). Therefore, limn→∞
∫
Ω
a(x, un,∇un)·∇Tk(un−v) =

∫
Ω
a(x, u,∇u)·∇Tk(u−

v) and, taking limits in (45), we conclude that u is an entropy solution of (4).

4.- f nonnegative implies u nonnegative

Let f ∈ L1(Ω) be a nonnegative function and let u be an entropy solution of (4).
For h > k > j > 0, take v = Thu+ e−γ(u)Tju

− in (7). Then we have∫
{u≥0}

a(x, u,∇u) · ∇Tk(u− Thu) +

∫
{u<0}

a(x, u,∇u) · ∇Tk(u− Thu− e−γ(u)Tju
−)+

+

∫
Ω

b(x, u,∇u)Tk(u− Thu− e−γ(u)Tju
−) =

∫
Ω

fTk(u− Thu− e−γ(u)Tju
−).

The first two integrals are nonnegative: so that we may drop the first one and ap-
ply Fatou’s lemma to the other as h tend to infinity. These facts and Lebesgue’s
Dominated Convergence theorem yield

−
∫
{u<0}

a(x, u,∇u) · ∇Tk(e
−γ(u)Tju

−)−
∫
Ω

b(x, u,∇u)Tk(e
−γ(u)Tju

−) ≤

≤ −
∫
Ω

fTk(e
−γ(u)Tju

−) ≤ 0.

So, denoting Ak = {x ∈ Ω : e−γ(u)Tju
− < k}, we deduce, reasoning as in (10) or (12),

that

0 ≥ −
∫
{u<0}∩Ak

a(x, u,∇u) · ∇(e−γ(u)Tju
−)−



−
∫
Ak

b(x, u,∇u)e−γ(u)Tju
− −

∫
Ω\Ak

b(x, u,∇u)k ≥

≥ −
∫
{u<0}∩Ak

e−γ(u)a(x, u,∇u) · ∇Tju
− −

∫
{u<0}∩Ak

B(x, u)e−γ(u)Tju
− − Ik,

where Ik =
∫
Ω\Ak

b(x, u,∇u)k. Thus, since
∫
{u<0}∩Ak

B(x, u)e−γ(u)Tju
− ≤ 0, it

follows that

0 ≥ −
∫
{u<0}∩Ak

e−γ(u)a(x, u,∇u) · ∇Tju
− − Ik. (46)

Now, having in mind b(x, u,∇u) ∈ L1(Ω), e−γ(u)Tju
− ∈ L∞(Ω) and

|Ik| ≤
∫
Ω\Ak

|b(x, u,∇u)| · e−γ(u)Tju
−,

we obtain limk→∞ Ik = 0. On the other hand, we have a(x, u,∇u) · ∇Tju
− ∈ L1(Ω),

and so, by Lebesgue’s theorem,

lim
k→∞

∫
{u<0}∩Ak

e−γ(u)a(x, u,∇u) · ∇Tju
− =

∫
{u<0}

e−γ(u)a(x, u,∇u) · ∇Tju
−.

Hence, letting k tend to infinity in (46), we get

−
∫
{u<0}

e−γ(u)a(x, u,∇u) · ∇Tju
− ≤ 0.

Now, it follows from (H2) and the boundedness of γ, that
∫
{−j<u<0} |∇u|p ≤ 0.

Finally, a further limit on j yields ∥∇u−∥p = 0 and, by Poincare’s inequality,
u− = 0. This finishes the proof of step 4 and, consequently, of Theorem 2.1.

4 Uniqueness

This section is divided into three parts. In the first one we will prove Proposition 2.2
and Corollary 2.1, which shown what we can prove with the concept of entropy solution;
the second part is devoted to the proof of Theorem 2.2 and Proposition 2.3, and the
in last part we give simple examples to show our general hypotheses on uniqueness in
particular cases.

4.1 3.1.- Results on uniqueness of entropy solutions

Proof of Proposition 2.2: Consider the formulation (see Definition 2.2) of u
and v as entropy solutions of (4) and let h > 0. Taking Thv as test function in
the formulation of u and Thu as test function in that of v, and adding up both
identities we deduce∫

Ω

a(x, u,∇u) · ∇Tk(u− Thv) +

∫
Ω

a(x, v,∇v) · ∇Tk(v − Thu)+∫
Ω
b(x, u,∇u)Tk(u− Thv) +

∫
Ω
b(x, v,∇v)Tk(v − Thu) =

=
∫
Ω
f
[
Tk(u− Thv) + Tk(v − Thu)

]
.

(47)



The two integrals where function a occurs, can be worked out by the same method
of [2, Theorem 5.1] obtaining

lim inf
h→∞

∫
Ω

a(x, u,∇u) · ∇Tk(u− Thv) +

∫
Ω

a(x, v,∇v) · ∇Tk(v − Thu) ≥

≥
∫
Ω

(
a(x, u,∇u)− a(x, v,∇v)

)
· ∇Tk(u− v).

In the remaining integrals, applying Lebesgue’s Dominated Convergence theorem, it
yields

lim
h→∞

∫
Ω

b(x, u,∇u)Tk(u− Thv) +

∫
Ω

b(x, v,∇v)Tk(v − Thu) =

=

∫
Ω

(
b(x, u,∇u)− b(x, v,∇v)

)
Tk(u− v)

and

lim
h→∞

∫
Ω

f
[
Tk(u− Thv) + Tk(v − Thu)

]
= 0.

Hence, it follows from (47) that∫
Ω

(
a(x, u,∇u)− a(x, v,∇v)

)
· ∇Tk(u− v)+

+

∫
Ω

(
b(x, u,∇u)− b(x, v,∇v)

)
Tk(u− v) ≤ 0,

in other words, ∫
{|u−v|<k}

(
a(x, u,∇u)− a(x, v,∇v)

)
· ∇Tk(u− v)+

+
∫
{|u−v|<k}

(
b(x, u,∇u)− b(x, v,∇v)

)
Tk(u− v) ≤

≤ −k
∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v).

(48)

Hypothesis (H5) implies that integrands in the left-hand side of (48) are positive.

Thus, on the one hand, −k
∫
{|u−v|≥k}

(
b(x, u,∇u) − b(x, v,∇v)

)
sign(u − v) ≥ 0 for

all k > 0 and so

lim sup
k→∞

k

∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v) ≤ 0.

On the other hand, if

lim sup
k→∞

k

∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v) ≥ 0,

then lim infk→∞ −k
∫
{|u−v|≥k}

(
b(x, u,∇u)−b(x, v,∇v)

)
sign(u−v) ≤ 0 and, by Fatou’s

lemma, one obtains from (48) that∫
Ω

(
a(x, u,∇u)− a(x, v,∇v)

)
· ∇(u− v) +

∫
Ω

(
b(x, u,∇u)− b(x, v,∇v)

)
(u− v) ≤ 0.



Applying (H5) again, we conclude that u = v.
Proof of Corollary 2.1: By Proposition 2.2, it is enough to see that

lim sup
k→∞

k

∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v) ≥ 0 (49)

Actually, we can see that lim infk→∞ k
∫
{|u−v|≥k}

(
b(x, u,∇u)−b(x, v,∇v)

)
sign(u−v) ≥

0 and so, by Proposition 2.2, we obtain that limit exists and is equal to 0.
To prove (49) we only need to control the sign of the integrand on different integra-

tion sets, by applying (H5), and pass to the limit using our assumptions on functions u
and v. Let us consider the sets A = {x ∈ Ω : b(x, u(x),∇u(x))− b(x, v(x),∇v(x)) >
0} and B = {x ∈ Ω : b(x, v(x),∇v(x))− b(x, u(x),∇u(x)) > 0}. Then

k

∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v) =

= k

∫
{u−v≥k}∩A

(
b(x, u,∇u)− b(x, v,∇v)

)
−

−k

∫
{u−v≤−k}∩A

(
b(x, u,∇u)− b(x, v,∇v)

)
−

−k

∫
{u−v≥k}∩B

(
b(x, v,∇v)− b(x, u,∇u)

)
+

+k

∫
{u−v≤−k}∩B

(
b(x, v,∇v)− b(x, u,∇u)

)
,

and consequently

−k
∫
{u−v≤−k}∩A

(
b(x, u,∇u)− b(x, v,∇v)

)
−

−k
∫
{v−u≤−k}∩B

(
b(x, v,∇v)− b(x, u,∇u)

)
≤

≤ k
∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v).

(50)

Now, computing in the first member of (50), it yields

−k
∫
{u−v≤−k}∩A

(
b(x, u,∇u)− b(x, v,∇v)

)
−

−k
∫
{v−u≤−k}∩B

(
b(x, v,∇v)− b(x, u,∇u)

)
≥

≥
∫
{u−v≤−k}∩A

(
b(x, u,∇u)− b(x, v,∇v)

)
(u− v)++

∫
{v−u≤−k}∩B

(
b(x, v,∇v)− b(x, u,∇u)

)
(v − u) =

=
∫
({u−v≤−k}∩A)∪({v−u≤−k}∩B)

(
b(x, u,∇u)− b(x, v,∇v)

)
(u− v) ≥

≥ −
∫
({u−v≤−k}∩A)∪({v−u≤−k}∩B)

(
a(x, u,∇u)− a(x, v,∇v)

)
· ∇(u− v),



by (H5). Thus, (50) becomes∫
({u−v≤−k}∩A)∪({v−u≤−k}∩B)

(
a(x, u,∇u)− a(x, v,∇v)

)
· ∇(u− v) ≤

≤ k
∫
{|u−v|≥k}

(
b(x, u,∇u)− b(x, v,∇v)

)
sign(u− v).

(51)

Since u, v ∈ W 1,p(Ω), it follows from (H2) that
(
a(x, u,∇u)−a(x, v,∇v)

)
·∇(u−v)

is integrable. On the other hand, the measure of the integration sets in the first member
of (51) tends to 0 as k goes to +∞. Therefore, taking limits in (51), it yields (49).

4.2 3.2.- Uniqueness through the smallest entropy solution

In order to prove Theorem 2.2 and Proposition 2.3 two lemmata are needed. The first
one extends the class of test functions which can be taken.

Lemma 4.1 Let f ∈ L1(Ω) and let u be an entropy solutions of (4). Then every
w ∈ W 1,p

0 (Ω) ∩ L∞(Ω) satisfying ∇w = 0 on the set {x ∈ Ω : |u| ≥ M} for some
M > 0, can be taken as test function: that is,∫

Ω

a(x, u,∇u) · ∇w +

∫
Ω

b(x, u,∇u)w =

∫
Ω

fw.

In particular, if u ∈ W 1,p
0 (Ω) ∩ L∞(Ω), then every w ∈ W 1,p

0 (Ω) ∩ L∞(Ω) is an
admissible test function.

Proof: Let h > 0 and take v = Thu − w in the formulation of entropy solution.
Then we have∫

Ω
a(x, u,∇u) · ∇Tk(u− Thu+ w) +

∫
Ω
b(x, u,∇u) Tk(u− Thu+ w) =

=
∫
Ω
fTk(u− Thu+ w).

(52)

Now, on the one hand, a(x, u,∇u)·∇w = a(x, TMu,∇TMu)·∇w, thus a(x, u,∇u)·∇w
is an integrable function. On the other hand, it follows from a(x, u,∇u)·∇(u−Thu) ≥ 0
that∫

Ω

a(x, u,∇u) · ∇Tk(u− Thu+ w) =

∫
{|u−Thu+w|≤k}

a(x, u,∇u) · ∇(u− Thu+ w) ≥

≥
∫
{|u−Thu+w|≤k}

a(x, u,∇u) · ∇w.

Therefore,

lim inf
h→+∞

∫
Ω

a(x, u,∇u) · ∇Tk(u− Thu+ w) ≥
∫
{|w|≤k}

a(x, u,∇u) · ∇w. (53)

Let h tend to infinity in (52) by using inequality (53) in the first term and applying
Lebesgue’s Dominated Convergence theorem in the others; it yields∫

Ω

a(x, u,∇u) · ∇Tkw +

∫
Ω

b(x, u,∇u) Tkw ≤
∫
Ω

fTkw.



Since k > ∥w∥∞ implies Tkw = w, one deduces∫
Ω

a(x, u,∇u) · ∇w +

∫
Ω

b(x, u,∇u) w ≤
∫
Ω

fw.

Finally, considering also −w we get the desired equality.

Lemma 4.2 Let u and v entropy solutions of (4) with data f and g, respectively.
Assume that 0 ≤ g ≤ f and v ∈ W 1,p

0 (Ω) ∩ L∞(Ω). Then 0 ≤ v ≤ u.

Proof: Consider the function w = −Tk(u− v)− and observe that ∇w = 0 on the
set {x ∈ Ω : |u| ≥ M}, where M = k + ∥v∥∞. Applying Lemma 4.1, we have

−
∫
Ω

a(x, u,∇u) · ∇Tk(u− v)− −
∫
Ω

b(x, u,∇u) Tk(u− v)− = −
∫
Ω

fTk(u− v)−

as well as∫
Ω

a(x, v,∇v) · ∇Tk(u− v)− +

∫
Ω

b(x, v,∇v) Tk(u− v)− =

∫
Ω

gTk(u− v)−.

Adding up both equalities, we deduce∫
Ω

(
a(x, v,∇v)− a(x, u,∇u)

)
· ∇Tk(u− v)−+

+
∫
Ω

(
b(x, v,∇v)− b(x, u,∇u)

)
Tk(u− v)− =

=
∫
Ω
(g − f)Tk(u− v)− ≤ 0,

that is,∫
{0≤v−u<k}

(
a(x, v,∇v)− a(x, u,∇u)

)
· ∇(u− v)+

(
b(x, v,∇v)− b(x, u,∇u)

)
(u− v)+

+k

∫
{v−u≥k}

(
b(x, v,∇v)− b(x, u,∇u)

)
≤ 0. (54)

Note that k > ∥v∥∞ implies {v − u ≥ k} = ∅, since u ≥ 0; so that∫
{v−u≥k}

(
b(x, v,∇v)− b(x, u,∇u)

)
= 0

for those k. Thus, by (54),∫
{0≤v−u<k}

(
a(x, v,∇v)− a(x, u,∇u)

)
· ∇(u− v) +

(
b(x, v,∇v)− b(x, u,∇u)

)
(u− v)

is nonpositive and we deduce from (H5) that u = v on the sets {0 ≤ v−u < k}, for
k big enough. Therefore, v ≤ u.

Proof of Theorem 2.2: Let u be any entropy solution of (4). Consider now the
problem (4) with Tnf as datum and denote by vn its solution. By the L∞-estimates



proved in [10], we obtain vn ∈ W 1,p
0 (Ω) ∩ L∞(Ω). By Lemma 4.2, it follows from

Tnf ≤ f that vn ≤ u.
On the other hand, reasoning as in the proof of Theorem 2.1, we can find a sub-

sequence (vnk
)k which converges a.e. to an entropy solution of (4), say v. Hence,

v ≤ u and v is the smallest entropy solution of (4). Note that this smallest entropy
solution is obtained as limit of solutions of approximating problems, so that Theorem
2.2 is proved.

Proof of Proposition 2.3: Let un and vn be entropy solutions of (4)
with data Tnf and Tng, respectively. Applying again a result of [10], it yields
un, vn ∈ W 1,p

0 (Ω) ∩ L∞(Ω). Since 0 ≤ Tng ≤ Tnf , it follows from Lemma 4.2 that
0 ≤ vn ≤ un. Now, up to subsequences, (un)n and (vn)n converge a.e. to u and
v, respectively (we only have to follow the same argument that that of the proof of
Theorem 2.1). Hence, 0 ≤ v ≤ u.

4.3 3.3.- Examples

We finish this paper by giving a sufficient condition to obtain (H5) in some cases which
include our model equation (see Corollary 4.1).

Proposition 4.1 Let α and β be real positive functions of class C1 on [0,+∞[.
Suppose that α is bounded by some positive constants, i.e., 0 < λ ≤ α(s) ≤ Λ, and
that β is nonincreasing on [0,+∞[. If either

(1)
(
α′(s)−pβ(s)

)2 ≤ −4(p−1)α(s)β′(s) for all s ≥ 0 and B(x, .) is increasing,
or

(2)
(
α′(s) − pβ(s)

)2
< −4(p − 1)α(s)β′(s) for all s ≥ 0 and B(x, .) is

nondecreasing,
then (H5) holds true for a(x, s, ξ) = α(s)|ξ|p−2ξ and b(x, s, ξ) = −β(s)|ξ|p +

B(x, s).

Proof: Let w = s − r and ρ = ξ − η (we may and will assume that w ≥ 0, if
not we would define w = r − s and ρ = η − ξ without lost of generality) and define
f : [0, 1] → IR by

f(t) = α(r + tw)|η + tρ|p−2(η + tρ) · ρ− β(r + tw)|η + tρ|pw

Observe that f is well defined, and differentiable at every point, except perhaps at a
such that η + aρ = 0, when p < 2. For the sake of simplicity let us write

A(t) =
√

−(p− 1)α(r + tw)β′(r + tw)− 1

2
|α′(r + tw)− pβ(r + tw)|,

which is nonnegative when assumption (1) holds true and positive if one assumes
condition (2).

We have to see that f(1)−f(0) ≥ 0 under condition (1), respectively f(1)−f(0) >
0 under condition (2). Since both proofs are similar, we will only prove f(1)−f(0) ≥ 0
assuming (1). To do this derive and apply Cauchy-Schwarz’s inequality to get

f ′(t) ≥ (p− 1)α(r + tw)|η + tρ|p−4((η + tρ) · ρ)2+

+
[
α′(r + tw)− pβ(r + tw)

]
|η + tρ|p−2((η + tρ) · ρ)w − β′(r + tw)|η + tρ|pw2.

(55)



Under assumption (1), it is possible that β′(r+ tw) = 0 for some t ∈]0, 1[, but then
α′(r + tw)− pβ(r + tw) = 0 and so

f ′(t) ≥ (p− 1)α(r + tw)|η + tρ|p−4((η + tρ) · ρ)2 ≥ 0.

On the other hand, if β′(r + tw) ̸= 0, then to get f ′(t) ≥ 0, just complete a
square and simplify disregarding some nonnegative terms. Indeed, it follows from (55)
that

f ′(t) ≥ |η + tρ|p−4
[
(p− 1)α(r + tw)((η + tρ) · ρ)2+

+
(
α′(r + tw)− pβ(r + tw)

)
|η + tρ|2((η + tρ) · ρ)w − β′(r + tw)|η + tρ|4w2

]
=

= |η + tρ|p−4

[(
(p− 1)α(r + tw)−

−1
2

√
(p−1)α(r+tw)
−β′(r+tw)

∣∣α′(r + tw)− pβ(r + tw)
∣∣)((η + tρ) · ρ)2+

+

(
− β′(r + tw)− 1

2

√
−β′(r+tw)

(p−1)α(r+tw)

∣∣α′(r + tw)− pβ(r + tw)
∣∣)|η + tρ|4w2+

+

(
4

√
(p−1)α(r+tw)
−4β′(r+tw)

(
α′(r + tw)− pβ(r + tw)

)2 |(η + tρ) · ρ|−

− 4

√
−β′(r+tw)

4(p−1)α(r+tw)

(
α′(r + tw)− pβ(r + tw)

)2 |η + tρ|2w
)2 ]

≥

≥ |η + tρ|p−4

[√
(p−1)α(r+tw)
−β′(r+tw)

A(t)((η + tρ) · ρ)2 +
√

−β′(r+tw)
(p−1)α(r+tw)

A(t)|η + tρ|4w2

]
.

Since A(t) ≥ 0, it follows that f ′(t) ≥ 0, for all t ∈]0, 1[, except perhaps at a
such that η + aρ = 0, so that one concludes that f(1)− f(0) ≥ 0.

As a consequence of Proposition 4.1, we have the following result whose proof is
elementary.

Corollary 4.1 Let σ be a real function of class C2 on [0,+∞[ which is bounded by

some positive constants. Taking α(s) = 1
σ(s)p−1 and β(s) = p−1

p
σ′(s)
σ(s)p

, then condition

(2) in Proposition 4.1 holds if and only if −σ′′(s)σ(s) > 0 for all s ≥ 0; in other
words, when σ is strictly concave on [0,+∞[.
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certaines équations quasi-linéaires” Portugaliae Math. 41 (1982), 507-534.

[7] L. Boccardo, F. Murat and J.L. Puel: “Existence of bounded solutions for nonlin-
ear elliptic unilateral problems” Ann. Mat. Pura Appl. 152 (1988), 183-196.

[8] L. Boccardo and L. Orsina: “Existence and Regularity of Minima for Integral
Functionals non Coercive in the Energy Space” Ann. Scuola Norm. Sup. Pisa Cl.
Sci. 25 (1997), 95-130.

[9] L. Boccardo, I. Peral and J. L. Vázquez: “The N-Laplacian Elliptic equation:
Variational versus Entropy Solutions” J. of Math. Anal. and Appl. 201 (1996),
671-688.

[10] L. Boccardo, S. Segura de León and C. Trombetti: “Bounded and unbounded
solutions for a class of quasi-linear problems with a quadratic gradient term” J.
Math. Pure et Appl. to appear

[11] F.E. Browder: Existence theorems for nonlinear partial differential equations
“Global Analysis” (Proc. Sympos. Pre Math., vol XVI, Berkeley, California, 1968)
Amer. Math. Soc. (1970), 671-688.

[12] B. Dacorogna: Direct Methods in the Calculus of Variations Springer (1989).

[13] A. Dall’Aglio: “Approximate solutions of equations with L1 data. Application to
the H-convergence of quasi-linear parabolic equations” Ann. Mat. Pura ed Appl.
170 (1996), 207-240.

[14] G. DalMaso, F. Murat, L. Orsina and A. Prignet: “Definition and existence of
renormalized solutions of elliptic equations with general measure data” C. R. Acad.
Sci. Paris Série I 325 (1997), 481-486.



[15] C. Leone and A. Porretta: “Entropy solutions for nonlinear elliptic equations in
L1” Nonlinear Anal. T. M. A. 32 (1998), 325-334.

[16] J. Leray and J. L. Lions: “Quelques résultats de Vǐsik sur les problèmes elliptiques
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