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#### Abstract

In this paper we introduce a new approach to the Dirichlet problem for the total variation flow in a bounded domain and analyze the associated inhomogeneous problem. We prove global existence and uniqueness for source data belonging to $L_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$ and $L^{2}$-initial data. We compare solutions corresponding to different data as well as study the long-term behaviour of the solutions. We also show explicit examples of radial solutions.


## 1. Introduction

Let $\Omega$ be a bounded open subset in $\mathbb{R}^{N}$ with a Lipschitz-continuous boundary $\partial \Omega$. Our aim is to study the following Dirichlet problem:

$$
\left\{\begin{align*}
u^{\prime}-\operatorname{div}\left(\frac{D u}{|D u|}\right) & =f(x, t), & & \text { in } \Omega \times(0,+\infty)  \tag{1}\\
u & =0, & & \text { on } \partial \Omega \times(0,+\infty) \\
u(x, 0) & =u_{0}(x), & & \text { in } \Omega
\end{align*}\right.
$$

where data satisfy $f \in L_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$ and $u_{0} \in L^{2}(\Omega)$. (Here and in what follows $L_{l o c}^{1}(0,+\infty ; X)$ means $L^{1}(0, T ; X)$ for all $T>0$, where $X$ denotes a space of functions depending on the spatial variable $x$.) We will prove that there exists a unique solution $u \in L_{l o c}^{1}(0,+\infty ; B V(\Omega)) \cap$ $C\left([0,+\infty) ; L^{2}(\Omega)\right)$ and will compare solutions corresponding to different data. The main results of this paper are collected in Corollaries 5.3-5.5. Moreover, we will show the long-term behaviour of a solution depending on the source datum $f$ and some explicit simple solutions will be given.

The homogeneous case of this problem (that is, when $f \equiv 0$ ) was first analyzed in [2] (see also [5]). Among the motivations to study

[^0]this problem lies a variational approach for filling in regions of missing data in digital images (see [8]). It is introduced, in [2], a suitable concept of solution to this kind of problems, defining the expression $\frac{D u}{|D u|}$ and the boundary condition in a weak sense through a bounded vector field whose distributional divergence is regular enough. The solution is obtained by means of nonlinear semigroup methods: first an accretive operator is defined which leads to a mild solution of the evolution problem (via Crandall-Liggett's Theorem) and then this mild solution is characterized by means of a variational formulation.

The methods used in that pioneer paper were applied in a series of articles $[3,9,6,4]$ dealing with linear growth functionals. (Their results, and some other related, can be found in the book [5].) Nevertheless, these papers always analyze the homogeneous equation. To our knowledge, the only paper that handles the inhomogeneous case is [21]. Although there is some overlap with the results in Section 3 below, this overlap is not very much because the purpose of [21] is to study stability of $p$-Laplace evolution equations as $p$ goes to 1 . The techniques employed in [21] also rely on the theory of nonlinear semigroups. We point out that data in [21] belong to $L_{l o c}^{2}\left(0,+\infty ; L^{2}(\Omega)\right)$, so that our data are slightly more general and thus we highlight the Lebesgue space that is truly relevant in this context (see Corollary 5.3, Corollary 5.5 and Theorem 6.1 below).

Of course, we may apply nonlinear semigroup methods to obtain a mild solution of the inhomogeneous equation, but the second part of the procedure (the characterization of the mild solution) would remain to be seen. Instead of the semigroup approach, we obtain our existence and uniqueness results in a straightforward way. Thus, this paper not only deals with the non-homogeneous problem, but it also provides a new approach to the homogeneous one.

Two important tools used in our approach are a suitable Gronwall's inequality and Proposition 2.10 (see also Remark 3.2). Gronwall's lemma leads to a priori estimates involving the $L_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)-$ norm which, as was already mentioned, we believe is the appropriate one to study the inhomogeneous problem in a variational setting. On the other hand, the expression (6) appearing in Proposition 2.10 allows us to compare different solutions and so provides a new procedure for uniqueness (without using the method of doubling variables). Moreover, both tools will be essential to prove Corollary 5.5 and to study the long-term behaviour of the solution, extending the results obtained for the homogeneous case in [3]. It should also be remarked that, in dealing with the time derivative in the approximating problems, it is
necessary to apply the regularization with respect to time introduced in [14].

This paper is organized as follows. Section 2 is on Preliminaries. In Section 3 we introduce our concept of solution, which is slightly different of that given in [2]. Section 4 is devoted to prove existence for our problem with data in $L_{l o c}^{2}\left(0,+\infty ; L^{2}(\Omega)\right)$, while in Section 5 we deal with existence and uniqueness when data in $L_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$ are taken. In Section 5 we also compare solutions corresponding to different data. Section 6 is concerned with large term behaviour of the solutions. In the last Section we show some explicit solutions.

## 2. Notation and Preliminaries

Throughout this paper let $\Omega$ represent a bounded open set in $\mathbb{R}^{N}$, $N \geq 1$. We assume that $\Omega$ has a Lipschitz-continuous boundary and denote by $\nu(x)$ the outer unit normal vector at $x \in \partial \Omega$, which exists $\mathcal{H}^{N-1}$-a.e.; here and in what follows $\mathcal{H}^{N-1}$ stands for the $(N-1)-$ dimensional Hausdorff measure. For $q \in[1, \infty]$, the symbol $L^{q}(\Omega)$ denote the usual Lebesgue space and we will denote by $W_{0}^{1, q}(\Omega)$ the usual Sobolev space of measurable functions having weak derivative in $L^{q}(\Omega)$ and zero trace on $\partial \Omega$, see for instance [11]. Moreover, we will denote by $q^{\prime}$ Hölder's conjugate exponent of $q>1$, i.e., $\frac{1}{q}+\frac{1}{q^{\prime}}=1$. Finally, if $1 \leq q<N$, we will denote by $q^{*}=N q /(N-q)$ its Sobolev conjugate exponent.

Throughout this paper, $u^{\prime}$ denotes the derivative with respect to $t$, while div stands for the divergence with respect to $x$; the gradient with respect to $x$ will be denoted by $\nabla$ for functions in a Sobolev space and by $D$ when $B V$-functions are considered.

The class of functions $u \in L^{1}(\Omega)$ whose partial derivatives in the sense of distributions are measures with finite total variation in $\Omega$ is denoted by $B V(\Omega)$ and is called the space of functions of bounded variation in $\Omega$. The space $B V(\Omega)$ is endowed with the norm

$$
\|u\|_{B V(\Omega)}=\int_{\Omega}|D u|+\int_{\Omega}|u| d x
$$

where $|D u|$ is the total variation of the vector-valued measure $D u$. With this norm, $B V(\Omega)$ is a Banach space, which happens to be the dual of a Banach space denoted by $\Gamma(\Omega)$ (we refer to [1] where a characterization of the space $\Gamma(\Omega)$ can be found). An equivalent norm is given by

$$
u \mapsto \int_{\Omega}|D u|+\int_{\partial \Omega}|u| d \mathcal{H}^{N-1} .
$$

It defines a functional in $B V(\Omega)$ that is lower semi-continuous with respect to the $L^{1}(\Omega)$-convergence. Another functional we will use, that is lower semi-continuous in $L^{1}(\Omega)$, is given by

$$
u \mapsto \int_{\Omega} \varphi|D u|,
$$

where $\varphi \in C_{0}^{\infty}(\Omega)$ satisfies $\varphi \geq 0$. More information on functions of bounded variation can be found in [1] or [12].

If $T>0$, we write $Q_{T}=\Omega \times(0, T)$. For $r, q \in[1,+\infty]$, the spaces $L^{r}\left(0, T ; L^{q}(\Omega)\right), L^{r}\left(0, T ; W_{0}^{1, q}(\Omega)\right)$ and $L^{r}(0, T ; B V(\Omega))$ have obvious meanings. For the sake of brevity, if $X$ is a Banach space of functions depending on the spatial variable $x$, we shall write $u(x, t) \in$ $L_{\text {loc }}^{r}(0, \infty ; X)$ instead of " $u(x, t) \in L^{r}(0, \tau ; X)$ for every $\tau>0$ ". In this framework, fixed $t>0$, we often write " $u(t) \in X$ " to mean that the function $x \mapsto u(x, t)$ belongs to $X$.

We will need some concepts and results form [7] (see also [5, Appendix C$]$ ) to make sense of the dot product of a bounded vector field (whose divergence satisfies certain conditions) and the gradient of a $B V$-function, and so we may apply a Green's formula. This theory is studied in [10] as well, although from a different point of view. These tools were extended in [2] to treat evolution equations of the kind studied in the present paper. Nevertheless, our approach is slightly different, since our aim is to prove Proposition 2.10 below.

Given $\mathbf{z} \in L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$, we denote by $\operatorname{div} \mathbf{z}$ the divergence of $\mathbf{z}$ in the sense of distributions, i.e.

$$
\langle\operatorname{div} \mathbf{z}, \varphi\rangle=-\int_{\Omega} \mathbf{z} \cdot \nabla \varphi d x
$$

for all $\varphi \in C_{0}^{\infty}(\Omega)$. Assume also that $\operatorname{div} \mathbf{z} \in L^{2}(\Omega)$. Then, following [7], we may define a weak trace on $\partial \Omega$ of the normal component of $\mathbf{z}$, that will be represented by $[\mathbf{z}, \nu]$. It holds that $[\mathbf{z}, \nu] \in L^{\infty}(\partial \Omega)$ and $\|[\mathbf{z}, \nu]\|_{\infty} \leq\|\mathbf{z}\|_{\infty}$. Moreover, we may characterize this function by the following property: for each $w \in W^{1,1}(\Omega) \cap L^{2}(\Omega)$

$$
\begin{equation*}
\int_{\partial \Omega} w[\mathbf{z}, \nu] d \mathcal{H}^{N-1}=\int_{\Omega} w \operatorname{div} \mathbf{z} d x+\int_{\Omega} \mathbf{z} \cdot \nabla w d x \tag{2}
\end{equation*}
$$

holds true. On the other hand, given $v \in B V(\Omega) \cap L^{2}(\Omega)$ and $\mathbf{z} \in$ $L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\operatorname{div} \mathbf{z} \in L^{2}(\Omega)$, we define the distribution

$$
(\mathbf{z}, D v): C_{0}^{\infty}(\Omega) \rightarrow \mathbb{R}
$$

by

$$
\langle(\mathbf{z}, D v), \varphi\rangle=-\int_{\Omega} v \mathbf{z} \cdot \nabla \varphi d x-\int_{\Omega} v \varphi \operatorname{div} \mathbf{z} d x
$$

for all $\varphi \in C_{0}^{\infty}(\Omega)$. Observe that, under our hypotheses, every term of (2) has sense. In [7] the following result is proved.

Proposition 2.1. Let $\mathbf{z} \in L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ satisfy $\operatorname{div} \mathbf{z} \in L^{2}(\Omega)$.
The distribution $(\mathbf{z}, D v)$ is actually a Radon measure with finite total variation.

The measures $(\mathbf{z}, D v)$ and its total variation $|(\mathbf{z}, D v)|$ are absolutely continuous with respect to $|D v|$ and

$$
\left|\int_{B}(\mathbf{z}, D v)\right| \leq \int_{B}|(\mathbf{z}, D v)| \leq\|\mathbf{z}\|_{L^{\infty}(U)} \int_{B}|D v|
$$

holds for every Borel set $B$ and every open set $U$ such that $B \subset U \subset \Omega$. Furthermore, the following generalized Green's formula holds:

$$
\begin{equation*}
\int_{\Omega} v \operatorname{div}(\mathbf{z}) d x+\int_{\Omega}(\mathbf{z}, D v)=\int_{\partial \Omega}[\mathbf{z}, \nu] v d \mathcal{H}^{N-1}, \tag{3}
\end{equation*}
$$

where $[\mathbf{z}, \nu]$ denotes the weak trace on $\partial \Omega$ of the normal component of z.

Given a Banach space $X$, we will write by $X^{*}$ its dual space. Thus, $B V(\Omega)^{*}$ stands for the dual space of $B V(\Omega)$ and $B V(\Omega)=\Gamma(\Omega)^{*}$.

When $\operatorname{div} \mathbf{z} \in B V(\Omega)^{*}$, we define the distribution

$$
(\mathbf{z}, D v): C_{0}^{\infty}(\Omega) \rightarrow \mathbb{R}
$$

by
(4) $\langle(\mathbf{z}, D v), \varphi\rangle=-\int_{\Omega} v \mathbf{z} \cdot \nabla \varphi d x-\langle\operatorname{div} \mathbf{z}, v \varphi\rangle_{B V(\Omega)^{*}, B V(\Omega)}$,
for all $\varphi \in C_{0}^{\infty}(\Omega)$. Since $v \in B V(\Omega) \subset L^{1}(\Omega), \varphi \in C_{0}^{\infty}(\Omega), \mathbf{z} \in$ $L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ and $\operatorname{div} \mathbf{z} \in B V(\Omega)^{*}$, it follows that all terms of (4) are well-defined. Moreover, we may also define $[\mathbf{z}, \nu] \in L^{\infty}(\partial \Omega)$ satisfying (2) for all $w \in W^{1,1}(\Omega)$ (see [2] and [5]). In general, we do not know that a result similar to Proposition 2.1 holds. However, in [17, Theorems 5.1 and 5.2] it is proved that this type of results holds when $\operatorname{div} \mathbf{z}$ belongs to the predual $\Gamma(\Omega)$ of $B V(\Omega)$.

If $\xi \in B V(\Omega)^{*}+L^{2}(\Omega)$, then we may consider $\xi \in W_{0}^{1,1}(\Omega)^{*}+L^{2}(\Omega)$ and so there exist $\mathbf{z} \in L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ and $f \in L^{2}(\Omega)$ satisfying

$$
\langle\xi, w\rangle=\int_{\Omega} \mathbf{z} \cdot \nabla w+\int_{\Omega} f w
$$

for all $w \in W_{0}^{1,1}(\Omega) \cap L^{2}(\Omega)$. In this sense, we may write

$$
\xi=\operatorname{div} \mathbf{z}+f \quad \text { in } \quad \mathcal{D}^{\prime}(\Omega) .
$$

Obviously this decomposition need not be unique. Given a specific decomposition $\xi=\operatorname{div} \mathbf{z}+f$, it is straightforward that one can define
the weak trace $[\mathbf{z}, \nu] \in L^{\infty}(\partial \Omega)$ and $\|[\mathbf{z}, \nu]\|_{\infty} \leq\|\mathbf{z}\|_{\infty}$ holds true. Nevertheless, we cannot prove that this vector field $\mathbf{z}$ appearing in the decomposition satisfies that the distribution given by (4) is a Radon measure. So, the following definition is necessary.

Definition 2.2. We say that

$$
\xi=\operatorname{div} \mathbf{z}+f
$$

is a regular decomposition of $\xi \in B V(\Omega)^{*}+L^{2}(\Omega)$ if
(1) $\xi=\operatorname{div} \mathbf{z}+f$ in $\mathcal{D}^{\prime}(\Omega)$;
(2) $(\mathbf{z}, D v)$ is a Radon measure for all $v \in B V(\Omega) \cap L^{2}(\Omega)$;
(3) $\langle\xi, v\rangle+\int_{\Omega}(\mathbf{z}, D v)=\int_{\partial \Omega} v[\mathbf{z}, \nu] d \mathcal{H}^{N-1}+\int_{\Omega} f v d x$, for all $v \in$ $B V(\Omega) \cap L^{2}(\Omega)$.
Remark 2.3. If $\xi \in L^{2}(\Omega)$, then every decomposition $\xi=\operatorname{div} \mathbf{z}+f$, with $\mathbf{z} \in L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ and $f \in L^{2}(\Omega)$, is regular owing to Proposition 2.1.

Lemma 2.4. Assume that $\left(z_{\alpha}\right)_{\alpha \in I}$ is a net satisfying
(1) $\mathbf{z}_{\alpha} \rightharpoonup \mathbf{z}^{*}$-weakly in $L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$;
(2) $\operatorname{div} \mathbf{z}_{\alpha} \rightharpoonup \operatorname{div} \mathbf{z}^{*}$-weakly in $B V(\Omega)^{*}+L^{2}(\Omega)$;
(3) $\left(\mathbf{z}_{\alpha}, D v\right)$ is a Radon measure for all $v \in B V(\Omega) \cap L^{2}(\Omega)$;
(4) for each $\alpha \in I$ a Green's formula holds

$$
\left\langle\operatorname{div} \mathbf{z}_{\alpha}, v\right\rangle_{B V(\Omega)^{*}, B V(\Omega)}+\int_{\Omega}\left(\mathbf{z}_{\alpha}, D v\right)=\int_{\partial \Omega} v\left[\mathbf{z}_{\alpha}, \nu\right] d \mathcal{H}^{N-1}
$$

for all $v \in B V(\Omega) \cap L^{2}(\Omega)$.
Then for all $v \in B V(\Omega) \cap L^{2}(\Omega)$ we obtain
(1) $(\mathbf{z}, D v)$ is a Radon measure;
(2) $\left(\mathbf{z}_{\alpha}, D v\right) \rightharpoonup(\mathbf{z}, D v)^{*}$-weakly as measures;
(3) $\left[\mathbf{z}_{\alpha}, \nu\right] \rightharpoonup[\mathbf{z}, \nu]^{*}$-weakly in $L^{\infty}(\partial \Omega)$;
(4) it yields

$$
\langle\operatorname{div} \mathbf{z}, v\rangle_{B V(\Omega)^{*}, B V(\Omega)}+\int_{\Omega}(\mathbf{z}, D v)=\int_{\partial \Omega} v[\mathbf{z}, \nu] d \mathcal{H}^{N-1}
$$

Proof: (1) and (2).
Fix $\varphi \in C_{0}^{\infty}(\Omega)$ and $v \in B V(\Omega) \cap L^{2}(\Omega)$. We have

$$
\left\langle\left(\mathbf{z}_{\alpha}, D v\right), \varphi\right\rangle=-\left\langle\operatorname{div} \mathbf{z}_{\alpha}, v \varphi\right\rangle-\int_{\Omega} v \mathbf{z}_{\alpha} . \nabla \varphi d x
$$

Taking the limit in $\alpha$, the net converges to

$$
-\langle\operatorname{div} \mathbf{z}, v \varphi\rangle_{B V(\Omega)^{*}, B V(\Omega)}-\int_{\Omega} v \mathbf{z} \cdot \nabla \varphi=\langle(\mathbf{z}, D v), \varphi\rangle
$$

wherewith (2) holds once we see that $(\mathbf{z}, D v)$ is a measure. Moreover, it follows from

$$
\left|\left\langle\left(\mathbf{z}_{\alpha}, D v\right), \varphi\right\rangle\right| \leq\|\varphi\|_{\infty}\left\|\mathbf{z}_{\alpha}\right\|_{\infty} \int_{\Omega}|D v| \leq C\|\varphi\|_{\infty} \int_{\Omega}|D v|
$$

that $|\langle(\mathbf{z}, D v), \varphi\rangle| \leq C\|\varphi\|_{\infty} \int_{\Omega}|D v|$ and so (1) holds.
(3) For all $w \in W^{1,1}(\Omega) \cap L^{2}(\Omega)$, it yields

$$
\left\langle\operatorname{div} \mathbf{z}_{\alpha}, w\right\rangle_{B V(\Omega)^{*}, B V(\Omega)}+\int_{\Omega} \mathbf{z}_{\alpha} \cdot \nabla w d x=\int_{\partial \Omega} w\left[\mathbf{z}_{\alpha}, \nu\right] d \mathcal{H}^{N-1} .
$$

Then

$$
\begin{gathered}
\lim _{\alpha} \int_{\partial \Omega} w\left[\mathbf{z}_{\alpha}, \nu\right] d \mathcal{H}^{N-1}=\lim _{\alpha}\left\langle\operatorname{div} \mathbf{z}_{\alpha}, w\right\rangle_{B V(\Omega)^{*}, B V(\Omega)}+\int_{\Omega} \mathbf{z}_{\alpha} \cdot \nabla w d x \\
=\langle\operatorname{div} \mathbf{z}, w\rangle_{B V(\Omega)^{*}, B V(\Omega)}+\int_{\Omega} \mathbf{z} \cdot \nabla w d x=\int_{\partial \Omega} w[\mathbf{z}, \nu] d \mathcal{H}^{N-1}
\end{gathered}
$$

(4) Set $v \in B V(\Omega) \cap L^{2}(\Omega)$. It follows that
$\langle\operatorname{div} \mathbf{z}, v\rangle_{B V(\Omega)^{*}, B V(\Omega)}+\int_{\Omega}(\mathbf{z}, D v)$

$$
\begin{aligned}
& =\lim _{\alpha}\left\langle\operatorname{div} \mathbf{z}_{\alpha}, v\right\rangle_{B V(\Omega)^{*}, B V(\Omega)}+\int_{\Omega}\left(\mathbf{z}_{\alpha}, D v\right) \\
& \quad=\lim _{\alpha} \int_{\partial \Omega} v\left[\mathbf{z}_{\alpha}, \nu\right] d \mathcal{H}^{N-1}=\int_{\partial \Omega} v[\mathbf{z}, \nu] d \mathcal{H}^{N-1} .
\end{aligned}
$$

Proposition 2.5. Every $\xi \in B V(\Omega)^{*}+L^{2}(\Omega)$ has a regular decomposition.

Proof: By the Goldstine Theorem, the closed unit ball of the predual $\Gamma(\Omega)$ is dense in the closed unit ball of the space $B V(\Omega)^{*}$ with respect to the topology $\sigma\left(B V(\Omega)^{*}, B V(\Omega)\right)$. Thus we can write

$$
\xi=\lim _{\alpha} \operatorname{div} \mathbf{z}_{\alpha}+f
$$

with $\operatorname{div} \mathbf{z}_{\alpha} \in \Gamma(\Omega)$; moreover, the net $\left(\operatorname{div} \mathbf{z}_{\alpha}\right)_{\alpha \in I}$ is bounded in $\Gamma(\Omega)$. This condition of being bounded implies that $\left(\operatorname{div} \mathbf{z}_{\alpha}\right)_{\alpha}$ is bounded in $W^{-1, \infty}(\Omega)$ and $\left(\mathbf{z}_{\alpha}\right)_{\alpha}$ is bounded in $L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$. Then

$$
\begin{array}{cc}
\operatorname{div} \mathbf{z}_{\alpha}+f \rightharpoonup \xi & *_{- \text {weakly in } B V(\Omega)^{*}} \\
\mathbf{z}_{\alpha} \rightharpoonup \mathbf{z} & { }^{*}-\text { weakly in } L^{\infty}(\Omega) .
\end{array}
$$

Given $\varphi \in W_{0}^{1,1}(\Omega) \cap L^{2}(\Omega)$, it yields

$$
\langle\xi, \varphi\rangle=\lim _{\alpha} \int_{\Omega} \mathbf{z}_{\alpha} \cdot \nabla \varphi d x+\int_{\Omega} f \varphi d x=\int_{\Omega} \mathbf{z} \cdot \nabla \varphi d x+\int_{\Omega} f \varphi d x
$$

and so

$$
\xi=\operatorname{div} \mathbf{z}+f \quad \text { en } \quad \mathcal{D}^{\prime}(\Omega) .
$$

Applying [17, Theorem 5.1], each $\left(\mathbf{z}_{\alpha}, D v\right)$ is a Radon measure satisfying a Green's formula. Then, by Lemma 2.4, the decomposition is regular.

To reach Proposition 2.10, we still have to define some concepts introduced in [2]. We denote by $L_{w}^{1}(0, T ; B V(\Omega))$ the space of all measurable maps

$$
v:[0, T] \rightarrow B V(\Omega)
$$

(that is, $t \in[0, T] \rightarrow\langle\phi, v(t)\rangle_{B V(\Omega)^{*}, B V(\Omega)}$ is measurable for all $\phi \in$ $\left.B V(\Omega)^{*}\right)$ such that $\int_{0}^{T}\|v(t)\|_{B V(\Omega)} d t<\infty$.

Definition 2.6. Let $\Psi \in L^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$.
We say that $\Psi$ admits a weak derivative in $L_{w}^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(Q_{T}\right)$ if there exists $\Theta \in L_{w}^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(Q_{T}\right)$ such that $\Psi(t)=\int_{0}^{t} \Theta(s) d s$, where the integral is taken as a Pettis integral.

Definition 2.7. Let $u \in C\left([0, T] ; L^{2}(\Omega)\right) \cap L^{1}(0, T ; B V(\Omega))$. We will say that $\xi \in L^{1}(0, T ; B V(\Omega))^{*}+L^{1}\left(0, T ; L^{2}(\Omega)\right)$ satisfying $\xi=\operatorname{div} \mathbf{z}+f$ in $\mathcal{D}^{\prime}\left(Q_{T}\right)$ is the time derivative of $u$ if
(1) $\int_{\text {tion }}^{T}\langle\xi(t), \Psi(t)\rangle d t=-\int_{0}^{T} \int_{\Omega} u(s, x) \Theta(s, x) d x d s$, for every func-

$$
\Psi \in L^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)
$$

which admits a weak derivative $\Theta \in L_{w}^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and having compact support in time;
(2) For almost all $t \in(0, T), \xi(t)=\operatorname{div} \mathbf{z}(t)+f(t)$ is a regular decomposition.

REMARK 2.8. We explicitly remark that the dual $L^{1}(0, T ; B V(\Omega))^{*}$ can be identify with $L_{w^{*}}^{\infty}\left(0, T ; B V(\Omega)^{*}\right)$, the space of all $\xi:[0, T] \rightarrow$ $B V(\Omega)^{*}$ which are ${ }^{*}$-weakly measurable (that is, the function $t \mapsto$ $\langle\xi(t), v\rangle$ is measurable for every $v \in B V(\Omega))$ and satisfy $\|\xi(t)\|_{B V(\Omega)^{*}} \in$ $L^{\infty}(0, T)$ (see [19]). The duality is given by

$$
\langle\xi, v\rangle=\int_{0}^{T}\langle\xi(t), v(t)\rangle_{B V(\Omega)^{*}, B V(\Omega)} d t
$$

for all $\xi \in L_{w^{*}}^{\infty}\left(0, T ; B V(\Omega)^{*}\right)$ and all $v \in L^{1}(0, T ; B V(\Omega))$. Consequently the first term of the formula 1 . in the above definition makes sense.

Proposition 2.9. Let $\xi \in L^{1}(0, T ; B V(\Omega))^{*}+L^{1}\left(0, T ; L^{2}(\Omega)\right)$ be such that $\xi=\operatorname{div} \mathbf{z}+f$ is the time derivative of $u \in C\left([0, T] ; L^{2}(\Omega)\right) \cap$ $L^{1}(0, T ; B V(\Omega))$. Then the real function $t \mapsto \int_{\Omega} u(t)^{2} d x$ is absolutely continuous in $(0, T)$ and
(5) $\frac{1}{2}\left(\int_{\Omega} u(t)^{2} d x\right)^{\prime}=$

$$
=-\int_{\Omega}(\mathbf{z}(t), D u(t))+\int_{\partial \Omega} u(t)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1}+\int_{\Omega} f(t) u(t) d x
$$

Proof: Consider $\eta \in C_{0}^{\infty}(0, T)$ and let $\tau$ be small enough to perform the following manipulations:

$$
\begin{aligned}
&-\int_{0}^{T} \int_{\Omega} \frac{\eta(t-\tau)-\eta(t)}{-\tau} \frac{u(t)^{2}}{2} d x d t \\
& \quad \int_{0}^{T} \int_{\Omega} \frac{u(t)^{2} \eta(t-\tau)}{2 \tau} d x d t-\int_{0}^{T} \int_{\Omega} \frac{u(t)^{2} \eta(t)}{2 \tau} d x d t \\
& \quad=\int_{0}^{T} \int_{\Omega} \frac{u(t+\tau)^{2} \eta(t)}{2 \tau} d x d t-\int_{0}^{T} \int_{\Omega} \frac{u(t)^{2} \eta(t)}{2 \tau} d x d t \\
& \quad=\frac{1}{2} \int_{0}^{T} \int_{\Omega} \frac{u(t+\tau)^{2}-u(t)^{2}}{\tau} \eta(t) d x d t \\
& \quad=\frac{1}{2} \int_{0}^{T} \int_{\Omega} \frac{(u(t+\tau)-u(t))(u(t+\tau)+u(t))}{\tau} \eta(t) d x d t
\end{aligned}
$$

Thus,

$$
\left.\begin{array}{rl}
-\int_{0}^{T} \int_{\Omega} \frac{\eta(t-\tau)-\eta(t)}{-\tau} \frac{u(t)^{2}}{2} d x d t \\
= & \frac{1}{2}\left[\int_{0}^{T} \int_{\Omega} \frac{(u(t+\tau)-u(t))}{\tau} u(t+\tau) \eta(t) d x d t\right. \\
& \left.\quad+\int_{0}^{T} \int_{\Omega} \frac{(u(t+\tau)-u(t))}{\tau} u(t) \eta(t) d x d t\right]
\end{array}\right] \begin{aligned}
& \\
&
\end{aligned}
$$

To compute $I_{2}$ we define

$$
\Psi^{\tau}(t)=\frac{1}{\tau} \int_{t-\tau}^{t} \eta(s) u(s) d s
$$

Then, since $\xi$ is the time derivative of $u$, we have

$$
\begin{aligned}
\int_{0}^{T}\left\langle\Psi^{\tau}(t), \xi(t)\right\rangle d t & =-\int_{0}^{T} \int_{\Omega} \frac{\eta(t) u(t)-\eta(t-\tau) u(t-\tau)}{\tau} u(t) d x d t \\
& =-\int_{0}^{T} \int_{\Omega} \frac{\eta(t) u(t)^{2}}{\tau} d x d t+\int_{0}^{T} \int_{\Omega} \frac{u(t+\tau)}{\tau} \eta(t) d x d t \\
& =I_{2}
\end{aligned}
$$

so that

$$
\begin{aligned}
& I_{2}= \int_{0}^{T}\left\langle\Psi^{\tau}(t), \xi(t)\right\rangle d t \\
&=-\int_{0}^{T} \int_{\Omega}\left(\mathbf{z}(t), D \Psi^{\tau}(t)\right) d t \\
&+\int_{0}^{T} \int_{\partial \Omega} \Psi^{\tau}(t)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1} d t \\
&+\int_{0}^{T} \int_{\Omega} f \Psi^{\tau}(t) d x d t \\
&=-\int_{0}^{T} \int_{\Omega}\left(\frac{1}{\tau} \int_{t-\tau}^{t} \eta(s)(\mathbf{z}(t), D u(s)) d s\right) d t \\
&+\int_{0}^{T} \int_{\partial \Omega}\left(\frac{1}{\tau} \int_{t-\tau}^{t} \eta(s) u(s) d s\right)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1} d t \\
&+\int_{0}^{T} \int_{\Omega} f\left(\frac{1}{\tau} \int_{t-\tau}^{t} \eta(s) u(s) d s\right) d x d t
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\lim _{\tau \rightarrow 0} I_{2}=- & \int_{0}^{T} \int_{\Omega} \eta(t)(\mathbf{z}(t), D u(t)) d t \\
& +\int_{0}^{T} \int_{\Omega} \eta(t) u(t)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1} d t+\int_{0}^{T} \int_{\Omega} f \eta u d x d t .
\end{aligned}
$$

On the other hand, to compute $I_{1}$, we define

$$
\chi^{\tau}(t)=\frac{1}{\tau} \int_{t-\tau}^{t} \eta(s) u(s+\tau) d s
$$

Hence,

$$
\begin{gathered}
\int_{0}^{T}\left\langle\chi^{\tau}(t), \xi(t)\right\rangle d t=-\int_{0}^{T} \int_{\Omega} \frac{\eta(t) u(t+\tau)-\eta(t-\tau) u(t)}{\tau} u(t) d x d t \\
=-\int_{0}^{T} \int_{\Omega} \frac{\eta(t) u(t+\tau) u(t)}{\tau} d x d t+\int_{0}^{T} \int_{\Omega} \frac{\eta(t-\tau) u(t)^{2}}{\tau} d x d t \\
=-\int_{0}^{T} \int_{\Omega} \frac{\eta(t) u(t+\tau) u(t)}{\tau} d x d t+\int_{0}^{T} \int_{\Omega} \frac{\eta(t) u(t+\tau)^{2}}{\tau} d x d t \\
=\int_{0}^{T} \int_{\Omega} \frac{u(t+\tau)-u(t)}{\tau} u(t+\tau) \eta(t) d x d t \\
=I_{1}
\end{gathered}
$$

Arguing as in the case of $I_{2}$, it yields

$$
\lim _{\tau \rightarrow 0} I_{1}=\lim _{\tau \rightarrow 0} I_{2}
$$

Therefore, it follows from

$$
-\int_{0}^{T} \int_{\Omega} \frac{\eta(t-\tau)-\eta(t)}{-\tau} \frac{u(t)^{2}}{2} d x d t=\frac{1}{2}\left(I_{1}+I_{2}\right)
$$

that

$$
\begin{aligned}
& \quad-\int_{0}^{T} \int_{\Omega} \eta^{\prime}(t) \frac{u(t)^{2}}{2} d x d t= \\
& =-\int_{0}^{T} \int_{\Omega} \eta(t)(\mathbf{z}(t), D u(t)) d t+\int_{0}^{T} \int_{\partial \Omega} \eta(t) u(t)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1} d t \\
& \\
& \\
& \quad+\int_{0}^{T} \int_{\Omega} f(t) \eta(t) u(t) d x d t
\end{aligned}
$$

One concludes that

$$
\left(\int_{\Omega} \frac{u(t)^{2}}{2} d x\right)^{\prime}=\int_{\Omega}(\mathbf{z}(t), D u(t))+\int_{\partial \Omega} u(t)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1}+\int_{\Omega} f(t) u(t) d x
$$

and, since the right hand side belongs to $L^{1}(0, T)$, the function $t \rightarrow$ $\int_{\Omega} \frac{u(t)^{2}}{2} d x$ is absolutely continuous.

Proposition 2.10. Consider $u, v \in C\left([0, T] ; L^{2}(\Omega)\right) \cap L^{1}(0, T ; B V(\Omega))$ with time derivatives $\xi, \bar{\xi}$, respectively. So

$$
\xi, \bar{\xi} \in L^{1}(0, T ; B V(\Omega))^{*}+L^{1}\left(0, T ; L^{2}(\Omega)\right)
$$

and we have the decompositions

$$
\xi=\operatorname{div} \mathbf{z}+f \quad \text { and } \quad \bar{\xi}=\operatorname{div} \overline{\mathbf{z}}+\bar{f}
$$

where $\mathbf{z}, \overline{\mathbf{z}} \in L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ and $f, \bar{f} \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$.
Then, for almost all $t \in[0, T]$, it holds
(6) $\left(\int_{\Omega} u(t) v(t) d x\right)^{\prime}=-\int_{\Omega}(\mathbf{z}(t), D v(t))-\int_{\Omega}(\overline{\mathbf{z}}(t), D u(t))$

$$
\begin{aligned}
+\int_{\partial \Omega} u(t)[\overline{\mathbf{z}}(t), \nu] d \mathcal{H}^{N-1} & +\int_{\partial \Omega} v(t)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1} \\
& +\int_{\Omega} f(t) v(t) d x+\int_{\Omega} \bar{f}(t) u(t) d x
\end{aligned}
$$

Proof: Obviously $u+v$ has as time derivative $\xi+\bar{\xi}$. Furthermore, each of the functions $u, v$ and $u+v$ satisfies the respective equation (5), wherewith we deduce, for almost all $t \in(0, T)$,

$$
\begin{aligned}
& \left(\int_{\Omega} u(t) v(t) d x\right)^{\prime}= \\
& =\left(\int_{\Omega} \frac{(u(t)+v(t))^{2}}{2} d x\right)^{\prime}-\left(\int_{\Omega} \frac{u(t)^{2}}{2} d x\right)^{\prime}-\left(\int_{\Omega} \frac{v(t)^{2}}{2} d x\right)^{\prime} \\
& =-\int_{\Omega}(\mathbf{z}+\overline{\mathbf{z}}, D(u+v))+\int_{\partial \Omega}(u+v)[\mathbf{z}+\overline{\mathbf{z}}, \nu] d \mathcal{H}^{N-1}+\int_{\Omega}(f+\bar{f})(u+v) d x \\
& \quad+\int_{\Omega}(\mathbf{z}, D u)-\int_{\partial \Omega} u[\mathbf{z}, \nu] d \mathcal{H}^{N-1}-\int_{\Omega} f u d x \\
& \\
& \quad+\int_{\Omega}(\overline{\mathbf{z}}, D v)-\int_{\partial \Omega} v[\overline{\mathbf{z}}, \nu] d \mathcal{H}^{N-1}-\int_{\Omega} \bar{f} v d x
\end{aligned}
$$

and simplifying it yields

$$
\begin{aligned}
& \left(\int_{\Omega} u(t) v(t) d x\right)^{\prime}= \\
& =-\int_{\Omega}(\mathbf{z}, D v)-\int_{\Omega}(\overline{\mathbf{z}}, D u)+\int_{\partial \Omega} u[\overline{\mathbf{z}}, \nu] d \mathcal{H}^{N-1}+\int_{\partial \Omega} v[\mathbf{z}, \nu] d \mathcal{H}^{N-1} \\
& \\
&
\end{aligned}
$$

Remark 2.11. Since the right hand side of (6) belongs to $L^{1}(0, T)$, the function given by

$$
t \mapsto \int_{\Omega} u(t) v(t) d x
$$

is absolutely continuous in $(0, T)$.

## 3. Definition of solution to problem (1)

We are now ready to introduce the concept of solution to problem (1). For each $T>0$, we will consider the following parabolic problem

$$
\left\{\begin{align*}
u^{\prime}-\operatorname{div}\left(\frac{D u}{|D u|}\right) & =f(x, t), & & \text { in } \Omega \times(0, T) ;  \tag{7}\\
u & =0, & & \text { on } \partial \Omega \times(0, T) ; \\
u(x, 0) & =u_{0}(x), & & \text { in } \Omega
\end{align*}\right.
$$

Definition 3.1. Let $f \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$ and $u_{0} \in L^{2}(\Omega)$.
We say that a function $u \in L^{1}(0, T ; B V(\Omega)) \cap C\left([0, T] ; L^{2}(\Omega)\right)$ is a solution to (7) if there exist $\mathbf{z} \in L^{\infty}\left(Q_{T}\right)$ and $u^{\prime} \in L^{1}(0, T ; B V(\Omega))^{*}+$ $L^{1}\left(0, T ; L^{2}(\Omega)\right)$ such that for almost all $t \in[0, T]$ it holds

$$
\begin{equation*}
u^{\prime}(t)=\operatorname{div} \mathbf{z}(t)+f(t) \quad \text { is a regular decomposition } \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
(\mathbf{z}(t), D u(t))=|D u(t)| \quad \text { as measures } \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
[\mathbf{z}(t), \nu] \in \operatorname{sign}(-u(t)) \quad \mathcal{H}^{N-1}-\text { a.e. on } \partial \Omega \text {. } \tag{10}
\end{equation*}
$$

Moreover, $u^{\prime}$ is the time derivative of $u$.
Given $f \in L_{\text {loc }}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$ and $u_{0} \in L^{2}(\Omega)$, we say that a function $u \in L_{\text {loc }}^{1}(0,+\infty ; B V(\Omega)) \cap C\left([0,+\infty) ; L^{2}(\Omega)\right)$ is a solution to (1) if it is a solution to (7) for every $T>0$.

Remark 3.2. Proposition 2.10 implies that if $u$ is a solution to (7) in the sense of Definition 3.1, then it satisfies the following property: for almost all $t \in(0, T)$

$$
\begin{aligned}
&\left(\int_{\Omega} u(t) v(t) d x\right)^{\prime}=-\int_{\Omega}(\mathbf{z}(t), D v(t))-\int_{\Omega}(\overline{\mathbf{z}}(t), D u(t)) \\
&+\int_{\partial \Omega} u(t)[\overline{\mathbf{z}}(t), \nu] d \mathcal{H}^{N-1}+\int_{\partial \Omega} v(t)[\mathbf{z}(t), \nu] d \mathcal{H}^{N-1} \\
&+\int_{\Omega} f(t) v(t) d x+\int_{\Omega} \bar{f}(t) u(t) d x
\end{aligned}
$$

holds, whenever $v$ has $v^{\prime} \in L^{1}(0, T ; B V(\Omega))^{*}+L^{1}\left(0, T ; L^{2}(\Omega)\right)$ as time derivative and decomposition

$$
v^{\prime}=\operatorname{div} \overline{\mathbf{z}}+\bar{f}
$$

In particular, taking $u=v$ and applying (9) and (10) it follows that (11)

$$
\left(\int_{\Omega} u(t)^{2} d x\right)^{\prime}=-2 \int_{\Omega}|D u(t)|-2 \int_{\partial \Omega}|u(t)| d \mathcal{H}^{N-1}+2 \int_{\Omega} f(t) u(t) d x
$$

for almost all $t \in(0, T)$.
Remark 3.3. When the distributional derivative satisfies $u^{\prime}(t) \in L^{2}(\Omega)$ for almost all $t \in[0, T]$, the decomposition is always regular (see Remark 2.3). Moreover, if $u^{\prime} \in L^{2}\left(Q_{T}\right)$, then $u^{\prime}$ is the time derivative of $u$ since, given a function $\Psi \in L^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ which admits weak derivative $\Theta \in L_{w}^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and has compact support in time, it holds (for $h>0$ )

$$
\begin{aligned}
\int_{0}^{T}\left\langle u^{\prime}(t),\right. & \Psi(t)\rangle d t=\int_{0}^{T} \int_{\Omega} u^{\prime}(x, t) \Psi(x, t) d x d t \\
= & \lim _{h \rightarrow 0^{+}} \int_{0}^{T} \int_{\Omega} \frac{u(x, t+h)-u(x, t)}{h} \Psi(x, t) d x d t \\
= & -\lim _{h \rightarrow 0^{+}} \int_{0}^{T} \int_{\Omega} u(x, t) \frac{\Psi(x, t)-\Psi(x, t-h)}{h} d x d t \\
= & -\lim _{h \rightarrow 0^{+}} \int_{0}^{T} \int_{\Omega} u(x, t)\left(\frac{1}{h} \int_{t-h}^{t} \Theta(x, \tau) d \tau\right) d x d t \\
& =-\int_{0}^{T} \int_{\Omega} u(x, t) \Theta(x, t) d x d t
\end{aligned}
$$

An analogous argument works for $h<0$ and thus $u^{\prime}$ is the time derivative of $u$ in the sense of Definition 2.7.

Observe that it is enough that $u^{\prime} \in L^{2}(\Omega \times \operatorname{supp} \Psi)$; that is, it is sufficient to assume $u^{\prime} \in L^{2}\left(\delta, T-\delta ; L^{2}(\Omega)\right)$ for all $\delta>0$.

## 4. Data in $L^{2}(\Omega \times(0, T))$

Assume in this Section that $f \in L^{2}(\Omega \times(0, T))$ and $u_{0} \in L^{2}(\Omega)$.
Theorem 4.1. For each $f \in L^{2}(\Omega \times(0, T))$ and each $u_{0} \in L^{2}(\Omega)$ there exists a solution to (7) that satisfies $u^{\prime}(t) \in L^{2}(\Omega)$ for almost all $t \in[0, T]$ and

$$
\begin{equation*}
\max _{t \in[0, T]}\|u(t)\|_{L^{2}(\Omega)} \leq\left\|u_{0}\right\|_{L^{2}(\Omega)}+\int_{0}^{T}\|f(t)\|_{L^{2}(\Omega)} d t \tag{12}
\end{equation*}
$$

Proof: Consider the following approximating problems

$$
\left\{\begin{align*}
u_{p}^{\prime}-\Delta_{p} u_{p} & =f(x, t), & & \text { in } \Omega \times(0, T)  \tag{13}\\
u_{p} & =0, & & \text { on } \partial \Omega \times(0, T) \\
u_{p}(x, 0) & =u_{0}(x) & & \text { in } \Omega
\end{align*}\right.
$$

where $1<p<2$.
It is well-known that there exists a solution $u_{p} \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right) \cap$ $C\left([0, T] ; L^{2}(\Omega)\right)$ to this problem (If $p \geq 2$, the classical reference is [16], but in our case, it is a bit trickier: it can be applied the Galerkin approximation appearing in [15].) Hence, it holds

$$
\begin{align*}
& \int_{\Omega} u_{p}(t) \varphi(t) d x-\int_{\Omega} u_{0} \varphi(0) d x-\int_{0}^{t} \int_{\Omega} u_{p} \varphi^{\prime} d x d \tau  \tag{14}\\
& \quad+\int_{0}^{t} \int_{\Omega}\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla \varphi d x d \tau=\int_{0}^{t} \int_{\Omega} f \varphi d x d \tau
\end{align*}
$$

for all $0<t<T$ and all $\varphi \in C^{1}\left([0, T] ; L^{2}(\Omega)\right) \cap L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$. Moreover, $u_{p}$ can be used as test function. In doing so, applying also Hölder's inequality, we obtain

$$
\begin{gather*}
\frac{1}{2} \int_{\Omega} u_{p}^{2}(x, t) d x-\frac{1}{2} \int_{\Omega} u_{0}^{2}(x) d x+\int_{0}^{t} \int_{\Omega}\left|\nabla u_{p}\right|^{p} d x d \tau=\int_{0}^{t} \int_{\Omega} f u_{p} d x d \tau  \tag{15}\\
\leq \int_{0}^{t}\left(\int_{\Omega} f^{2}(x, \tau) d x\right)^{1 / 2}\left(\int_{\Omega} u_{p}^{2}(x, \tau) d x\right)^{1 / 2} d \tau
\end{gather*}
$$

We proceed to divide the proof into several stages.

## Step 1: A priori estimates

Denoting $\zeta(t)=\left(\int_{\Omega} u_{p}^{2}(x, t) d x\right)^{1 / 2}$ and dropping a nonnegative term, (15) becomes

$$
\zeta(t)^{2} \leq \zeta(0)^{2}+2 \int_{0}^{t}\left(\int_{\Omega} f^{2}(x, \tau) d x\right)^{1 / 2} \zeta(\tau) d \tau
$$

Applying a nonlinear version of Gronwall's Lemma (due to [18], see also [22, Theorem 1.2]), we deduce that

$$
\zeta(t) \leq \zeta(0)+\int_{0}^{t}\left(\int_{\Omega} f^{2}(x, \tau) d x\right)^{1 / 2} d \tau
$$

Hence, the right hand side of (15) is bounded and it yields

$$
\frac{1}{2} \int_{\Omega} u_{p}^{2}(x, t) d x+\int_{0}^{t} \int_{\Omega}\left|\nabla u_{p}\right|^{p} d x d \tau \leq C
$$

where the constant $C$ only depends on $\left\|u_{0}\right\|_{L^{2}(\Omega)}$ and on $\|f\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}$. Taking the supreme among every $0<t<T$, we conclude that

$$
\begin{equation*}
\sup _{t \in[0, T]} \int_{\Omega} u_{p}^{2}(x, t) d x+\int_{Q_{T}}\left|\nabla u_{p}\right|^{p} d x d t \leq C . \tag{16}
\end{equation*}
$$

Thus, $\left(u_{p}\right)_{p}$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{1}\left(0, T ; W_{0}^{1,1}(\Omega)\right)$. Since $u_{p}^{\prime}=\Delta_{p} u_{p}+f$, we have that $\left(u_{p}^{\prime}\right)_{p}$ is bounded in

$$
L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)+L^{1}\left(0, T ; L^{2}(\Omega)\right) \subset L^{1}\left(0, T ; W^{-1,1}(\Omega)\right),
$$

Corollary 4 in [20] now implies that $u_{p}$ is compact in $L^{1}\left(Q_{T}\right)$. Therefore, there exists $u \in L^{1}\left(Q_{T}\right)$ and a subsequence (still denoted by $u_{p}$ ) satisfying

$$
\begin{gather*}
u_{p} \rightarrow u \quad \text { strongly in } L^{1}\left(Q_{T}\right)  \tag{17}\\
u_{p}(x, t) \rightarrow u(x, t) \quad \text { a.e. in } Q_{T} . \tag{18}
\end{gather*}
$$

We deduce that

$$
\begin{equation*}
u_{p}(t) \rightarrow u(t) \quad \text { in } L^{1}(\Omega) \text { for almost all } t \in(0, T) . \tag{19}
\end{equation*}
$$

Step 2: $u \in L^{1}(0, T ; B V(\Omega))$
By Young's inequality

$$
\int_{Q_{T}}\left|\nabla u_{p}(t)\right| d x d t \leq \frac{1}{p^{\prime}} T|\Omega|+\frac{1}{p} \int_{Q_{T}}\left|\nabla u_{p}(t)\right|^{p} d x d t \leq C,
$$

where $C$ only depends on the parameters of our problem. Fatou's Lemma implies

$$
\begin{equation*}
\int_{0}^{T} \liminf _{p \rightarrow 1} \int_{\Omega}\left|\nabla u_{p}(t)\right| d x d t \leq C \tag{20}
\end{equation*}
$$

Recalling (19), for almost all $t \in(0, T)$, it yields $u(t) \in B V(\Omega)$ and

$$
\int_{\Omega}|D u(t)| d x \leq \liminf _{p \rightarrow 1} \int_{\Omega}\left|\nabla u_{p}(t)\right| d x
$$

From here and (20) one concludes that $u \in L^{1}(0, T ; B V(\Omega))$ and

$$
\int_{0}^{T} \int_{\Omega}|D u(t)| d x d t \leq \int_{0}^{T} \liminf _{p \rightarrow 1} \int_{\Omega}\left|\nabla u_{p}\right| d x d t
$$

## Step 3: Existence of the vector field

By (16) we know that

$$
\int_{Q_{T}}\left|\nabla u_{p}\right|^{p} d x d t \leq C
$$

and so, for all $1<s<p^{\prime}$, it holds

$$
\begin{array}{r}
\int_{Q_{T}}\left|\nabla u_{p}\right|^{s(p-1)} d x d t \leq\left(\int_{Q_{T}}\left|\nabla u_{p}\right|^{p} d x d t\right)^{\frac{s(p-1)}{p}}\left|Q_{T}\right|^{1-\frac{s(p-1)}{p}}  \tag{21}\\
\leq C^{\frac{s(p-1)}{p}}\left|Q_{T}\right|^{1-\frac{s(p-1)}{p}}
\end{array}
$$

Then, up to subsequences, we have that $\left(\left|\nabla u_{p}\right|^{p-2} \nabla u_{p}\right)_{p}$ weakly converges to $\mathbf{z}_{s}$ in $L^{s}\left(\Omega ; \mathbb{R}^{N}\right)$ for all $1 \leq s<+\infty$. Using a diagonal argument, we deduce that there exists a vector field $\mathbf{z} \in L^{s}\left(Q_{T} ; \mathbb{R}^{N}\right)$, where $1 \leq s<\infty$, such that
(22)
$\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \rightharpoonup \mathbf{z} \quad$ weakly in each $L^{s}\left(Q_{T} ; \mathbb{R}^{N}\right), \quad 1 \leq s<+\infty$.
By letting $p \rightarrow 1$ in (21) we obtain

$$
\int_{Q_{T}}|\mathbf{z}|^{s} d x d t \leq\left|Q_{T}\right|
$$

that is, $\|\mathbf{z}\|_{s} \leq\left|Q_{T}\right|^{1 / s}$ for all $1 \leq s<\infty$. If now we let $s \rightarrow \infty$, then $\mathbf{z} \in L^{\infty}\left(Q_{T} ; \mathbb{R}^{N}\right)$ and $\|\mathbf{z}\|_{\infty} \leq 1$.

We next check the equation satisfied by $\mathbf{z}$. We take $\varphi \in C_{0}^{\infty}\left(Q_{T}\right)$ as test function in (14) obtaining

$$
-\int_{Q_{T}} u_{p} \varphi^{\prime} d x d t+\int_{Q_{T}}\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla \varphi d x d t=\int_{Q_{T}} f \varphi d x d t
$$

As $p$ goes to 1 , it leads to

$$
-\int_{Q_{T}} u \varphi^{\prime} d x d t+\int_{Q_{T}} \mathbf{z} \cdot \nabla \varphi d x d t=\int_{Q_{T}} f \varphi d x d t
$$

wherewith it satisfies

$$
\begin{equation*}
u^{\prime}-\operatorname{div} \mathbf{z}=f(x, t), \quad \text { in } \mathcal{D}^{\prime}\left(Q_{T}\right) \tag{23}
\end{equation*}
$$

Step 4: $u^{\prime}(t) \in L^{2}(\Omega)$ a.e.
For almost all $t>0$, we know that $u_{p}(t) \in W_{0}^{1, p}(\Omega)$ and $u(t) \in$ $B V(\Omega)$. We fix one of these time values and denote it by $\delta>0$. We are applying the regularization with respect to time introduced in [14] for each fix $p>1$. For every $\nu>0$, we consider the solution to problem

$$
\left\{\begin{array}{l}
\frac{1}{\nu} u_{\nu}^{\prime}+u_{\nu}=u_{p} \\
u_{\nu}(\delta)=u_{p}(\delta)
\end{array}\right.
$$

Then $u_{\nu}^{\prime}, u_{\nu} \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ and $u_{\nu} \rightarrow u_{p}$ strongly in $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ as $\nu \rightarrow \infty$. Taking $u_{\nu}^{\prime}$ as test we obtain

$$
\begin{equation*}
\int_{\delta}^{t} \int_{\Omega} u_{p}^{\prime} u_{\nu}^{\prime} d x d \tau+\int_{\delta}^{t} \int_{\Omega}\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla u_{\nu}^{\prime} d x d \tau=\int_{\delta}^{t} \int_{\Omega} f u_{\nu}^{\prime} d x d \tau \tag{24}
\end{equation*}
$$

Our aim is to use

$$
\int_{\delta}^{t} \int_{\Omega}\left(u_{\nu}^{\prime}\right)^{2} d x d \tau \leq \int_{\delta}^{t} \int_{\Omega} u_{p}^{\prime} u_{\nu}^{\prime} d x d \tau
$$

and this claim follows from

$$
\begin{aligned}
& \int_{\delta}^{t} \int_{\Omega} u_{\nu}^{\prime}\left[u_{p}^{\prime}-u_{\nu}^{\prime}\right] d x d \tau=\nu \int_{\delta}^{t} \int_{\Omega}\left(u_{p}-u_{\nu}\right)\left(u_{p}-u_{\nu}\right)^{\prime} d x d \tau \\
&=\frac{\nu}{2} \int_{\delta}^{t} \int_{\Omega}\left(\left(u_{p}-u_{\nu}\right)^{2}\right)^{\prime} d x d \tau \\
&=\frac{\nu}{2} \int_{\Omega}\left(u_{p}(t)-u_{p}(\delta)\right)^{2} d x d \tau \geq 0 .
\end{aligned}
$$

Thus, it follows from (24) that

$$
\begin{aligned}
& \int_{\delta}^{t} \int_{\Omega}\left(u_{\nu}^{\prime}\right)^{2} d x d \tau+\int_{\delta}^{t} \int_{\Omega}\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla u_{\nu}^{\prime} d x d \tau \\
& \leq \frac{1}{2} \int_{\delta}^{t} \int_{\Omega} f^{2} d x d \tau+\frac{1}{2} \int_{\delta}^{t} \int_{\Omega}\left(u_{\nu}^{\prime}\right)^{2} d x d \tau
\end{aligned}
$$

and so

$$
\begin{aligned}
& \frac{1}{2} \int_{\delta}^{t} \int_{\Omega}\left(u_{\nu}^{\prime}\right)^{2} d x d \tau+\int_{\delta}^{t} \int_{\Omega}\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla u_{\nu}^{\prime} d x d \tau \\
& \leq \frac{1}{2} \int_{\delta}^{t} \int_{\Omega} f^{2} d x d \tau
\end{aligned}
$$

On the other hand, we also have

$$
\begin{aligned}
0 \leq \nu \int_{\delta}^{t} \int_{\Omega}(\mid \nabla & \left.\left.u_{p}\right|^{p-2} \nabla u_{p}-\left|\nabla u_{\nu}\right|^{p-2} \cdot \nabla u_{\nu}\right) \cdot \nabla\left(u_{p}-u_{\nu}\right) d x d \tau \\
& =\int_{\delta}^{t} \int_{\Omega}\left(\left|\nabla u_{p}\right|^{p-2} \nabla u_{p}-\left|\nabla u_{\nu}\right|^{p-2} \nabla u_{\nu}\right) \cdot \nabla u_{\nu}^{\prime} d x d \tau
\end{aligned}
$$

so that

$$
\int_{\delta}^{t} \int_{\Omega}\left|\nabla u_{\nu}\right|^{p-2} \nabla u_{\nu} \cdot \nabla u_{\nu}^{\prime} d x d \tau \leq \int_{\delta}^{t} \int_{\Omega}\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla u_{\nu}^{\prime} d x d \tau
$$

Hence,

$$
\begin{aligned}
& \frac{1}{2} \int_{\delta}^{t} \int_{\Omega}\left(u_{\nu}^{\prime}\right)^{2} d x d \tau+\int_{\delta}^{t} \int_{\Omega}\left|\nabla u_{\nu}\right|^{p-2} \nabla u_{\nu} \cdot \nabla\left(u_{\nu}\right)^{\prime} d x d \tau \\
& \leq \frac{1}{2} \int_{\delta}^{t} \int_{\Omega} f^{2} d x d \tau
\end{aligned}
$$

Having in mind

$$
\begin{array}{r}
\int_{\delta}^{t} \int_{\Omega}\left|\nabla u_{\nu}\right|^{p-2} \nabla u_{\nu} \cdot \nabla\left(u_{\nu}\right)^{\prime} d x d \tau=\frac{1}{p} \int_{\delta}^{t}\left(\int_{\Omega}\left|\nabla u_{\nu}(t)\right|^{p}\right)^{\prime} d x d \tau \\
=\frac{1}{p} \int_{\Omega}\left|\nabla u_{\nu}(t)\right|^{p} d x-\frac{1}{p} \int_{\Omega}\left|\nabla u_{\nu}(\delta)\right|^{p} d x
\end{array}
$$

we deduce
(25) $\frac{1}{2} \int_{\delta}^{t} \int_{\Omega}\left(u_{\nu}^{\prime}\right)^{2} d x d \tau \leq \frac{1}{2} \int_{\delta}^{t} \int_{\Omega} f^{2} d x d \tau+\frac{1}{p} \int_{\Omega}\left|\nabla u_{p}(\delta)\right|^{p} d x=C$
where $C$ does not depends on $\nu$. Then $u_{\nu}^{\prime}$ is bounded in $L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$ and $\left(u_{\nu}(t)\right)^{\prime} \rightharpoonup \xi$ weakly in $L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$; it is easy to see that $u_{\nu} \rightarrow u_{p}$ strongly in $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ implies $\xi=u_{p}^{\prime}$ in the sense of distributions.

Taking $\nu \rightarrow \infty$ in (25), it yields

$$
\frac{1}{2} \int_{\delta}^{T} \int_{\Omega}\left(u_{p}^{\prime}\right)^{2} d x d t \leq \frac{1}{2} \int_{\delta}^{t} \int_{\Omega} f^{2} d x d \tau+\frac{1}{p} \int_{\Omega}\left|\nabla u_{p}(\delta)\right|^{p} d x
$$

wherewith $\left(u_{p}^{\prime}\right)_{p}$ is bounded in $L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$ and

$$
u_{p}^{\prime} \rightharpoonup u^{\prime}
$$

Since this argument holds for almost all $\delta>0$, we conclude that $u^{\prime} \in$ $L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$ for all $\delta>0$, thus we have check that $u^{\prime}(t) \in L^{2}(\Omega)$ for almost all $t \in[0, T]$.

Step 5: $u \in C\left([0, T] ; L^{2}(\Omega)\right)$

Since $u^{\prime} \in L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$ for all $\delta>0$, by [20, Corollary 4], it follows that $u_{p} \rightarrow u$ in $C\left([\delta, T] ; L^{2}(\Omega)\right)$ for all $\delta>0$. As a consequence, $u \in C\left((0, T] ; L^{2}(\Omega)\right)$ and $u(t)$ is well-defined for all $t>0$. Moreover, $u_{p}(t) \rightarrow u(t)$ in $L^{2}(\Omega)$ for all $t>0$. Let us see that $u$ is continuous at 0 as well.

On the one hand, for each $0<t<T$ it follows from (15) and (16) that

$$
\frac{1}{2} \int_{\Omega} u_{p}^{2}(t) d x-\frac{1}{2} \int_{\Omega} u_{0}^{2} d x \leq C \int_{0}^{t}\left(\int_{\Omega} f^{2}(x, t) d x\right)^{1 / 2} d \tau
$$

Let $p$ go to 1 to get

$$
\frac{1}{2} \int_{\Omega} u^{2}(t) d x-\frac{1}{2} \int_{\Omega} u_{0}^{2} d x \leq C \int_{0}^{t}\left(\int_{\Omega} f^{2}(x, t) d x\right)^{1 / 2} d \tau
$$

Since the function given by $t \mapsto\left(\int_{\Omega} f^{2}(x, t) d x\right)^{1 / 2}$ belongs to $L^{1}(0, T)$, we deduce that

$$
0=\lim _{t \rightarrow 0} \int_{0}^{t}\left(\int_{\Omega} f^{2}(x, t) d x\right)^{1 / 2} d \tau
$$

Hence,

$$
\limsup _{t \rightarrow 0} \int_{\Omega} u^{2}(t) d x \leq \int_{\Omega} u_{0}^{2} d x
$$

On the other hand, consider $\varphi \in C_{0}^{\infty}(\Omega)$ and let $0<t<T$. Then (14) implies

$$
\begin{aligned}
\int_{\Omega} u(t) \varphi d x-\int_{\Omega} u_{0} \varphi d x-\int_{0}^{t} \int_{\Omega} u \varphi^{\prime} d x d \tau+\int_{0}^{t} & \int_{\Omega} \mathbf{z} \cdot \nabla \varphi d x d \tau \\
& =\int_{0}^{t} \int_{\Omega} f \varphi d x d \tau
\end{aligned}
$$

Arguing as above, it yields

$$
\lim _{t \rightarrow 0} \int_{\Omega} u(t) \varphi d x=\int_{\Omega} u_{0} \varphi d x
$$

for all $\varphi \in C_{0}^{\infty}(\Omega)$. By density it may be extended to all $\varphi \in L^{2}(\Omega)$, wherewith $u(t) \rightharpoonup u_{0}$ weakly in $L^{2}(\Omega)$. As a consequence,

$$
\int_{\Omega} u_{0}^{2} d x \leq \liminf _{t \rightarrow 0} \int_{\Omega} u^{2}(t) d x
$$

and then $\int_{\Omega} u_{0}^{2} d x=\lim _{t \rightarrow 0} \int_{\Omega} u^{2}(t) d x$.
Since $\|u(t)\|_{2} \rightarrow\left\|u_{0}\right\|_{2}$ and $u(t) \rightharpoonup u_{0}$ weakly in $L^{2}(\Omega)$, RieszRadon's Theorem implies $u(t) \rightarrow u_{0}$ strongly in $L^{2}(\Omega)$. We get $u \in$ $C\left([0, T] ; L^{2}(\Omega)\right)$.

Step 6: Equation $u^{\prime}(t)+\operatorname{div} \mathbf{z}(t)=f(t)$ in $\mathcal{D}^{\prime}(\Omega)$ holds for almost all $t$

Consider two functions $\phi \in C_{0}^{\infty}(\Omega)$ and $\psi \in C_{0}^{\infty}(0, T)$. Multiplying (23) by $\phi(x) \psi(t)$ and applying Green's formula, it follows that

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega} u^{\prime}(x, t) \phi(x) \psi(t) d x d t+\int_{0}^{T} & \int_{\Omega} \psi(t) \mathbf{z}(x, t) \cdot \nabla \phi(x) d x d t \\
& =\int_{0}^{T} \int_{\Omega} f(x, t) \phi(x) \psi(t) d x d t
\end{aligned}
$$

We already know that there exists $\delta>0$ such that supp $\psi \subset(\delta, T)$ and $u^{\prime} \in L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$, so that, for almost all $t \in(0, T)$, it holds

$$
\int_{\Omega} u^{\prime}(x, t) \phi(x) d x+\int_{\Omega} \mathbf{z}(x, t) \cdot \nabla \phi(x) d x=\int_{\Omega} f(x, t) \phi(x) d x .
$$

We conclude that $u^{\prime}$ is the time derivative of $u$ (see Remark 3.3).
Step 7: For almost all $t>0$, we have $(\mathbf{z}(t), D u(t))=|D u(t)|$ as measures

Consider $\varphi(x, t)=\phi(x) \psi(t)$, with $\phi \in C_{0}^{\infty}(\Omega), \psi \in C_{0}^{\infty}(0, T)$ and $\phi, \psi \geq 0$. Denoting, as usual, the truncation at level $\pm k$ by $T_{k}(s)=$ $\max \{-k, \min \{k, s\}\}$, we take $T_{k}\left(u_{p}\right) \varphi$ as test function in (14):

$$
\begin{align*}
& \int_{Q_{T}} T_{k}\left(u_{p}\right) u_{p}^{\prime} \phi \psi d x d t+\int_{Q_{T}}\left|\nabla T_{k}\left(u_{p}\right)\right|^{p} \phi \psi d x d t  \tag{26}\\
&+\int_{Q_{T}} \psi T_{k}\left(u_{p}\right)\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla \phi d x d t \\
&=\int_{Q_{T}} f T_{k}\left(u_{p}\right) \phi \psi d x d t
\end{align*}
$$

We want to let $p \rightarrow 1^{+}$. The right hand side offers no difficulty; we are analyzing the left one. By the lower semi-continuity of the total variation and Young's inequality, we obtain

$$
\begin{aligned}
& \int_{Q_{T}} \phi \psi\left|D T_{k}(u)\right| d t \leq \liminf _{p \rightarrow 1} \int_{Q_{T}} \phi \psi\left|\nabla T_{k}\left(u_{p}\right)\right| d x d t \\
& \begin{aligned}
& \leq \liminf _{p \rightarrow 1}\left(\frac{1}{p} \int_{Q_{T}} \phi \psi\left|\nabla T_{k}\left(u_{p}\right)\right|^{p} d x d t+\frac{p-1}{p} \int_{Q_{T}} \phi \psi d x d t\right) \\
&=\liminf _{p \rightarrow 1} \frac{1}{p} \int_{Q_{T}} \phi \psi\left|\nabla T_{k}\left(u_{p}\right)\right|^{p} d x d t .
\end{aligned}
\end{aligned}
$$

On the other hand, choose $\delta>0$ such that sop $\psi \subset(\delta, T)$. Since $u_{p}^{\prime} \rightharpoonup u^{\prime}$ weakly in $L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$ and $T_{k}\left(u_{p}\right) \rightarrow T_{k}(u)$ strongly in
$L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$, it yields

$$
\lim _{p \rightarrow 1} \int_{\delta}^{T} \int_{\Omega} T_{k}\left(u_{p}\right) u_{p}^{\prime} \phi \psi d x d t=\int_{\delta}^{T} \int_{\Omega} T_{k}(u) u^{\prime} \phi \psi d x d t .
$$

Finally, it follows from $\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \rightharpoonup \mathbf{z}$ weakly and $T_{k}\left(u_{p}\right) \rightarrow T_{k}(u)$ strongly in every $L^{s}\left(Q_{T} ; \mathbb{R}^{N}\right)$, where $1 \leq s<\infty$, that

$$
\lim _{p \rightarrow 1} \int_{Q_{T}} \psi T_{k}\left(u_{p}\right)\left|\nabla u_{p}\right|^{p-2} \nabla u_{p} \cdot \nabla \phi d x d t=\int_{Q_{T}} \psi T_{k}(u) \mathbf{z} \cdot \nabla \phi d x d t .
$$

Therefore, (26) becomes

$$
\begin{aligned}
\int_{Q_{T}} T_{k}(u) u^{\prime} \phi \psi d x d t+\int_{Q_{T}} \phi \psi\left|D T_{k}(u)\right| d t & +\int_{Q_{T}} \psi T_{k}(u) \mathbf{z} \cdot \nabla \phi d x d t \\
& \leq \int_{Q_{T}} f T_{k}(u) \phi \psi d x d t
\end{aligned}
$$

Now we may tend $k \rightarrow \infty$ and obtain

$$
\begin{gathered}
\int_{Q_{T}} u u^{\prime} \phi \psi d x d t+\int_{Q_{T}} \phi \psi|D u| d t+\int_{Q_{T}} \psi u \mathbf{z} \cdot \nabla \phi d x d t \leq \int_{Q_{T}} f u \phi \psi d x d t \\
=\int_{Q_{T}} u u^{\prime} \phi \psi d x d t-\int_{Q_{T}}(\operatorname{div} \mathbf{z}) u \phi \psi d x d t
\end{gathered}
$$

Simplifying it yields

$$
\int_{Q_{T}} \phi \psi|D u| d t+\int_{Q_{T}} \psi u \mathbf{z} \cdot \nabla \phi d x d t \leq-\int_{Q_{T}}(\operatorname{div} \mathbf{z}) u \phi \psi d x d t
$$

and consequently

$$
\int_{0}^{T} \int_{\Omega} \phi \psi|D u| d t \leq \int_{0}^{T} \int_{\Omega} \phi \psi(\mathbf{z}, D u) d t
$$

for all $\phi \in C_{0}^{\infty}(\Omega)$ and all $\psi \in C_{0}^{\infty}(0, T)$, with $\phi, \psi \geq 0$. Thus, for almost all $t \in(0, T)$, it holds

$$
\int_{\Omega} \phi|D u(t)| \leq \int_{\Omega} \phi(\mathbf{z}, D u(t)) .
$$

Then $|D u(t)| \leq(\mathbf{z}(t), D u(t))$ as measures and, since $\|\mathbf{z}\|_{\infty} \leq 1$, we deduce (9).

Step 8: For almost all $t>0$ it holds $[\mathbf{z}(t), \nu] \in \operatorname{sign}(-u(t))$, $\mathcal{H}^{N-1}$-a.e. on $\partial \Omega$

Fix $\delta>0$. Our starting point is derived from (13) by taking $u_{p}$ as test function:

$$
\int_{\delta}^{T} \int_{\Omega} u_{p} u_{p}^{\prime} d x d t+\int_{\delta}^{T} \int_{\Omega}\left|\nabla u_{p}\right|^{p} d x d t=\int_{\delta}^{T} \int_{\Omega} f u_{p} d x d t
$$

It follows from Young's inequality that

$$
\begin{align*}
& \int_{\delta}^{T} \int_{\Omega}\left|\nabla u_{p}\right| d x d t \leq \frac{1}{p} \int_{\delta}^{T} \int_{\Omega}\left|\nabla u_{p}\right|^{p} d x d t+\frac{p-1}{p}|\Omega| T  \tag{27}\\
& \quad=\frac{1}{p}\left(\int_{\delta}^{T} \int_{\Omega} f u_{p} d x d t-\int_{\delta}^{T} \int_{\Omega} u_{p}^{\prime} u_{p} d x d t\right)+\frac{p-1}{p}|\Omega| T
\end{align*}
$$

Letting $p \rightarrow 1$, we deduce

$$
\begin{align*}
& \int_{\delta}^{T} \int_{\Omega}|D u|+\int_{\delta}^{T} \int_{\partial \Omega}|u| d \mathcal{H}^{N-1} d t  \tag{28}\\
\leq & \liminf _{p \rightarrow 1}\left[\frac{1}{p}\left(\int_{\delta}^{T} \int_{\Omega} f u_{p} d x d t-\int_{\delta}^{T} \int_{\Omega} u_{p}^{\prime} u_{p} d x d t\right)+\frac{p-1}{p}|\Omega| T\right] \\
& =\int_{\delta}^{T} \int_{\Omega} f u d x d t-\int_{\delta}^{T} \int_{\Omega} u^{\prime} u d x d t=-\int_{\delta}^{T} \int_{\Omega} u \operatorname{div} \mathbf{z} d x d t .
\end{align*}
$$

Applying Green's formula, we get

$$
\begin{aligned}
\int_{\delta}^{T} \int_{\Omega}|D u| d t+\int_{\delta}^{T} & \int_{\partial \Omega}|u| d \mathcal{H}^{N-1} d t \\
& \leq \int_{\delta}^{T} \int_{\Omega}(\mathbf{z}, D u) d t-\int_{\delta}^{T} \int_{\partial \Omega} u[\mathbf{z}, \nu] d \mathcal{H}^{N-1} d t
\end{aligned}
$$

and this implies

$$
\int_{\delta}^{T} \int_{\partial \Omega}|u| d \mathcal{H}^{N-1} d t+\int_{\delta}^{T} \int_{\partial \Omega} u[\mathbf{z}, \nu] d \mathcal{H}^{N-1} d t \leq 0
$$

owing to $|D u|=(\mathbf{z}, D u)$. On account of $\|[\mathbf{z}, \nu]\|_{\infty} \leq\|\mathbf{z}\|_{\infty} \leq 1$, it follows that, for almost all $t \in(\delta, T),[\mathbf{z}(t), \nu] u(t)+|u(t)|=0, \mathcal{H}^{N-1}-$ a.e. on $\partial \Omega$. In the end, since $\delta>0$ is arbitrary, we deduce (10).

## Step 9: $u^{\prime}$ is the time derivative of $u$

It is enough to have in mind that $u \in L^{2}\left(\delta, T ; L^{2}(\Omega)\right)$ for all $\delta>0$ and Remark 3.3. We conclude that $u$ is a solution to (7) in the sense of Definition 3.1.

We will next deduce that the solution we have found satisfies a comparison principle.

Proposition 4.2. Let $u_{0}, v_{0} \in L^{2}(\Omega)$ and $f, g \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, and denote by $u$ (respectively, $v$ ) a solution to (7) with data $u_{0}$ and $f$ (respectively, $v_{0}$ and $g$ ).

If $f \leq g$ and $u_{0} \leq v_{0}$, then $u(t) \leq v(t)$ for all $t>0$.
Proof: We represent by $\mathbf{z}_{1}$ the vector field associated to solution $u$ and by $\mathbf{z}_{2}$ the corresponding to solution $v$.

We know that equation (8), both for $u$ and for $v$, holds for almost all $t>0$. Choose one of these $t$, multiply both equations (8) by $(u(t)-$ $v(t))^{+}$and subtract them to get

$$
\begin{align*}
\int_{\Omega}(u(t)-v(t))^{+}(u(t)-v(t))^{\prime} d x & +\int_{\Omega}\left(\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), D(u(t)-v(t))^{+}\right)  \tag{29}\\
=\int_{\partial \Omega}(u(t)-v(t))^{+} & {\left[\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), \nu\right] d \mathcal{H}^{N-1} } \\
& +\int_{\Omega}(f(t)-g(t))(u(t)-v(t))^{+} d x
\end{align*}
$$

Observe first that all terms, except the first one on the left hand side, define real functions belonging to $L^{1}(0, T)$, so do the remaining term.

We are analyzing the sign of the terms in (29). Using (9) to both solutions, it yields $\left(\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), D(u(t)-v(t))\right) \geq 0$ as measure. Then the Radon-Nikodým derivative of this measure with respect | $D(u(t)-$ $v(t)) \mid$, say $\theta$, is a nonnegative function. So, applying [7, Proposition 2.8], we deduce that
$\left(\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), D(u(t)-v(t))^{+}\right)=\theta\left|D(u(t)-v(t))^{+}\right| \geq 0, \quad$ as measure.
Hence, $\int_{\Omega}\left(\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), D(u(t)-v(t))^{+}\right) \geq 0$.
It follows from (10) that $\int_{\partial \Omega}(u(t)-v(t))^{+}\left[\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), \nu\right] d \mathcal{H}^{N-1} \leq 0$. Finally, our hypotheses imply $\int_{\Omega}(f(t)-g(t))(u(t)-v(t))^{+} d x \leq 0$. Therefore, equation (29) becomes

$$
\left(\int_{\Omega}\left[(u(t)-v(t))^{+}\right]^{2} d x\right)^{\prime} \leq 0, \quad \text { for almost all } t>0
$$

On the other hand, we already have seen that the left hand term defines an integrable function, so that $t \mapsto \int_{\Omega}\left[(u(t)-v(t))^{+}\right]^{2} d x$ is an absolutely continuous function. Therefore, we obtain

$$
\int_{\Omega}\left[(u(t)-v(t))^{+}\right]^{2} d x \leq \int_{\Omega}\left[\left(u_{0}-v_{0}\right)^{+}\right]^{2} d x=0, \quad \text { for all } t>0
$$

from where the result follows.

## 5. Data in $L^{1}\left(0, T ; L^{2}(\Omega)\right)$

In this Section we will prove the main existence and uniqueness results for problem (1).
Theorem 5.1. For each $f \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$ and each $u_{0} \in L^{2}(\Omega)$ there exists a solution to (7) according to Definition 3.1. Moreover, it satisfies

$$
\begin{equation*}
\max _{t \in[0, T]}\|u(t)\|_{L^{2}(\Omega)} \leq\left\|u_{0}\right\|_{L^{2}(\Omega)}+\int_{0}^{T}\|f(t)\|_{L^{2}(\Omega)} d t \tag{30}
\end{equation*}
$$

Proof: Consider a sequence $\left(f_{n}\right) \subset L^{2}\left(0, T ; L^{2}(\Omega)\right)$ satisfying

$$
f_{n} \rightarrow f \quad \text { strongly in } \quad L^{1}\left(0, T ; L^{2}(\Omega)\right) .
$$

By Theorem 4.1, for each $n$ there exists $u_{n}$ solution to problem

$$
\left\{\begin{aligned}
u_{n}^{\prime}-\operatorname{div}\left(\frac{D u_{n}}{\left|D u_{n}\right|}\right) & =f_{n}(x, t), & & \text { in } \Omega \times(0, T) ; \\
u_{n} & =0, & & \text { on } \partial \Omega \times(0, T) ; \\
u_{n}(x, 0) & =u_{0}(x) & & \text { in } \Omega .
\end{aligned}\right.
$$

Thereupon for each $n$ we have associated vector fields $\mathbf{z}_{n}$ and, for almost all $t>0$, it holds

$$
\begin{equation*}
u_{n}^{\prime}(t)-\operatorname{div} \mathbf{z}_{n}(t)=f_{n}(t) \quad \text { en } \quad \mathcal{D}^{\prime}(\Omega) . \tag{31}
\end{equation*}
$$

Proceeding as in Theorem 4.1, we split the proof in several steps.

## Step 1: A priori estimates

Taking $u_{n}$ as test function, for almost all $t \in(0, T)$ we get

$$
\begin{array}{r}
\frac{1}{2}\left(\int_{\Omega} u_{n}^{2}(t) d x\right)^{\prime}+\int_{\partial \Omega}\left|u_{n}(t)\right| d \mathcal{H}^{N-1}+\int_{\Omega}\left|D u_{n}(t)\right|=\int_{\Omega} f_{n}(t) u_{n}(t) d x \\
\leq\left(\int_{\Omega}\left|f_{n}(t)\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega}\left|u_{n}(t)\right|^{2} d x\right)^{\frac{1}{2}}
\end{array}
$$

Writing $\zeta_{n}(t)=\left(\int_{\Omega}\left|u_{n}(t)\right|^{2} d x\right)^{\frac{1}{2}}$ we obtain

$$
\zeta_{n}(t)^{2} \leq \zeta(0)^{2}+2 \int_{0}^{t}\left(\int_{\Omega}\left|f_{n}(x, \tau)\right|^{2} d x\right)^{\frac{1}{2}} \zeta_{n}(\tau) d \tau
$$

From Gronwall's Lemma (see [22, Theorem 1.2]) we deduce that

$$
\left(\int_{\Omega}\left|u_{n}(t)\right|^{2} d x\right)^{\frac{1}{2}} \leq\left(\int_{\Omega}\left|u_{0}\right|^{2} d x\right)^{\frac{1}{2}}+\int_{0}^{T}\left(\int_{\Omega}\left|f_{n}(x, \tau)\right|^{2} d x\right)^{\frac{1}{2}} d \tau \leq C
$$

the boundedness due to the strong convergence of $f_{n} \rightarrow f$ in $L^{1}\left(0, T ; L^{2}(\Omega)\right)$.

So we deduce

$$
\max _{t \in[0, T]} \int_{\Omega} u_{n}^{2}(t) d x+2 \int_{0}^{T} \int_{\partial \Omega}\left|u_{n}(t)\right| d \mathcal{H}^{N-1} d t+2 \int_{0}^{T} \int_{\Omega}\left|D u_{n}(t)\right| d t \leq C .
$$

Hence, the sequence $\left(u_{n}\right)_{n}$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{1}(0, T ; B V(\Omega))$ and $\left(u_{n}^{\prime}\right)_{n}$ is bounded in the space $L^{\infty}\left(0, T ; W^{-1, \infty}(\Omega)\right)+L^{1}\left(0, T ; L^{2}(\Omega)\right) \subset$ $L^{1}\left(0, T ; W^{-1,2}(\Omega)\right)$. By [20, Corollary 4], there exists a subsequence such that $u_{n}$ converges in $L^{1}\left(Q_{T}\right)$; that is, there exists $u \in L^{1}\left(Q_{T}\right)$ such that

$$
\begin{gathered}
u_{n} \rightarrow u \text { in } L^{1}\left(Q_{T}\right) \\
u_{n}(x, t) \rightarrow u(x, t) \text { a.e. in } Q_{T} .
\end{gathered}
$$

Arguing as in Theorem 4.1, we deduce that $u \in L^{1}(0, T ; B V(\Omega))$ and

$$
\int_{0}^{T} \int_{\Omega}|D u(t)| d t \leq \int_{0}^{T} \liminf _{n \rightarrow \infty} \int_{\Omega}\left|D u_{n}(t)\right| d t
$$

## Step 2: Existence of the vector field

It follows from $\left\|\mathbf{z}_{n}(t)\right\|_{\infty} \leq 1$ for all $n \in \mathbb{N}$ and almost all $t \in[0, T]$, that there exists $\mathbf{z} \in L^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ such that

$$
\mathbf{z}_{n} \rightharpoonup^{*} \mathbf{z} \text { weakly in } L^{\infty}\left(Q_{T}, \mathbb{R}^{N}\right)
$$

If $\varphi \in C_{0}^{\infty}\left(Q_{T}\right)$, then

$$
-\int_{0}^{T} \int_{\Omega} u_{n} \varphi^{\prime} d x d t+\int_{0}^{T} \int_{\Omega} \mathbf{z}_{n} . \nabla \varphi d x d t=\int_{0}^{T} \int_{\Omega} f_{n} \varphi d x d t
$$

Tending $n$ to $\infty$ we get

$$
-\int_{0}^{T} \int_{\Omega} u \varphi^{\prime} d x d t+\int_{0}^{T} \int_{\Omega} \mathbf{z} \cdot \nabla \varphi d x d t=\int_{0}^{T} \int_{\Omega} f \varphi d x d t
$$

and so

$$
u^{\prime}-\operatorname{div} \mathbf{z}=f \quad \text { in } \quad \mathcal{D}^{\prime}\left(Q_{T}\right)
$$

Step 3: $u \in C\left([0, T] ; L^{2}(\Omega)\right)$
We next check that $u_{n} \rightarrow u$ in $C\left([0, T] ; L^{2}(\Omega)\right)$ and to this end, it is enough to see that $\left(u_{n}\right)_{n=1}^{\infty}$ is a Cauchy sequence.

Taking $u_{n}(t)-u_{m}(t)$ in (31) for $n$ and for $m$ lead to

$$
\begin{aligned}
& \int_{\Omega} u_{n}^{\prime}(t)\left(u_{n}(t)-u_{m}(t)\right) d x+\int_{\Omega}\left(\mathbf{z}_{n}(t)\right.\left., D\left(u_{n}(t)-u_{m}(t)\right)\right) \\
&-\int_{\partial \Omega}\left(u_{n}(t)-u_{m}(t)\right)\left[\mathbf{z}_{n}(t), \nu\right] d \mathcal{H}^{N-1} \\
&=\int_{\Omega} f_{n}(t)\left(u_{n}(t)-u_{m}(t)\right) d x
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{\Omega} u_{m}^{\prime}(t)\left(u_{n}(t)-u_{m}(t)\right) d x+\int_{\Omega}\left(\mathbf{z}_{m}(t), D\left(u_{n}(t)-u_{m}(t)\right)\right) \\
&-\int_{\partial \Omega}\left(u_{n}(t)-u_{m}(t)\right)\left[\mathbf{z}_{m}(t), \nu\right] d \mathcal{H}^{N-1} \\
&=\int_{\Omega} f_{m}(t)\left(u_{n}(t)-u_{m}(t)\right) d x
\end{aligned}
$$

Subtracting both expressions yields

$$
\begin{aligned}
& \frac{1}{2}\left(\int_{\Omega}\left(u_{n}(t)-u_{m}(t)\right)^{2} d x\right)^{\prime}+\int_{\Omega}\left(\left(\mathbf{z}_{n}(t)-\mathbf{z}_{m}(t)\right), D\left(u_{n}(t)-u_{m}(t)\right)\right. \\
&-\int_{\partial \Omega}\left(u_{n}(t)-u_{m}(t)\right)\left[\mathbf{z}_{n}(t)-\mathbf{z}_{m}(t), \nu\right] d \mathcal{H}^{N-1} \\
&= \int_{\Omega}\left(f_{n}(t)-f_{m}(t)\right)\left(u_{n}(t)-u_{m}(t)\right) d x
\end{aligned}
$$

Dropping two nonnegative terms and integrating with respect to $t$, we obtain

$$
\frac{1}{2} \int_{\Omega}\left(u_{n}(t)-u_{m}(t)\right)^{2} d x \leq \int_{Q_{T}}\left|f_{n}(t)-f_{m}(t)\right|\left|u_{n}(t)-u_{m}(t)\right| d x d t
$$

Now the right hand side tends to 0 since $f_{n} \rightarrow f$ in $L^{1}\left(0, T ; L^{2}(\Omega)\right)$ and $u_{n}$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. We conclude that $\left(u_{n}\right)_{n=1}^{\infty}$ is a Cauchy sequence in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and so $u \in C\left([0, T] ; L^{2}(\Omega)\right)$. Therefore, the function $u(t)$ is well-defined for all $t>0$.

Step 4: The equation holds in the sense of distributions For every $w \in B V(\Omega) \cap L^{2}(\Omega)$, Green's formula implies

$$
\begin{aligned}
\int_{\Omega} u_{n}^{\prime}(t) w d x & =\int_{\Omega} \operatorname{div} \mathbf{z}_{n}(t) w d x+\int_{\Omega} f_{n}(t) w d x \\
& =-\int_{\Omega}\left(\mathbf{z}_{n}(t), D w\right)+\int_{\partial \Omega}\left[\mathbf{z}_{n}(t), \nu\right] w d \mathcal{H}^{N-1}+\int_{\Omega} f_{n}(t) w d x d t
\end{aligned}
$$

Thus,

$$
\left|\int_{\Omega}\left(u_{n}^{\prime}(t)-f_{n}(t)\right) w d x\right| \leq \int_{\Omega}|D w|+\int_{\partial \Omega}|w| d \mathcal{H}^{N-1} \leq\|w\|_{B V(\Omega)} .
$$

Then $\left(u_{n}^{\prime}-f_{n}\right)_{n \in \mathbb{N}}$ is bounded in $\left(L^{1}(0, T ; B V(\Omega))^{*}\right.$. As a consequence, there exist $\xi \in\left(L^{1}(0, T ; B V(\Omega))^{*}+L^{1}\left(0, T ; L^{2}(\Omega)\right)\right.$ and a subnet $\left(u_{\alpha}^{\prime}\right)_{\alpha \in I}$ of the sequence $\left(u_{n}^{\prime}\right)_{n \in \mathbb{N}}$ such that $\left(u_{\alpha}^{\prime}-f_{\alpha}\right)_{\alpha \in I}$ converges to $\xi-f$ in the weak $-*$ topology, being $I$ a directed set.

Given $\eta \in \mathcal{D}\left(Q_{T}\right)$, since $\eta \in L^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$, it follows that

$$
\begin{aligned}
\langle\xi, \eta\rangle & =\lim _{\alpha \in I}\left\langle u_{\alpha}^{\prime}, \eta\right\rangle \\
& =\lim _{\alpha \in I} \int_{0}^{T}\left\langle u_{\alpha}^{\prime}(t), \eta(t)\right\rangle d t \\
& =\lim _{\alpha \in I} \int_{0}^{T} \int_{\Omega} u_{\alpha}^{\prime}(t) \eta(t) d x d t \\
& =\lim _{\alpha \in I} \int_{0}^{T} \int_{\Omega} \operatorname{div}\left(\mathbf{z}_{\alpha}(t)\right) \eta(t) d x d t+\lim _{\alpha} \int_{0}^{T} \int_{\Omega} f_{\alpha}(t) \eta(t) d x d t \\
& =-\lim _{\alpha \in I} \int_{0}^{T} \int_{\Omega} \mathbf{z}_{\alpha}(t) . \nabla \eta(t) d x d t+\lim _{\alpha} \int_{0}^{T} \int_{\Omega} f_{\alpha}(t) \eta(t) d x d t \\
& =-\int_{0}^{T} \int_{\Omega} \mathbf{z}(t) . \nabla \eta(t) d x d t+\int_{0}^{T} \int_{\Omega} f(t) \eta(t) d x d t \\
& =\langle\operatorname{div}(\mathbf{z})+f, \eta\rangle
\end{aligned}
$$

Hence,

$$
\xi=\operatorname{div}(\mathbf{z})+f \quad \text { en } \quad \mathcal{D}^{\prime}\left(Q_{T}\right) .
$$

On the other hand, if we take $\eta(t, x)=\phi(t) \psi(x)$, with $\phi \in C_{0}^{\infty}(0, T)$ and $\psi \in C_{0}^{\infty}(\Omega)$, the same computations used in the proof of Theorem 4.1 can be performed and so

$$
\xi(t)=\operatorname{div}(\mathbf{z}(t))+f(t) \quad \text { en } \quad \mathcal{D}^{\prime}(\Omega) \quad \text { a.e. } \quad t \in(0, T)
$$

Step 5: $\xi$ is the time derivative of $u$ in the sense of Definition
2.7

Let $\Psi \in L^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ admit a weak derivative $\Theta \in L_{w}^{1}(0, T ; B V(\Omega)) \cap L^{\infty}\left(Q_{T}\right)$, i.e.,

$$
\Psi(t)=\int_{0}^{t} \Theta(s) d s
$$

the integral being taken as a Pettis integral.

We begin with the identify

$$
\int_{0}^{T}\langle\xi(t), \Psi(t)\rangle d t=\lim _{\alpha \in I} \int_{0}^{T}\left\langle u_{\alpha}^{\prime}(t), \Psi(t)\right\rangle d t
$$

which holds because $\left(u_{\alpha}^{\prime}-f_{\alpha}\right)_{\alpha \in I}$ converges to $\xi-f$ in the weak-* topology and $f_{\alpha} \rightarrow f$ in $L^{1}\left(0, T ; L^{2}(\Omega)\right)$.

Now,

$$
\begin{aligned}
\int_{0}^{T}\left\langle u_{\alpha}^{\prime}(t), \Psi(t)\right\rangle d t & =\lim _{h} \int_{0}^{T} \int_{\Omega} \Psi(t) \frac{u_{\alpha}(t+h)-u_{\alpha}(t)}{h} d x d t \\
& =\lim _{h} \int_{0}^{T} \int_{\Omega} \frac{\Psi(t-h)-\Psi(t)}{h} u_{\alpha}(t) d x d t \\
& =-\lim _{h} \int_{0}^{T} \int_{\Omega}\left(\frac{1}{h} \int_{t-h}^{t} \Theta(s) d s\right) u_{\alpha}(t) d x d t \\
& =-\int_{0}^{T} \int_{\Omega} \Theta(t, x) u_{\alpha}(t, x) d x d t
\end{aligned}
$$

Taking the limit in $\alpha$ in the above expression, it yields

$$
\int_{0}^{t}\langle\xi(t), \Psi(t)\rangle d t=-\int_{0}^{T} \int_{\Omega} \Theta(t, x) u(t, x) d x d t
$$

Having in mind $\xi(t)=\operatorname{div}(\mathbf{z}(t))+f(t)$ in $\mathcal{D}^{\prime}(\Omega)$ for almost all $t \in$ $[0, T]$ and since the hypotheses of Lemma 2.4 holds for $\left(\mathbf{z}_{\alpha}(t)\right)_{\alpha \in I}$, we deduce that $\xi(t)=\operatorname{div} \mathbf{z}(t)+f(t)$ is a regular decomposition. Thus $\xi$ is the time derivative of $u$ in the sense of Definition 2.7.

Proposition 5.2. Given $f \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$ and $u_{0} \in L^{2}(\Omega)$ there exists at most a solution to (7) in the sense of Definition 3.1.
Proof: Assume that $u_{1}$ are $u_{2}$ are solutions to problem (7) in the sense of definition 3.1, where $u_{1}^{\prime}=\operatorname{div} \mathbf{z}_{1}+f$ and $u_{2}^{\prime}=\operatorname{div} \mathbf{z}_{2}+f$. Then $\left(u_{1}-u_{2}\right)^{\prime}=\operatorname{div}\left(\mathbf{z}_{1}-\mathbf{z}_{2}\right)$. Applying (6) to each of these solutions it holds, for almost all $t \in(0, T)$,

$$
\begin{aligned}
& \quad\left(\int_{\Omega} u_{1}(t)\left(u_{1}(t)-u_{2}(t)\right) d x\right)^{\prime}= \\
& \quad=-\int_{\Omega}\left(\mathbf{z}_{1}(t), D\left(u_{1}(t)-u_{2}(t)\right)\right)-\int_{\Omega}\left(\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), D u_{1}(t)\right) \\
& +\int_{\partial \Omega} u_{1}(t)\left[\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), \nu\right] d \mathcal{H}^{N-1}+\int_{\partial \Omega}\left(u_{1}(t)-u_{2}(t)\right)\left[\mathbf{z}_{1}(t), \nu\right] d \mathcal{H}^{N-1} \\
& \\
& \quad+\int_{\Omega} f(t)\left(u_{1}(t)-u_{2}(t)\right) d x
\end{aligned}
$$

and

$$
\begin{aligned}
& \quad\left(\int_{\Omega} u_{2}(t)\left(u_{1}(t)-u_{2}(t)\right) d x\right)^{\prime}= \\
& \quad=-\int_{\Omega}\left(\mathbf{z}_{2}(t), D\left(u_{1}(t)-u_{2}(t)\right)\right)-\int_{\Omega}\left(\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), D u_{2}(t)\right) \\
& +\int_{\partial \Omega} u_{2}(t)\left[\mathbf{z}_{1}(t)-\mathbf{z}_{2}(t), \nu\right] d \mathcal{H}^{N-1}+\int_{\partial \Omega}\left(u_{1}(t)-u_{2}(t)\right)\left[\mathbf{z}_{2}(t), \nu\right] d \mathcal{H}^{N-1} \\
& \quad+\int_{\Omega} f(t)\left(u_{1}(t)-u_{2}(t)\right) d x .
\end{aligned}
$$

Subtracting both expression, we obtain

$$
\left(\int_{\Omega}\left(u_{1}(t)-u_{2}(t)\right)^{2} d x\right)^{\prime}=0
$$

Therefore,

$$
\int_{\Omega}\left(u_{1}(t)-u_{2}(t)\right)^{2} d x=\int_{\Omega}\left(u_{0}-u_{0}\right)^{2} d x=0, \quad \forall t \in[0, T] .
$$

and so $u_{1}(t)=u_{2}(t)$ for all $t \in[0, T]$.
As a consequence of Theorem 5.1 and Proposition 5.2, taking into account inequality (30), we obtain the existence of a unique global solution to (1) in the sense of Definition 3.1. Details on regularity are supplied in the next section.

Corollary 5.3. Given $f \in L_{\text {loc }}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$ and $u_{0} \in L^{2}(\Omega)$ there exists a unique $u \in L_{\text {loc }}^{1}(0,+\infty ; B V(\Omega)) \cap C\left([0,+\infty) ; L^{2}(\Omega)\right)$ which is global solution to (1) in the sense of Definition 3.1. Moreover, this solution satisfies

$$
\begin{equation*}
\max _{t \in[0, T]}\|u(t)\|_{L^{2}(\Omega)} \leq\left\|u_{0}\right\|_{L^{2}(\Omega)}+\int_{0}^{T}\|f(t)\|_{L^{2}(\Omega)} d t \tag{32}
\end{equation*}
$$

for all $T>0$.
We conclude this section by relating solutions corresponding to different data.

Corollary 5.4. Let $u_{0}, v_{0} \in L^{2}(\Omega)$ and $f, g \in L_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$, and denote by $u$ (respectively, $v$ ) a solution to (7) with data $u_{0}$ and $f$ (respectively, $v_{0}$ and $g$ ).

If $f \leq g$ and $u_{0} \leq v_{0}$, then $u(t) \leq v(t)$ for all $t>0$.
Proof: It is enough to have in mind the uniqueness of solutions and apply Proposition 4.2 to the approximate solutions in Theorem 5.1 to
obtain that the solutions we found in this result satisfy the required inequality for all $t>0$.

As a consequence of Corollary 5.4, we obtain that nonnegative data imply nonnegative solutions.

Corollary 5.5. Let $u_{0}, v_{0} \in L^{2}(\Omega)$ and $f, g \in L_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$, and denote by $u$ (respectively, $v$ ) a solution to (7) with data $u_{0}$ and $f$ (respectively, $v_{0}$ and $g$ ).

Then, for all $t>0$,

$$
\begin{equation*}
\|u(t)-v(t)\|_{L^{2}(\Omega)} \leq\left\|u_{0}-v_{0}\right\|_{L^{2}(\Omega)}+\int_{0}^{t}\|f(\tau)-g(\tau)\|_{L^{2}(\Omega)} d \tau \tag{33}
\end{equation*}
$$

Proof: Fix $t>0$. Arguing as in Proposition 5.2 and applying (6) to each of solutions $u$ and $v$ we deduce that the map $t \mapsto \int_{\Omega}(u(t)-v(t))^{2} d x$ is absolutely continuous and it holds, for almost all $\tau \in(0, t)$,

$$
\left(\int_{\Omega}(u(\tau)-v(\tau))^{2} d x\right)^{\prime} \leq 2 \int_{\Omega}(f(\tau)-g(\tau))(u(\tau)-v(\tau)) d x
$$

So, using Hölder's inequality and integrating in $(0, t)$, we get

$$
\begin{aligned}
& \|u(t)-v(t)\|_{L^{2}(\Omega)}^{2} \\
& \quad \leq\left\|u_{0}-v_{0}\right\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{t}\|f(\tau)-g(\tau)\|_{L^{2}(\Omega)}\|u(\tau)-v(\tau)\|_{L^{2}(\Omega)} d \tau
\end{aligned}
$$

Therefore, Gronwall's inequality [22, Theorem 1.2] gives us estimate (33).

## 6. LONG-TERM BEHAVIOUR

In this Section, we will study the long-term behaviour of the solutions to (1). We recall that in the homogeneous case, it has been shown in [13] that the solutions stabilize as $t \rightarrow+\infty$ by converging to 0 . This result was improved in [3] by showing that there is a finite extinction time. We turn to study what happens in the inhomogeneous case.
Theorem 6.1. (1) If $f \in L^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$, then the global solution to problem (1) satisfies $u \in C\left(\left[0,+\infty\left[; L^{2}(\Omega)\right) \cap L^{1}(0,+\infty ; B V(\Omega))\right.\right.$. Moreover, there exists a sequence $t_{n} \rightarrow+\infty$ and there exists $v \in L^{2}(\Omega)$ such that $u\left(t_{n}\right) \rightharpoonup v$ weakly in $L^{2}(\Omega)$.
(2) If $f \in L^{\infty}\left(0,+\infty ; L^{2}(\Omega)\right)$, then it holds $u \in W^{1, \infty}\left(0,+\infty ; L^{2}(\Omega)\right) \cap$ $L^{\infty}(0,+\infty ; B V(\Omega))$. Furthermore, there exists a sequence $t_{n} \rightarrow$ $+\infty$ and there exists $v \in B V(\Omega)$ such that $u\left(t_{n}\right) \rightharpoonup v^{*}$-weakly in $B V(\Omega)$.

Proof: (1) By (32) we have that, for all $t \geq 0$, the global solution satisfies

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega} u(t)^{2} d x+\int_{0}^{t} \int_{\partial \Omega}|u(\tau)| d \mathcal{H}^{N-1} d \tau+\int_{0}^{t} \int_{\Omega}|D u(\tau)| d \tau \\
& \leq \frac{1}{2} \int_{\Omega} u_{0}^{2} d x+\left(\int_{\Omega} u_{0}^{2} d x\right)^{1 / 2} \int_{0}^{t}\left(\int_{\Omega} f(x, \tau) d x\right)^{1 / 2} d \tau \\
& \quad+\int_{0}^{t}\left(\int_{\Omega} f(x, \tau) d x\right)^{1 / 2}\left[\int_{0}^{\tau}\left(\int_{\Omega} f(x, \sigma) d x\right)^{1 / 2} d \sigma\right] d \tau .
\end{aligned}
$$

Thus, if $f \in L^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$, then

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega} u(t)^{2} d x+\int_{0}^{t} \int_{\partial \Omega}|u(\tau)| d \mathcal{H}^{N-1} d \tau+\int_{0}^{t} \int_{\Omega}|D u(\tau)| d \tau \\
& \quad \leq \frac{1}{2}\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\left\|u_{0}\right\|_{L^{2}(\Omega)}\|f\|_{L^{1}\left(0,+\infty ; L^{2}(\Omega)\right)}+\|f\|_{L^{1}\left(0,+\infty ; L^{2}(\Omega)\right)}^{2}
\end{aligned}
$$

for all $t \geq 0$. It follows that $u \in L^{\infty}\left(0,+\infty ; L^{2}(\Omega)\right) \cap L^{1}(0,+\infty ; B V(\Omega))$ and, as a consequence of the boundedness of $\int_{\Omega} u(t)^{2} d x$, there exists $v \in L^{2}(\Omega)$ such that, up to subsequences, $u(t) \rightharpoonup v$ weakly in $L^{2}(\Omega)$.
(2) It is a consequence of the following estimate that holds for almost all $t>0$ :

$$
\begin{array}{r}
\frac{1}{2}\left(\int_{\Omega} u(t)^{2} d x\right)^{\prime}+\int_{\partial \Omega}|u(t)| d \mathcal{H}^{N-1}+\int_{\Omega}|D u(t)| \leq \int_{\Omega}|f(t) u(t)| d x \\
\leq \frac{1}{2} \int_{\Omega} f(t)^{2} d x+\frac{1}{2} \int_{\Omega} u(t)^{2} d x \leq C
\end{array}
$$

The norm of the datum $f$ in $L_{\text {loc }}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)$ is not the only relevant norm for the problem (7). Indeed, as in the associated elliptic problem, the dual norm plays an important role as well.

Theorem 6.2. Assume that $f \in L_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0,+\infty ; W^{-1, \infty}(\Omega)\right)$.
(1) If $\|f\|_{L^{\infty}\left(0,+\infty ; W^{-1, \infty}(\Omega)\right)} \leq 1$, then the norm $\|u(t)\|_{L^{2}(\Omega)}$ defines a nonincreasing function. Moreover, there exist a sequence $t_{n} \rightarrow$ $+\infty$ and $v \in L^{2}(\Omega)$ such that $u\left(t_{n}\right) \rightharpoonup v$ weakly in $L^{2}(\Omega)$.
(2) If $\|f\|_{L^{\infty}\left(0,+\infty ; W^{-1, \infty}(\Omega)\right)}<1$, then $u(t) \rightharpoonup 0{ }^{*}$-weakly in $B V(\Omega)$ and weakly in $L^{2}(\Omega)$.

Proof: (1) To begin, we note that, for almost all $t>0, f(t) \in$ $\left.L^{2}(\Omega) \cap W^{-1, \infty}(\Omega)\right)$, so there exists $\mathbf{w} \in L^{\infty}(\Omega \times(0,+\infty))$ such that $f(t)=\operatorname{div} \mathbf{w}(t)$ a.e. Hence, for these $t$ it holds $\|\mathbf{w}(t)\|_{L^{\infty}(\Omega)}=\|f\|_{W^{-1, \infty}(\Omega)} \leq$

1 and $(\mathbf{w}(t), D u(t))$ is a Radon measure. From the equation we then deduce

$$
\begin{array}{r}
\frac{1}{2}\left(\int_{\Omega} u(t)^{2} d x\right)^{\prime}+\int_{\partial \Omega}|u(t)| d \mathcal{H}^{N-1}+\int_{\Omega}|D u(t)|=\int_{\Omega} u(t) \operatorname{div} \mathbf{w}(t) d x \\
=\int_{\partial \Omega} u(t)[\mathbf{w}(t), \nu] d \mathcal{H}^{N-1}-\int_{\Omega}(\mathbf{w}(t), D u(t)) \\
\leq \int_{\partial \Omega}|u(t)| d \mathcal{H}^{N-1}+\int_{\Omega}|D u(t)|
\end{array}
$$

Therefore, $\left(\int_{\Omega} u(t)^{2} d x\right)^{\prime} \leq 0$ for almost all $t>0$ and the norm $\|u(t)\|_{L^{2}(\Omega)}$ is nonincreasing. As a consequence, $\|u(t)\|_{L^{2}(\Omega)} \leq\left\|u_{0}\right\|_{L^{2}(\Omega)}$ for all $t>0$ and, up to subsequences, $(u(t))_{t>0}$ weakly converges in $L^{2}(\Omega)$.

We point out that, since the norm is nonnegative and nonincreasing, it follows that $\lim _{t \rightarrow+\infty}\|u(t)\|_{L^{2}(\Omega)}^{\prime}=0$.
(2) Assume now that $\|f\|_{L^{\infty}\left(0,+\infty ; W^{-1, \infty}(\Omega)\right)}=1-\epsilon$, for some $\epsilon>0$. Arguing as above, we obtain that

$$
\frac{1}{2}\left(\int_{\Omega} u(t)^{2} d x\right)^{\prime}+\epsilon \int_{\partial \Omega}|u(t)| d \mathcal{H}^{N-1}+\epsilon \int_{\Omega}|D u(t)| \leq 0
$$

i.e., if we disregard a nonnegative term,

$$
\|u(t)\|_{B V(\Omega)} \leq \frac{1}{2 \epsilon}\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2} .
$$

It yields that there exists $v \in B V(\Omega)$ such that, up to subsequences, $u(t) \rightharpoonup v^{*}$-weakly in $B V(\Omega)$. On the other hand, it follows from

$$
\int_{\partial \Omega}|u(t)| d \mathcal{H}^{N-1}+\int_{\Omega}|D u(t)| \leq-\frac{1}{2 \epsilon}\left(\|u(t)\|_{L^{2}(\Omega)}^{2}\right)^{\prime} \rightarrow 0
$$

and applying the lower semi-continuity, that

$$
\int_{\partial \Omega}|v| d \mathcal{H}^{N-1}+\int_{\Omega}|D v|=0 .
$$

Thus $v \equiv 0$.
In the case $\|f\|_{L^{\infty}\left(0,+\infty ; W^{-1, \infty}(\Omega)\right)}<1$, a further remark is in order. If $\lim _{t \rightarrow+\infty}\|u(t)\|_{L^{2}(\Omega)}=0$, then by Riesz-Radon's Theorem we obtain that $u(t) \rightarrow 0$ strongly in $L^{2}(\Omega)$ as $t \rightarrow+\infty$.

## 7. Explicit solutions

In this Section we present examples of radial solutions to problem (1) in a simple framework. Let $\Omega=B_{R}(0)$ be the open ball centered at 0 and having radius $R$. We choose data having the form $f(x, t)=$ $g(t) \chi_{\mathcal{B r}_{r}(0)}(|x|)$ and $u_{0}(x)=\alpha_{0} \chi_{B_{r}(0)}(|x|)$, with $0<r<R$. We, consequently, look for solutions $u(x, t)=\alpha(t) \chi_{B_{r}(0)}(|x|)$, with $\alpha(0)=\alpha_{0}$. In what follows we assume that $\alpha_{0}>0$ and $g \in L_{l o c}^{1}(0,+\infty)$ is nonnegative. According to our results and taking into account $|D u(x, t)|=$ $\alpha(t)\left|D \chi_{B_{r}(0)}(|x|)\right|$, we deduce that $\alpha \in L_{l o c}^{1}(0,+\infty) \cap C([0,+\infty))$ and $\alpha^{2}$ is absolutely continuous on each bounded interval.

To search the solution, we apply the energy identity (11). Simplifying it yields

$$
\frac{1}{2}\left(\alpha^{2}(t)\right)^{\prime}\left|B_{r}(0)\right|=-\alpha(t) \mathcal{H}^{N-1}\left(\partial B_{r}(0)\right)+\alpha(t) g(t)\left|B_{r}(0)\right|, \quad t>0
$$

We deduce that, for a given $t>0$, either $\alpha(t)=0$ or $\alpha^{\prime}(t)=-\frac{N}{r}+g(t)$ holds true.

We point out that the set $\{t>0: \alpha(t)>0\}$ is open, by the continuity of $\alpha$; so that it is the union of at most countably many open intervals, say $I_{0} \bigcup\left(\bigcup_{i} I_{i}\right)$, where $I_{0}$ is of the form $(0, T)$. (Obviously, it may occur that $I_{i}=\emptyset$ for all $i$ as well as $T=+\infty$.) Then it is straightforward to get

$$
\begin{equation*}
\alpha^{\prime}(t)=\left(-\frac{N}{r}+g(t)\right) \chi_{\{\alpha(t)>0\}}(t) \tag{34}
\end{equation*}
$$

and so function $\alpha$ is absolutely continuous on each bounded interval. An important consequence of being $\alpha$ absolutely continuous is that equality $u^{\prime}(x, t)=\alpha^{\prime}(t) \chi_{B_{r}(0)}(|x|)$ holds in the distributional sense and, arguing as in Remark 3.3, we obtain that $u^{\prime}$ is the time derivative of $u$ in the sense of Definition 2.7. Moreover, denoting by $T_{i}$ the lower extreme of interval $I_{i}$. it yields
$\alpha(t)=\left(\alpha_{0}-\frac{N}{r} t+\int_{0}^{t} g(\tau) d \tau\right) \chi_{I_{0}}(t)+\sum_{i}\left(-\frac{N}{r}\left(t-T_{i}\right)+\int_{T_{i}}^{t} g(\tau) d \tau\right) \chi_{I_{i}}(t)$
Therefore, the solution should be given by

$$
\begin{align*}
u(x, t)= & \left(\alpha_{0}-\frac{N}{r} t+\int_{0}^{t} g(\tau) d \tau\right) \chi_{I_{0}}(t) \chi_{B_{r}(0)}(|x|)  \tag{35}\\
& +\sum_{i}\left(-\frac{N}{r}\left(t-T_{i}\right)+\int_{T_{i}}^{t} g(\tau) d \tau\right) \chi_{I_{i}}(t) \chi_{B_{r}(0)}(|x|) .
\end{align*}
$$

To go forward, we will consider the precise representative of $g: g(t)$ satisfies

$$
g(t)= \begin{cases}\lim _{\rho \rightarrow 0^{+}} \frac{1}{2 \rho} \int_{t-\rho}^{t+\rho} g(\tau) d \tau, & \text { if } t \in L \\ 0, & \text { if } t \notin L\end{cases}
$$

where $L$ denotes the set of Lebesgue points of $g$. Thus, $g(t)$ is welldefined for all $t>0$. Similarly, we may consider the precise representative of $\alpha^{\prime}$.

If $u$ is a solution, then there exists a radial vector field $\mathbf{z}$ satisfying

$$
u^{\prime}(t)=\operatorname{div} \mathbf{z}(t)+f(t)
$$

in $\mathcal{D}^{\prime}(\Omega)$ for almost all $t>0$. Thus, for almost all $t>0$, the divergence of $\mathbf{z}(t)$ is constant in $B_{r}(0)$ and vanishes in $B_{R}(0) \backslash B_{r}(0)$. A radial vector field $\mathbf{w}$ such that

$$
\operatorname{div} \mathbf{w}(x)= \begin{cases}-1, & \text { if }|x|<r \\ 0, & \text { if } r<|x|<R\end{cases}
$$

must be of the form $w(x)=\rho(|x|) x$, where $\rho$ satisfies

$$
|x| \rho^{\prime}(|x|)+N \rho(|x|)= \begin{cases}-1, & \text { if }|x|<r \\ 0, & \text { if } r<|x|<R\end{cases}
$$

Solving this ODE, we deduce that

$$
\mathbf{w}(x)= \begin{cases}-\frac{x}{N}, & \text { if }|x|<r ; \\ -r^{N} \frac{x}{N|x|^{N}}, & \text { if } r<|x|<R .\end{cases}
$$

It is straightforward that $\|\mathbf{w}\|_{\infty} \leq \frac{r}{N}$ and its distributional divergence is really given by $\operatorname{div} \mathbf{w}(x, t)=-\chi_{B_{r}(0)}(|x|)$. Therefore, we look for a vector field satisfying

$$
\mathbf{z}(x, t)=\beta(t) \mathbf{w}(x),
$$

with $|\beta(t)| \leq \frac{N}{r}$ for almost all $t>0$. Let's determine the precise representative of $\beta$ : It follows from

$$
u^{\prime}(t)=\operatorname{div} \mathbf{z}(t)+f(t), \quad \text { in } \mathcal{D}^{\prime}(\Omega),
$$

that

$$
\begin{equation*}
\alpha^{\prime}(t)=-\beta(t)+g(t) . \tag{36}
\end{equation*}
$$

Two cases must be considered. When $\alpha(t)>0$, we deduce from (34) and (36) that $\beta(t)=\frac{N}{r}$. On the other hand, if $\alpha(t)=\alpha^{\prime}(t)=0$ and
$t$ is a Lebesgue point of $\alpha^{\prime}$, then (36) implies $g(t)=\beta(t) \leq \frac{N}{r}$. The conclusion is

$$
\begin{equation*}
\alpha^{\prime}(t)=\left(-\frac{N}{r}+g(t)\right)^{+} \tag{37}
\end{equation*}
$$

for almost all $t>0$. It may happen that $t$ is not a Lebesgue point of $\alpha^{\prime}$, but still be an interesting case, namely: when $t=T_{i}$ for certain $i$. Then we have $\alpha_{+}^{\prime}\left(T_{i}\right)>0, \alpha\left(T_{i}\right)=0$ and $\alpha\left(T_{i}+\rho\right)>0$ for $\rho>0$ small enough; so that

$$
\alpha\left(T_{i}+\rho\right)=-\frac{N}{r} \rho+\int_{T_{i}}^{T_{i}+\rho} g(\tau) d \tau
$$

for $\rho>0$ small enough. Hence,

$$
\alpha_{+}^{\prime}\left(T_{i}\right)=\lim _{\rho \rightarrow 0^{+}} \frac{\alpha\left(T_{i}+\rho\right)}{\rho}=-\frac{N}{r}+g\left(T_{i}\right),
$$

and consequently $\beta\left(T_{i}\right)=-\frac{N}{r}$ and $g\left(T_{i}\right)>\frac{N}{r}$. By the way, this is the condition that must be satisfied by $g\left(T_{i}\right)$ for the elevation of $\alpha$.

In order to see that $u$, as defined in (35), is the actual solution to our problem, we have considered the vector field defined by

$$
\mathbf{z}(x, t)= \begin{cases}\frac{N}{r} \mathbf{w}(x), & \text { if } \alpha(t)>0 \\ g(t) \frac{N}{r} \mathbf{w}(x), & \text { if } \alpha(t)=0\end{cases}
$$

Since $\operatorname{div} \mathbf{z} \in L^{\infty}(\Omega \times(0,+\infty))$, it follows from [7] that $(\mathbf{z}(t), D v)$ is a Radon measure for almost all $t>0$ and all $v \in B V(\Omega)$. Furthermore, a Green's formula holds.

To see (8), we just have to verify that $u^{\prime}(t)=\operatorname{div} \mathbf{z}(t)+f(t)$ holds in the sense of distributions for almost all $t>0$. In fact, due to (37), if $\alpha^{\prime}(t)>0$, then $\alpha^{\prime}(t)=-\frac{N}{r}+g(t)$ holds, and if $\alpha^{\prime}(t)=0$, then $0=-g(t)+g(t)$ is obviously satisfied.

To check (9), fix $t>0$ such that $\alpha(t)>0$ and $\phi \in C_{0}^{\infty}(\Omega)$. Then

$$
\begin{aligned}
& \int_{\Omega} \phi(\mathbf{z}(t), D u(t))=-\int_{\Omega} u \mathbf{z} \cdot \nabla \phi-\int_{\Omega} u \phi \operatorname{div} \mathbf{z} \\
= & \int_{\{|x| \leq r\}} \alpha(t) \frac{x}{r} \cdot \nabla \phi+\frac{N}{r} \int_{\{|x| \leq r\}} \alpha(t) \phi=\alpha(t) \int_{\{|x|=r\}} \phi=\int_{\Omega} \phi|D u(t)| .
\end{aligned}
$$

On the other hand, when $t>0$ satisfies $\alpha(t)=0$,

$$
(\mathbf{z}(t), D u(t))=0=\alpha(t) \chi_{B_{r}(0)}(|x|)=|D u(t)| .
$$

In any case, it yields $(\mathbf{z}(t), D u(t))=|D u(t)|$ as measures.
Since $u(x)=0$ for $|x|=R$, condition (10) is straightforward. Therefore, $u$ is the solution to problem (1).

Several concluding remarks are in order:
Remark 7.1. By Theorem 6.1, we obtain some consequences on summability:
(1) $g \in L^{1}(0,+\infty)$ implies $\alpha \in L^{1}(0,+\infty)$.
(2) $g \in L^{\infty}(0,+\infty)$ implies $\alpha \in L^{\infty}(0,+\infty)$ and Lipschitz-continuous.

Furthermore, the proof of Theorem 4.1 implies that if $g \in L_{l o c}^{2}(0,+\infty)$, then $\alpha^{\prime} \in L^{2}(\delta, T)$ for all $0<\delta<T<\infty$.

Remark 7.2. (1) In the homogenous problem, there exists a finite extinction time (see [3]). It would seem that $g>0$ prevents extinction in finite time, but this fact is not always true. For instance, if $g \in L^{\infty}(0,+\infty)$ and $\|g\|_{\infty}<\frac{N}{r}$, then choosing $T$ satisfying $\alpha_{0}+\left(\|g\|_{\infty}-\frac{N}{r}\right) T=0$ we obtain $\alpha(t)=0$ for all $t \geq T$.
(2) By Theorem 6.2, if $f \in L^{\infty}\left(0,+\infty ; W^{-1, \infty}(\Omega)\right)$ is such that its norm satisfies $\|f\|_{L^{\infty}\left(0,+\infty ; W^{-1, \infty}(\Omega)\right)} \leq 1$, then function $\alpha$ is nonincreasing, that is,

$$
\alpha^{\prime}(t)=-\frac{N}{r}+g(t) \leq 0, \quad t>0 .
$$

This implies $\|g\|_{\infty} \leq \frac{N}{r}$.
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