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Abstract

The genomes of many RNA viruses contain abundant secondary structures that have been shown to be important for
understanding the evolution of noncoding regions and synonymous sites. However, the consequences for protein
evolution are less well understood. Recently, the secondary structure of the HIV-1 RNA genome has been experimentally
determined. Using this information, here we show that RNA structure and proteins do not evolve independently. A
negative correlation exists between the extent of base pairing in the genomic RNA and amino acid variability. Relaxed RNA
structures may favor the accumulation of genetic variation in proteins and, conversely, sequence changes driven by
positive selection at the protein level may disrupt existing RNA structures. We also find that breakage of RNA base pairs
might impose a fitness cost to drug resistance mutations in the protease and reverse transcriptase genes, thereby limiting
their spread among untreated patients. Characterizing the evolutionary trade-offs between the selective pressures acting at

the RNA and protein levels will help us to better understand the variability and evolution of HIV-1.
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Introduction

RNA structure plays an important role in the molecular
biology of the cell. This is true for the large number of
noncoding RNAs expressed in eukaryotes (Cawley et al.
2004; Voinnet 2009), but also for mRNA. In the latter,
RNA structure controls the efficiency of translation by
several mechanisms, including 5" UTR-mediated initiation
and stabilization (Kudla et al. 2009), riboswitches (Tucker
and Breaker 2005) or interactions with the double-stranded
RNA-activated protein kinase (Kaempfer 2003), and can
modulate the dynamics of protein folding by ribosome
pausing (Watts et al. 2009) or even modify protein se-
quence by inducing ribosome slippery (Xu et al. 2001).
RNA structures are particularly relevant to viruses with
single-stranded RNA genomes (Frankel and Young 1998;
Pelletier and Sonenberg 1988; Damgaard et al. 2004). For
instance, the initiation of HIV-1 reverse transcription is
mediated by binding of a tRNA to the primer binding site
situated in a specific stem-loop structure of the 5’ long
terminal repeat, where other functionally important struc-
tures have been described (Damgaard et al. 2004). More
generally, the structure of the viral genomic RNA has been
associated with viral host—defense evasion and persistence
(Simmonds et al. 2004; Tellam et al. 2008), replicative
capacity, and cross-species transmission (Brower-Sinning
et al. 2009).

As a consequence of selective pressures acting at the
RNA level, nucleotide sites involved in forming intramolec-
ular base pairs in the viral RNA tend to show less variability
and lower rates of evolution than those not forming pairs,

as demonstrated for HIV-1 (Le et al. 1988; Le et al. 1989;
Yoshida et al. 1997), Visna virus (Braun et al. 1987), hepa-
titis C virus (Contreras et al. 2002; Tuplin et al. 2002), GB
virus (Simmonds and Smith 1999), influenza A virus
(Garcia et al. 1996), or the cumber mosaic virus satellite
RNA (Rodriguez-Alvarado and Roossinck 1997). Other sa-
lient features associated with RNA structure are the excess
of transitions over transversions at sites forming base pairs,
which has been interpreted in terms of compensatory evo-
lution (Knies et al. 2008), and the increase in G+C content
resulting from selection for thermostability (Schultes et al.
1997; Smit et al. 2009). However, these patterns have been
established mainly for noncoding sequences or synony-
mous variation within coding regions, whereas the inter-
play between RNA structure and protein evolution is
less well understood.

Recently, the secondary structure of the entire HIV-1 ge-
nome has been determined experimentally using high-
throughput selective 2'-hydroxyl acylation analyzed by
primer extension (SHAPE) reactivity (Watts et al. 2009).
This method has allowed the identification of RNA base
pairs with high confidence and offers a unique opportunity
to study the implications of RNA structure for HIV-1
variability and evolution. Here, by combining these
experimental data with molecular evolution analyses,
we demonstrate that amino acid sites encoded by
structure-forming RNA are consistently less variable across
the genome and evolve more slowly than those for which
such RNA-level selection is absent. This finding is further
strengthened by the analysis of specific RNA motifs in
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the genome, the patterns of variation in the HIV-1 surface
protein, and the epidemiology of drug resistance. Overall,
the data suggest a reciprocal interference between selec-
tion at the RNA and protein levels, in which the need
to maintain certain RNA structures may curtail protein
evolution and, conversely, the ability of the genomic
RNA to form base pairs may be restricted by selection
at the protein level.

Materials and Methods

SHAPE Reactivity

We used SHAPE reactivity values from sites 12 to 9142 of
the NL4-3 reference HIV-1 genome (Genbank accession
AF324493) available from Watts et al. (2009) as a measure
of the probability of base pairing for each nucleotide. The
RNA secondary structure model proposed by Watts et al.
(2009) was not used here because it was inferred using co-
variation evolutionary analysis (Pedersen et al. 2004), thus
breaking the statistical independence between variability
and RNA structure.

Predicted RNA Secondary Structures

Regions with anomalously low- or high-average SHAPE re-
activity value were searched in the HIV-1 genome using
sliding windows of various sizes (25, 50, 100, 200, and
300 nucleotides). Lowest free energy structures for each
of these regions were predicted with the algorithm imple-
mented in RNAstructure v5.1 (Reuter and Mathews 2010)
(htep://rna.urmc.rochester.edu/RNAstructure.html), using
SHAPE reactivity values as pseudoenergy constraints (pa-
rameters were set to default values). The regions identified
by the sliding window were cut or extended manually to
accommodate predicted stems and loops. Structures were
visualized using CLC RNA Workbench (CLCbio).

HIV-1 Alignments and Molecular Evolution

A hundred nucleotide sequences of HIV-1 subtype B were
obtained from the Los Alamos HIV Sequence Database
(http://www.hiv.lanl.gov) for each gene. The translated se-
quences were aligned with Muscle3.6 (Edgar 2004) (http://
www.drive5.com/muscle), manually edited, and converted
back to nucleotides. Sequences with premature stops co-
dons were not considered. Nucleotide diversity was calcu-
lated from the final alignment using DAMBE (Xia and Xie
2001) (http://dambe.bio.uottawa.ca/dambe.asp). Estima-
tion of synonymous (ds) and nonsynonymous (dy) substi-
tution rates and categorization of codons as positively
(dy > ds) or negatively (dy < ds) selected was done using
the SLAC/GARD method (Kosakovsky Pond and Frost
2005) implemented in the HYPHY2.0 package (http://
www.datamOnk3y.org/hyphy). An Excel spreadsheet con-
taining site-by-site results is available upon request.

Drug Prevalence Data

Drug resistance prevalence for mutations in the protease
and reverse transcriptase genes in either naive or treated
patients were obtained from the HIV Drug Resistance
Mutation Database of the Stanford University (http://
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hivdb.stanford.edu). In total, we considered 337 mutations
(323 substitutions and 14 insertions or deletions). Of the
total 539 amino acid residues examined, 125 contained sub-
stitutions and, in 67 of these, there were two or more dif-
ferent mutations reported (the maximum being 13 different
mutations at residue 215 of the RT gene). Using the NL4-3
sequence as a reference, we identified the simplest nucleo-
tide mutational pathway leading to the observed amino acid
substitution. In 242 cases, a single substitution at one of the
three codon sites was sufficient. Double (64 cases) and triple
(6 cases) nucleotide substitutions were also identified. In to-
tal, the 323 amino acid substitutions occurring at 125 res-
idues were explained by 388 substitutions occurring at 209
nucleotide sites. Knowing the exact nucleotide involved in
each drug resistance mutations allowed us to test the cor-
relation between mutation prevalence and RNA structure
more accurately than by relying on the amino acid sequence.
However, due to the degeneracy of the genetic code, 45 of
the total 388 nucleotide substitutions were ambiguous,
that is, there were two or three possible changes at a given
site leading to the same amino acid substitution. Overall
prevalence among treated patients was directly taken from
the above database. Prevalence among untreated patients
was only available by viral genotype, so we obtained
the overall prevalence as the average prevalence across gen-
otypes, weighting by the number of cases of each. A spread-
sheet containing drug resistance prevalence values for
each nucleotide site is available upon request.

Results

General Association between RNA Structure and
Protein Variability

The SHAPE reactivity of each site of the HIV-1 genome de-
pends on the probability that the site is forming an intra-
molecular base pair. High SHAPE reactivity values (typically
>0.5) indicate steric availability to chemical modification
and thus that the site is probably not forming a base pair,
whereas low reactivity values (<0.25) indicate the contrary
(Watts et al. 2009). Using 100 full-length subtype B ge-
nomes, we first calculated the nucleotide diversity at each
site of the gag, pol, env, vif, vpu, vpr and nef genes. Whereas
substitutions at first- and third-codon positions can be ei-
ther synonymous or nonsynonymous, all substitutions at
second-codon positions are nonsynonymous and hence al-
low us to quantify protein sequence variation in a simple
way. We found that SHAPE reactivity correlated positively
with second codon-position diversity (Spearman’s p =
0.093, N = 2564, P < 0.001). Consistently, polymorphic
second-codon sites tended to have higher SHAPE reactivity
(median 0.38) than invariant ones (median 0.31; Mann-
Whitney test: N = 2564, Z = —4.276, P < 0.001).

To more precisely ascertain the effect of RNA structure on
protein evolution, we estimated synonymous (ds) and non-
synonymous (dy) substitution rates in a codon-wise manner.
SHAPE reactivity correlated positively with dy across the
whole genome region studied (p = 0.109, N = 7688,
P < 0.001). The correlation held for pol (p = 0.127, P <
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0.001), vif (p = 0.174, P < 0.001), vpr (p = 0.169, P = 0.014),
env (p = 0.161, P < 0.001), and nef (p = 0.122, P = 0.002)
genes individually was marginally significant for gag (p =
0.046, P = 0.099) and not significant for vpu (p =
—0.073, P = 0.360). Furthermore, when we categorized each
site as polymorphic (dy > 0) or invariant (dy = 0) at the
protein level, we observed that polymorphic sites had a sig-
nificantly higher SHAPE reactivity than invariant ones (me-
dians 0.39 and 0.29, respectively; N = 7688, Z = —10.446,
P < 0.001), and analysis of individual genes confirmed this
pattern (fig. 1a). SHAPE reactivity also correlated positively
with ds across the genome, confirming previous findings (Le
et al. 1988; Le et al. 1989; Yoshida et al. 1997), but the cor-
relation was weaker (p = 0.026, N = 7688, P = 0.024) than
the one between SHAPE reactivity and dy and, on a per-gene
basis, was significant only for env (p = 0.073, P = 0.001) and
nef (p = 0.112, P = 0.005), and marginally so for vpu (p =
0.154, P = 0.053). Categorization of each site as polymorphic
(ds > 0) or invariant (ds = 0) yielded a similarly weak as-
sociation with SHAPE reactivity compared with the one ob-
served for nonsynonymous sites (fig. 1b).

We then searched the genome for protein-coding re-
gions with particularly high or low SHAPE reactivity values
(fig. 2). The predicted secondary structure of the regions
identified as having low reactivity contained abundant base
pairs and tended to form stems, whereas the high-reactivity
regions were predominantly looped out. The total median
diversity for the nucleotide sites predicted to form base
pairs in the low-reactivity regions was 0.008, whereas the
unpaired sites in high-reactivity regions were significantly
more diverse (median 0.055 Mann-Whitney test: N =
492, Z = —6.595, P < 0.001), confirming the association
between RNA structure and variability. Furthermore, the
high-reactivity regions showed both greater dy (Z =
—7.475, P < 0.001) and ds (Z = —5.636, P < 0.001) values
(table 1). It is also of notice that the regions identified were
located preferentially in pol, env, and nef, and that these are
the genes for which the association between RNA structure
and diversity was found to be more significant (fig. 1). Ad-
ditional analyses for two of these genes are presented below.

Interplay between RNA Structure and the Evolution
of env and pol genes

The immune system exerts a strong pressure on the env
gp120 surface envelope protein through neutralizing anti-
bodies and the cytotoxic T-cell response (Wei et al. 2003;
Kawashima et al. 2009), resulting in many positively se-
lected codons. The gp120 protein is often divided into five
hypervariable regions (V1 to V5) that alternate with five
relatively conserved regions (C1 to C5). Confirming the im-
portance of selective pressures acting at the protein level
(immune selection or others), we found that 23.8% of co-
dons belonging to V1-V5 regions were under significantly
positive selection, whereas this percentage dropped to 12.2
for C1-C5 (Fisher’s exact test: P << 0.001). However, this
kind of selection does not appear to be the only factor con-
tributing to V1-V5 hypervariability. We found that SHAPE
reactivity was higher for the V1-V5 regions (median 0.46)

Non-synonymous
0.5 yneny

*kk

0.3 A

0.2 A

Median SHAPE reactivity

0.1 A

0.5 - Synonymous

0.4 A

0.3 A

0.2 1

Median SHAPE reactivity

0.1 A

0.0 -

gag pol vif vpr vpu env nef

Fic. 1. Genome-wide association between RNA structure and
variability. Upper panel: median SHAPE reactivity values for
invariant (dy = 0, dark gray) versus polymorphic (dy > 0, light
gray) amino acid sites. Lower panel: same graph for synonymous
variation. Asterisks denote statistical significance (***Mann-
Whitney test, P < 0.001; **P < 0.01; *P < 0.1).

than for C1-C5 (median 0.35; N = 1442, 7Z = —4.0976, P <
0.001) and was particularly elevated at V1 and V2 (median
0.53). Furthermore, there was a positive correlation be-
tween dy and SHAPE reactivity across the entire gp120
gene (p = 0.164, N = 1442, P < 0.001). Consistent with
the hypothesis of selection acting on RNA structure, the
V1-V5 regions also showed higher ds values than C1-C5
(N = 1442, 7 = —9.925, P < 0.001). Therefore, relaxation
of the RNA structure appears to facilitate the accumulation
of genetic variation in gp120, thus contributing to the ex-
istence of hypervariable regions.

The pol gene is the target of antiretroviral drugs directed
against the protease (PR) and the reverse transcriptase (RT).
According to data from the Stanford HIV Drug Resistance
Mutation Database, drugresistance mutations had a median
prevalence of 2.9% per mutation among treated patientsand
a roughly 20 times lower prevalence among untreated pa-
tients (0.13%). Consistent with treated-to-naive transmis-
sion of drug resistance (Hue et al. 2009), 87% of the
mutations found in treated patients were also present in un-
treated patients and prevalence values in these two groups
were positively correlated (p = 0.541, N = 209, P < 0.001).
The spread of drugresistanceamong treated individualsisan
obvious consequence of the strongselective pressure exerted
onthe PRandRT proteins. In contrast, their prevalencein the
untreated population should be also influenced by the fit-
ness cost of resistance in the absence of the drug, and this
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Table 1. Median SHAPE reactivity, nucleotide diversity, dy and ds
of the ten RNA secondary structures shown in figure 2

Name Start® End? SHAPE® Diversity® dp? d®

S1 2015 2122 0.080 0.010 0.00 2.00
S2 3332 3356 0.130 0.008 0.48 3.80
S3 5867 5997 0.100 0.008 0.00 3.00
S4 7534 7592 0.080 0.000 0.00 2.08
S5 8723 8751 0.045 0.024 1.10 4.26
L1 3183 3283 0.710 0.024 0.95 4.00
L2 4219 4278 0.640 0.016 0.61 2.61
L3 6202 6325 0.640 0.201 9.59 5.88
L4 7196 7229 0.785 0.016 0.00 3.26
L5 8343 8404 0.655 0.136 5.49 7.45

# NL4-3 genome position.

® For structures $1-S5, medians were calculated over all sites predicted to form
base pairs, whereas for L1-L5, they were calculated over all sites predicted not to
form pairs.

cost might be caused by the disruption of base pairs in the
RNA structure of the viralgenome, amongother factors. Sup-
porting this hypothesis, there was a weak but significantly
positive correlation between SHAPE reactivity and the pre-
valence of drug resistance mutations among untreated pa-
tients (p = 0.158, N = 183, P = 0.032), and mutations within
the highest prevalence quartile were located at sites with
higher SHAPE reactivity values (median 0.39) than those
within the lowest prevalence quartile (median 0.18;
N =90, Z = —2.442, P = 0.015). In contrast, as expected,
no significant correlation was found between SHAPE
reactivity and mutation prevalence among treated patients
(p = 0.037, N = 199, P = 0.599).

Discussion

Our results suggest that the selective pressure for mainta-
ining the genomic RNA structure constrains the variabi-
lity and evolution of HIV-1 not only at synonymous
sites, but also at the protein level. An alternative explana-
tion for the association between SHAPE reactivity and ge-
netic variability is that some of the nucleotide substitutions
favored by protein-level selection may disrupt existing RNA
base pairs. Some of the data seem compatible with this
second interpretation. For instance, on a genome-wide ba-
sis, SHAPE reactivity correlated more strongly with dy than
with ds, whereas RNA structure constraints should have
a similar effect on these two quantities. On the other hand,
the analysis of specific stem-loop structures indicated that
both dy and ds showed a highly significant correlation with
SHAPE reactivity. Furthermore, if selection at the protein
level was the main factor explaining the association be-
tween protein variability and SHAPE reactivity, positively
selected codons should show higher SHAPE reactivity than
nonselected or negatively selected codons throughout the
entire genome, but this was clearly not the case (medians
0.35 and 0.34, respectively; N = 7013, Z = —0.366, P =
0.715), except maybe for the gp120 protein where the
V1-V5 regions are both under strong positive selection
and show the highest SHAPE reactivity. Finally, the associ-
ation between drug resistance mutation prevalence in un-
treated patients and SHAPE reactivity cannot be easily
explained in terms of protein-level selection. Therefore,

the most likely scenario is that the causal link between
RNA structure and protein evolution goes in both direc-
tions, such that the selective pressure for the maintenance
of RNA base pairing restricts protein variability and, con-
versely, positive selection favoring amino acid change can
result in the disruption of RNA base pairs.

An interesting possibility is that the formation of lo-
cally unstructured RNA might be a mechanism by which
HIV-1 and other RNA viruses could modulate their var-
iability (Braun et al. 1987; Le et al. 1988, 1989; Schinazi
et al. 1994). In general, increasing the number of segre-
gating polymorphisms allows for a more rapid response
to selection, and a preadaptation of the virus to generate
escape mutants in the env gene has been hypothesized
(Le et al. 1988). It is also interesting to note that highly
variable regions such as the gp120 V1-V5 are sometimes
flanked by stable RNA helices that could be considered
as structural insulators of variability (Watts et al. 2009).
Although selection appears to be the main factor ex-
plaining the association between variability and RNA
structure, it is also conceivable that RNA structure might
modulate the mutation rate. Single-stranded nucleic
acids are more prone to chemical damage (Lindahl
and Nyberg 1974), strand cleavage (Parthasarathi et al.
1995), and to APOBEC3G-mediated edition (Yu et al.
2004), and a direct link between RNA structure and poly-
merase fidelity has been postulated (Ji et al. 1994;
Yoshida et al. 1997; Contreras et al. 2002). Future work
may elucidate whether replication is intrinsically more
error prone in nonstructured RNAs.

Previous work has assessed the role played by non-
coding viral RNA structures in the regulation and initiation
of replication, transcription, and translation (Carter and
Saunders 2007). Evidence that RNA structures can form
elsewhere in the genome (Simmonds et al. 2004; Watts
et al. 2009) and that they are important for determining
not only synonymous variation but also protein evolution,
as shown here for HIV-1, opens new research avenues. In
future work, the observation that some viral genes or ge-
nome regions show higher levels of variation than others
should not only be interpreted solely in terms of protein
selection, but also in terms of selection at the RNA level.
Furthermore, conflicts between these two levels of selec-
tion may constitute a previously unrecognized constraint
to RNA virus evolvability. On the experimental side, the
determination of genome-wide RNA structures for viruses
other than HIV-1 will allow further testing of the results
obtained here. On the bioinformatics side, whereas sophis-
ticated methods are available for identifying positively and
negatively selected amino acid sites, no analogous tools
have been developed yet for studying selection at the
RNA level.
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