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Interconnection Networks with Irregular
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Abstract�Networks of Workstations �NOWs� have
become a cost�e�ective alternative to parallel com�
puters� Switch�based interconnects with irregular
topologies provide the wiring �exibility required in
these environments� The characterization of these
networks results quite di�cult	 since the traditional
parameters used for regular topologies �node degree	
diameter	 average distance	 etc�� do not provide in�
formation about the arrangement of the links� In
this paper	 we propose a new model of communi�
cation cost between network nodes� This model
takes into account both the network topology and
the routing algorithm	 but it does not depend on
the tra�c pattern generated by the application run�
ning on the machine� The evaluation results show
that our communication cost model is highly corre�
lated with network performance� Since it provides a
metric based on internode distance	 our model can
be used as the basis for both an e�cient characteri�
zation of networks as well as an e�cient mapping of
processes to processors�

I� Introduction

N
ETWORKS of Workstations �NOWs� have be�
come a cost�e�ective alternative to parallel

computers ���� �	�
 In theses systems� workstations
are connected via high�speed local area networks

Switch�based interconnects with irregular topolo�
gies ���� ���� �� provide the wiring �exibility required
in these environments� also allowing the design of
scalable systems with incremental expansion capa�
bilities


In massively parallel computers �MPPs�� inter�
connection networks have been characterized by
their topological properties� such as number of
nodes� bisection width and diameter ���
 However�
the characterization of irregular networks cannot
be based upon these parameters� since they do not
provide information about the arrangement of the
links
 On other hand� the routing algorithm may
seriously a�ect network performance by determin�
ing the tra�c distribution in the network� as in the
case of the Autonet networks ��
 Therefore� the
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routing algorithm must be considered when char�
acterizing irregular networks


As a result of the above considerations� a new
method based on grouping network nodes into clus�
ters has been proposed for characterizing irregular
networks ���
 In this method� a link cost calcula�
tion algorithm assigns a cost depending on the load
distribution to every link in the network
 Based
upon link cost� this method proposes to partition
network into clusters in such a way that the avail�
able bandwidth within a cluster is higher than the
bandwidth of the links that communicate the clus�
ter with other clusters
 This approach can easily
identify the bottleneck links� helping the operating
system to properly distribute the load between the
correct group of workstations
 However� in this ap�
proach the characterization of the network depends
on the tra�c pattern generated by the application
running on the machine
 Additionally� that traf�
�c pattern may vary over time� thus limiting the
applicability of this approach


In this paper� another method to characterize ir�
regular networks is proposed
 The idea is to estab�
lish a model of communication cost between each
node pair in the network that is independent of
the tra�c pattern� taking into account only the
topology of the network and the routing algorithm

Therefore� this model can be used in clustering al�
gorithms that do not depend on the tra�c pattern
generated by the applications running on the ma�
chine
 Furthermore� this model can be used as the
basis for an e�cient mapping of processes to proces�
sors� since it provides a metric based on internode
distance
 We have studied the correlation of our
model of communication costs with performance
measures obtained by simulation
 The results show
that the proposed model is highly correlated with
network performance� thus being a suitable metric
for network characterization


II� A New Model of Communication Cost

Our model proposes a simple metric� the equiv�

alent distance between each pair of nodes �in what
follows we will refer to a switching element as a
node�
 This metric measures the cost of communi�
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cating between two nodes without explicitly consid�
ering tra�c pattern
 A table of equivalent distances

can be obtained by computing the equivalent dis�
tance between each pair of nodes in the network

Unlike the metric proposed in ���� this metric does
not consider di�erent single link costs
 We assume
that link bandwidth is the same for all the links
in the network
 Under these conditions� assigning
di�erent single link costs would make the model of
communication cost dependent on the tra�c pat�
tern
 The equivalent distance for a pair of nodes
is computed taking into account all the shortest
paths between them supplied by the routing algo�
rithm
 We assumed Up�Down routing �� because
it is used in several commercial networks
 However�
the model proposed in this paper can be applied to
any routing algorithm

 The name of the metric
is derived from the analogy to the electrical equiva�
lent resistance
 Indeed� we use the same rules as for
electrical circuits to compute the total communica�
tion cost between nodes� applying Kircho��s laws


In particular� the method used to construct the
table of equivalent distances� computing the equiv�
alent distance between each pair of nodes in the
network� is the following one�
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Fig� �� Graph G for a ���node Autonet network

�
 If there exists only one shortest path between
a given pair of nodes then the communication
cost between those nodes will be the sum of the
costs of the links that form the path
 That is�
this case is similar to computing the equivalent
resistance of an electrical circuit consisting of
serially arranged resistors
 Since we have as�
sumed that all the links in the network have
unit cost� the communication cost is equal to
the number of links in the path


�
 If there exists more than one shortest path be�

tween a given pair of nodes then the commu�
nication cost between them is computed simi�
larly to the electrical equivalent resistance be�
tween two points of an electrical circuit� re�
placing each link in a shortest path with a unit
resistor and applying Kircho��s laws
 Note
that we only consider the shortest paths pro�
vided by the routing algorithm
 Those paths
are not necessarily minimal �as is the case for
Up�Down routing�
 Also� the paths not sup�
plied by the routing algorithm are not consid�
ered
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Fig� �� Link direction assignment for the graph in Figure �

The application of this method will produce a ta�
ble TN with N �N equivalent distances� where N
is the number of nodes in the network
 In this ta�
ble� the element Tij represents the equivalent dis�
tance between node i and node j
 As an exam�
ple� consider an Autonet network modeled as the
multigraph I � G�N�C� shown in Figure �� where
N is the set of switches� and C is the set of bidi�
rectional links between the switches
 The Autonet
routing algorithm is distributed� and implemented
using table�lookup ��
 In order to �ll the routing
tables� a breadth��rst spanning tree �BFS� is com�
puted �rst� using a distributed algorithm
 Based
on this spanning tree� the link direction assignment
is computed for graph I 
 The �up� end of a link is
connected upper level node when the link connects
nodes located at di�erent levels
 When communi�
cating nodes at the same tree level� the �up� end
of a link is connected to the node with the lower
label
 The result of this assignment is that each
cycle in the network has at least one link in the
�up� direction and one link in the �down� direc�
tion
 Figure � shows the link direction assignment
for the graph in Figure �
 In this �gure switches
are arranged in such a way that all the switches
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at the same level in the spanning tree are at the
same vertical position in the �gure
 The Up�Down
routing scheme establishes that a legal route must
traverse zero or more links in the �up� direction�
followed by zero or more links in the �down� direc�
tion
 A message cannot traverse a link along the
�up� direction after having traversed a link in the
�down� direction
 Although such routing scheme is
deadlock�free and allows some adaptivity� in some
cases Up�Down routing is not able to supply any
minimal path between two nodes


TABLE I

Possible paths for going from node � to node �
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Fig� �� Model of equivalent resistance between node � and
node �

Let us consider the equivalent distance between
nodes � and �
 Taking into account the link di�
rection assignment in Figure � and considering
Up�Down routing� Table II shows all possible paths
for going from node � to node �� existing two short�
est paths
 Therefore� in order to compute the equiv�
alent distance between nodes � and �� the source
and destination nodes must be considered as the
Vcc and GND points of an electric circuit
 Nodes
� and � must be considered as two di�erent inter�
mediate points� and each link must be considered
as a resistor with unit resistance� resulting in the
circuit shown in Figure �
 Applying Kircho��s laws
to this circuit� an equivalent resistance of � Ohm is
obtained
 Thus� the equivalent distance from node
� to node � is set to �
 The rest of equivalent dis�
tances in the table of distances are computed in the
same way
 The table of distances obtained for the
network whose graph is shown in Figure � is shown
in Table II

An important property of the table is its symme�

try
 It is due to the behavior of the Up�Down rout�
ing algorithm
 E�ectively� there exist three cases
when communicating two nodes� using only �up�
paths �that is� paths that are exclusively formed
by �up� channels�� using only �down� paths �paths

TABLE II

Table of equivalent distances between nodes

Node � � � � 
 � 	  � �

� � � � � � � � � � �

� � � � � � � � � � �

� � � � � � � � � � �

� � � � � � � � � � �


 � � � � � � � � � �

� � � � � � � � � � �

	 � � � � � � � � � ����

 � � � � � � � � � �

� � � � � � � � � � �

� � � � � � � ���� � � �

that only use �down� channels� and using �up�
down� paths �paths that �rst use only �up� chan�
nels and then only �down� channels�
 When revers�
ing communication direction� all �up� channels in
a path become �down� channels� and therefore all
�up� paths become �down� paths� and vice�versa

However� �up�down� paths remain unchanged
 As
a result� all possible paths for communicating two
nodes are the same for both communication direc�
tions� and therefore the table of distances is sym�
metrical
 As a consequence� the table of equiv�
alent distances determines a pseudo�metric space
�Tij � � �� i � j and Tij � Tji�
 However� the
table of distances does not satisfy the triangular in�
equality� and thus it does not de�ne a metric space

This limitation prevents the application of cluster�
ing methods that use Euclidean metrics for �nding
and characterizing groupings of nodes
 Neverthe�
less� the key issue for this table is its correlation
with network performance
 If it were well corre�
lated� it would provide a simple method of mea�
suring how far a node is from the rest of the net�
work
 In this case� the characterization of the net�
work based on this table could be done following
the criterion of node proximity


III� Model Validation

The table of distances obtained in the previous
section takes into account only the topology of the
network and the routing algorithm
 These dis�
tances intend to measure the communication cost
between each pair of nodes in the network
 In order
to ensure that these distances provide a good esti�
mation of the communication cost� we must study
the correlation between each distance in the table
of distances and the average latency of the mes�
sages exchanged between the corresponding pair of
nodes


We have evaluated the performance of several
irregular networks by simulation
 The evaluation
methodology used is based on the one proposed in
���
 The most important performance measures are
latency and throughput
 The message latency lasts
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since the message is injected in the network un�
til the last �it is received at the destination node

Throughput is the maximum amount of informa�
tion delivered per time unit �maximum tra�c ac�
cepted by the network�
 Tra�c is the �it reception
rate
 Latency is measured in clock cycles
 Tra�c
is measured in �its per node per cycle


A� Network Model and Message Generation

The network is composed of a set of intercon�
nected switches
 The network topology is irregu�
lar and has been generated randomly
 However� for
the sake of simplicity we imposed three restrictions

First� we assumed that there are exactly � nodes
connected to each switch
 Second� two neighbor�
ing switches are connected by a single bidirectional
link
 Finally� all the switches in the network have
the same size
 We assumed �port switches
 There�
fore� each switch has � ports available to connect to
other switches
 From these four ports� only three of
them have been used at each switch in our simula�
tion experiments
 The remaining port is left open

We have evaluated networks with size ranging from
 switches ��� nodes� to �� switches ��� nodes�
 For
some network sizes� several distinct topologies have
been analyzed

In order to study the correlation between the ta�

ble of distances and the performance of the network�
we have used a uniform distribution for message
generation
 Nevertheless� in order to ensure that
the performance results do not depend on the tra�c
pattern� we have also used other nonuniform traf�
�c patterns for message generation when evaluating
some networks
 In particular� we have considered
perfect�shu�e� bit reversal� and butter�y distribu�
tions
 The message generation rate is constant and
the same for all the nodes in the network
 We have
considered a �xed message size of �� �its� and we
have evaluated a wide range of tra�c� ranging from
low load to saturation


B� Simulation and Correlation Results

Our simulator models the network at the �it
level� and produces both global and per�node re�
sults
 Global average latency shows the average la�
tency of all messages transmitted through the net�
work for a given tra�c load
 It provides an esti�
mation of the degree of saturation of the network

On the other hand� the average latency for each
source�destination pair in the network allowed us
to study the correlation of the table of distances
with network performance

Figure � shows performance evaluation results for

the ���switch network modeled as the graph in Fig�
ure �
 This �gure shows the global average message
latency
 Also� average message latencies for each

Fig� �� Global performance results for the ���node network
modeled as the graph in Figure �

pair of nodes were computed
 However� they are
not shown here due to space limitation


Fig� �� Least square linear adjustment for simulation point
S�

In order to establish the correlation between the
table of distances and these performance evalua�
tion results� we �rst computed the least square lin�
ear adjustment for each point in Figure �
 The
results for the �rst point S� � tra�c equal to �
���
�its�node�cycle and global average latency equal
to ����� cycles� are shown in Figure 	
 In this �g�
ure� the values in the table of distances are shown
in the X�axis� while the speci�c latencies obtained
by the simulator for each pair of nodes are shown
in the Y�axis
 The correlation index obtained in
this case was 
�
 The worst results were ob�
tained when the network was under deep satura�
tion �point S in Figure �� with tra�c load equal
to �
	� �its�node�cycle and average latency equal
to ���
�� cycles�
 The correlation index in this
case was ��
��
 These results show that there is
a strong correlation between equivalent distances
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and the corresponding average latencies for all load
conditions of the network
 However� correlation de�
creases as the network approaches saturation

Also� we have studied the correlation between the

equivalent distances and the average values of the
average latencies supplied by our network simula�
tor� weighted by the number of occurrences of the
corresponding distance in the table of distances

Figure � shows the corresponding regression curve
for simulation point S
 In this �gure� there is a
point for each di�erent value in the table of dis�
tances
 These values are represented in the X�axis

The number of occurrences for each value is shown
on the right side of the �gure
 For example� point
P� represents value �
�	 in the table of distances
and appears twice in the table of distances �see Ta�
ble II�
 Similarly� point P� represents value � in
the table of distances� and appears �� times in Ta�
ble II
 The weighted average values of average la�
tencies show a very high correlation with the table
of distances ���
���


Fig� �� Least square linear adjustment for weighted average
values of average latencies

Figure � shows the correlation between the val�
ues in the table of distances and both latency values
and the weighted average values of average laten�
cies
 E�ectively� it can be clearly seen in this �gure
that the weighted average latencies correlate bet�
ter than the latency values
 Both measurements
show a high correlation coe�cient� exceeding ���
for all simulation points
 However� the correlation
of latency values with the table of distances de�
creases when the network enters saturation� while
the weighted average latencies even improve corre�
lation when the network reaches saturation

Figure  shows the correlation between the val�

ues in the table of distances and both latency values
and weighted average values of average latencies for
a network with �� switches ��� nodes�
 The corre�
lation coe�cient for low load is about �� �points

Fig� �� Correlation of average latency values and weighted
average values of average latencies

S� to S��
 However� when the network approaches
saturation the correlation of latency values begins
to decrease �starting from point S	�� reaching ���
when the network is deeply saturated �points S
and S��
 That is� there is a poor correlation be�
tween the table of distances and latency values
when the network is heavy loaded
 On the contrary�
the correlation of the weighted average latencies re�
mains about ��� for all load conditions


In order to ensure that the topology does not
a�ect correlation results� � di�erent randomly gen�
erated ���node topologies have been evaluated
 We
have computed the average value of the correlation
coe�cients both when the network is under low
load� as well as when the network is deeply satu�
rated
 The average correlation coe�cient for aver�
age latencies is �
��� with a standard deviation
of ��
 When the network is deeply saturated� the
average correlation coe�cient falls to ���� with a
standard deviation of ���
 However� the average
correlation coe�cient for weighted average laten�
cies reaches �
�� with a standard deviation of ��
when the network is under low load
 When the
network is deeply saturated� the average value of
this correlation coe�cient decreases to �
��� with
a standard deviation of ��
 Therefore� the com�
puted standard deviations show that the correlation
between the table of distances and network perfor�
mance is not signi�cantly a�ected neither by the
network topology nor by the tra�c load� particu�
larly when the weighted average latencies are used
as the performance measurement


Additionally� we have evaluated a ���node net�
work under the uniform tra�c distribution as well
as under three di�erent nonuniform tra�c distribu�
tions
 The goal is to analyze whether the proposed
approach �that does not take into account the tra�c
pattern when constructing the table of distances� is
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Fig� �� Correlation of average latency values and weighted
average values of average latencies for a ���switch net�
work

valid and accurate enough for any tra�c distribu�
tion
 In particular� we have evaluated the network
under bit reversal� perfect shu�e and butter�y dis�
tributions
 Although the results are not shown here
due to space limitations� they do not signi�cantly
di�er from the correlation results for the same net�
work under uniform tra�c distribution
 As when
analyzing the e�ect of network topology on the cor�
relation results� we have computed the average cor�
relation coe�cient for di�erent tra�c patterns both
when the network is under low load as well as when
the network is deeply saturated
 The computed av�
erage correlation coe�cient for average latencies is
��
�� with a standard deviation of �� when the
network is under low load� and decreases to 	
	�
with a standard deviation of ��� when the network
is deeply saturated
 However� the average corre�
lation coe�cient for weighted average latencies is
��
�� with a standard deviation of �
�� when the
network is under low load� and only falls to �
��
with a standard deviation of �� when the network
is deeply saturated
 Therefore� the computed stan�
dard deviations allow us to conclude that the cor�
relation of the table of distances with network per�
formance does not signi�cantly depend on the traf�
�c pattern� particularly when the weighted average
latencies are used as the network performance mea�
surement


IV� Conclusions and Future Work

In this paper� a new model of communication
cost is proposed in order to provide a single method
for characterizing networks with irregular topology

This model introduces a new metric� the equivalent
distance between each pair of nodes
 This metric
is independent of the tra�c pattern� and assumes
that all the links have the same cost
 By comput�

ing the equivalent distances between all the nodes
in the network� the table of equivalent distances
is formed
 This table is symmetrical but does not
de�ne a metric space
 We have evaluated the cor�
relation of the table of equivalent distances with
network performance

The results show that the proposed metric is

strongly correlated with the average latency ob�
tained by simulations
 However� for all the network
sizes the degree of correlation decreases drastically
when the network reaches saturation
 Neverthe�
less� the proposed metric is highly correlated with
the weighted average values of average latencies ob�
tained by simulation
 Furthermore� the correlation
of the table of distances with these weighted average
values is not signi�cantly a�ected when the network
enters saturation
 Additionally� these weighted av�
erage values are independent of both tra�c pat�
tern and network topology
 Therefore� this table
provides a good metric for the communication cost
under any load condition

As a result� we conclude that although the ta�

ble of equivalent distances does not de�ne a metric
space� it can be used by clustering algorithms based
on internode distances as the main communication
cost index
 Furthermore� the resulting clusters can
be used as a basis for an e�cient mapping of pro�
cesses to processors
 As for future work� we plan
to develop e�cient clustering algorithms based on
the table of equivalent distances� as well as e�cient
process mapping algorithms
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