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. Overview

Effect size (ES) is aname given to a family of indices that measure the magnitude of
atreatment effect. Unlike significancetests, these indices are independent of sample
size. ES measures are the common currency of meta-analysis studies that summarize
the findings from a specific area of research. See, for example, the influential meta-
analysis of psychological, educational, and behavioral treatments by Lipsey and

Wilson (1993).

Thereisawide array of formulas used to measure ES. For the occasional reader of
meta-analysis studies, like mysdlf, this diversity can be confusing. One of my
objectivesin putting together this set of lecture notes was to organize and summarize

the various measures of ES.

In general, ES can be measured in two ways:


http://web.uccs.edu/lbecker/Psy590/es.htm

a) as the standardized difference between two means, or

b) as the correlation between the independent variable classification and the
individual scores on the dependent variable. This correlation is called the "effect size
correlation” (Rosnhow & Rosenthal, 1996).

These notes begin with the presentation of the basic ES measures for studies with two
independent groups. The issues involved when assessing ES for two dependent groups
are then described.

|1. Effect Size M easuresfor Two Independent Groups
1. Standardized difference between two groups.

Cohen'sd
Cohen (1988) defined d as the difference between the

means, M, - M,, divided by standard deviation, s, of
either group. Cohen argued that the standard deviation of

d:Ml'Mz/S

where either group could be used when the variances of the two
s = JA(X - M)2/ groups are homogeneous.
N]

In meta-analysis the two groups are considered to be the
experimental and control groups. By convention the

where X isthe raw subtraction, M; - M., is done so that the differenceis

Mi st(;]ore, positiveif it isin the direction of improvement or in the
IS ar:admean, predicted direction and negative if in the direction of
N is the nurmber of deterioration or opposite to the predicted direction.
Cases.

d is a descriptive measure.

In practice, the pooled standard deviation, S e IS
commonly used (Rosnow and Rosenthal, 1996).

d=M; - M,/S e« The pooled standard deviation is found as the root mean
square of the two standard deviations (Cohen, 1988, p.
Spaet = J(S12+  44). That is, the pooled standard deviation is the square
s /2] root of the average of the squared standard deviations.
When the two standard deviations are similar the root
mean square will be not differ much from the simple
average of the two variances.

d=2t/Qdf) dcanasobecomputed from the value of thet test of the
differences between the two groups (Rosenthal and
or Rosnow, 1991). . In the equation to the left "df" isthe
degrees of freedom for thet test. The"n's" are the number
d=t(n;+ny)/ of casesfor each group. The formulawithout the n's
[Qdf)Qniny)]  should be used when the n's are equal. The formulawith




d = g(N/df)
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separate n's should be used when the n's are not equal.
d=2r/Q1-r? dcanbecomputed fromr, the ES correlation.
d can be computed from Hedges's g.

Theinterpretation of Cohen'sd
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Cohen (1988) hesitantly defined
effect sizesas"small, d = .2,"
"medium, d =.5," and "large, d =
8", stating that "thereisacertain
risk in inherent in offering
conventional operational
definitions for those terms for use
in power analysisin as diverse a
field of inquiry as behavioral
science' (p. 25).

Effect sizes can aso be thought of
as the average percentile standing
of the averagetreated (or
experimental) participant relative
to the average untreated (or
control) participant. An ES of 0.0
indicates that the mean of the
treated group is at the 50th
percentile of the untreated group.
An ES of 0.8 indicates that the
mean of the treated group is at the
79th percentile of the untreated
group. An effect sizeof 1.7
indicates that the mean of the
treated group is at the 95.5
percentile of the untreated group.

Effect sizes can also beinterpreted
in terms of the percent of
nonoverlap of the treated group's
scores with those of the untreated
group, see Cohen (1988, pp. 21-
23) for descriptions of additional
measures of nonoverlap.. An ES of
0.0 indicates that the distribution
of scoresfor the treated group
overlaps completely with the
distribution of scoresfor the
untreated group, there is 0% of
nonoverlap. An ES of 0.8 indicates
anonoverlap of 47.4% in the two
distributions. AnES of 1.7



indicates a nonoverlap of 75.4%in
the two digtributions.

Hedges's g

g=M; - M,/ Spoiea

where
s=C&(X - M)2/ N-1]
and

Shooies = OMSwithin

g =tqn + np) / Qnyny)

or

g=2t/CN

Spooled = Spooled O(df / N)
were df = the degrees of freedom for
the M Serror, and
N = the total number of cases.

g=d/ &N/ df)

g=[r/q1-r)/
Adf(ng + np) / (nny)]

Hedges's g is an inferential measure.
Itis normally computed by using the
square root of the Mean Square Error
from the analysis of variance testing
for differences between the two
groups.

Hedges's g isnamed for Gene V.
Glass, one of the pioneers of meta-
analysis.

Hedges's g can be computed from the
value of thet test of the differences
between the two groups (Rosenthal
and Rosnow, 1991). The formulawith
separate n's should be used when the
n's are not equa. The formulawith
the overall number of cases, N,
should be used when the n's are equal.

The pooled standard deviation, S yed
can be computed from the unbiased
estimator of the pooled population
value of the standard deviation, Syed s
and vice versa, using the formulaon
theleft (Rosnow and Rosenthal, 1996,
p. 334).

Hedges's g can be computed from
Cohen's d.

Hedges's g can be computed fromr,
the ES correlation.

Glass'sddta

Glass's ddta is defined as the mean diff erence between

D:Ml'Mz/

S control

the experimental and control group divided by the
standard deviation of the control group.



2. Correlation measur es of effect size
The EScorreation, ry,

The effect size correlation can be
computed directly as the point-
biserial correlation between the
dichotomous independent variable
and the continuous dependent
variable.

My = I’dv, iv

The point-biserial is a specid case of
the Pearson product-moment
correlation that is used when one of
the variablesis dichotomous. As
Nunnally (1978) points out, the point-
biserial is a shorthand method for
computing a Pearson product-moment
correlation. The value of the point-
biserial is the same as that obtained
from the product-moment correlation.
Y ou can use the CORR procedurein
SPSS to compute the ES correlation.

The ES correlation can be computed
from asingle degree of freedom Chi
Square value by taking the square
root of the Chi Square value divided
by the number of cases, N. Thisvalue
is aso known as Phi.

CORR = dv with iv

i =F =QC2(1) / N)

The ES correlation can be computed
from the t-test value.

The ES correlation can be computed
rv =R,/ from asingle degree of freedom F test
(F(1,) + df error)] value (e.g., aoneway analysis of
variance with two groups).

ry =2/ (2 + df)]

The ES correlation can be computed

rvi =d/ Qa2+ 4) from Cohen'sd.

ryi = (Pniny) / [P +( N+ The ES correlation can be computed
ny)df] } from Hedgess g.

Thereationship between d, r, and r2

Cohen's As noted in the definition sections

Standard d r r2 al_oove, d and be converted to r and
viceversa
2.0 .707  .500
19 689 474 For example, thed valueof .8

1.8 .669 .448 correspondstoanr valueof .371.
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3. Computational Examples

.648
.625
.600
573
545
514
482
447
410
371
.330
287
243
.196
148
.100
.050
.000

419 The square of ther-valueisthe
390 Percentage of variancein the

dependent variable that is accounted

360 for by membership in the independent
329 variable groups. For ad valueof .8,
.297  |the amount of variancein the

265 dependent variable by membership in
232
.200
168 In meta-anadysis studiesrs are
.138 typicaly presented rather than r2
.109

.083

.059

.038

.022

.010

.002

.000

the treatment and control groupsis
13.8%.

The following data come from Wilson, Becker, and Tinker (1995). In that study
participants were randomly assigned to either EMDR treatment or delayed EMDR
treatment. Treatment group assignment is called TREATGRP in the analysis below.
The dependent measure is the Global Severity Index (GSI) of the Symptom Check
List-90R. Thisindex is called GLOBAL4 in the analysis below. The analysis |ooks at
the the GSI scoresimmediately post treatment for those assigned to the EMDR
treatment group and at the second pretreatment testing for those assigned to the
delayed treatment condition. The output from the SPSS MANOVA and
CORR(elation) procedures are shown below.

Cell Means and Standard Devi ati ons
GLOBAL | NDEX: SLC- 90R POST- TEST

Variable .. GLOBAL4

FACTOR Mean Std. Dev. N 95 percent

Conf. Interval

TREATGRP TREATMEN . 589 . 645 40 . 383
. 795

TREATGRP DELAYED 1.004 . 628 40 . 803
1.205

For entire sanple . 797 . 666 80 . 648

. 945
Fok ok ok ok ok ok ok ok ok ok X X Ang| ysis o f Vari ance-- Design 1+ * *

* ok Kk ok Kk Kk Kk Kk Kk

Tests of Significance for GLOBAL4 using UNI QUE sunms of squares



Source of Variation SS DF MS F Sig of F

W THI N CELLS 31.60 78 .41

TREATGRP 3.44 1 3.44 8.49 . 005
(Model ) 3.44 1 3.44 8.49 . 005
(Total ) 35.04 79 .44

Correl ation Coefficients
GLOBAL4

TREATGRP . 3134
(80
P= . 005

Look back over the formulas for computing the various ES estimates. This SPSS
output has the following relevant information: cell means, standard deviations, and ns,
the overall N, and M Swithin. Let's use that information to compute ES estimates.

d=M- M/ q( s? Cohen'sd
+s2) 2] ,
= 1.004 - 0.589 / Cohen's d can be computed using the

= 0.415 / (J(0.3944 +

0.4160) / 2 e stre et o
= 0.415 / Q0.8144 | 2) '
= 0.415 / (0. 4052 The mean of the treatment group is at
= 0.415 / 0.6366 the percentile of the control
= .65 group.
Hedges's g
g =M, - M,/ QvSwithin Hedges's g can be computed using the
= 1.004 - 0.589 / (0.41 MSwithin.
= 0.415 / 0.6408
= .65 Hedges's g and Cohen'sd are similar
because the sample sizeis so largein
this study.
Glass'sdelta
D = M - M / Scontrol
_ % (loldé J % %%98 /10.628 4 css ddtacan be computed using
- 66 ' the standard deviation of the control
' group.

Effect size correlation
rv = dF(1,_) / (F(1,_ ) + df

error ) 1 The effect size corrdation was
= (8.49 / (8.49 + 78)] computed by SPSS as the correlation
= (08.49 / 86.490] between theiv (TREATGRP) and the
= %-10982 dv (GLOBALA4), ry; =.31

The effect size correlation can also be



computed from the F value.

The next computational is from the same study. This example uses Wolpe's
Subjective Units of Disturbance Scale (SUDS) as the dependent measure. It isasingle
item, 11-point scale ( 0 = neutral; 10 = the highest levd of disturbance imaginable)
that measures the level of distress produced by thinking about atrauma. SUDS scores
are measured immediately post treatment for those assigned to the EMDR treatment
group and at the second pretreatment testing for those assigned to the delayed
treatment condition. The SPSS output from the T-TEST and CORR(elation)
procedures is shown below.

t-tests for Independent Sanples of TREATGRP TREATMENT GROUP

Nunber

Vari abl e of Cases Mean SD SE of Mean
SUDS4 POST- TEST SUDS

TREATMENT GROUP 40 2.7250 2.592 . 410
DELAYED TRMI' GROUP 40 7.5000 2.038 . 322

Mean Difference = -4.7750

Levene's Test for Equality of Variances: F= 1.216 P= .274

t-test for Equality of Means 95%
Vari ances t-val ue df 2-Tail Sig SE of Diff Cl for Dff
Unequal -9.16 73.89 . 000 .521 (-5.814, -3.736)

Correl ati on Coefficients
SUD34
TREATGRP . 7199
( 80)
P= . 000

(Coefficient / (Cases) / 2-tailed Significance)

Use the datain the above table to compute each of the following ES statistics:

Cohen'sd

Compute Cohen's d using the two
standard deviations.

How largeisthed using Cohen's
interpretation
of effect sizes?

Cohen'sd

Compute Cohen's d using the value of
thet-test statistic.



Arethetwo values of d similar?
Hedges's g

Compute Hedges's g using the t-test
statistic.

Glass'sdeta

Calculate Glass's delta using the
standard deviation of the control

group.
Effect size correlation

The effect size corrdation was
computed by SPSS as the correlation
between the iv (TREATGRP) and the
dv (SUD$4), ry, =.

Calculate the effect size correlation
using thet value.

Effect size correlation

Use Cohen's d to calculate the effect
size correlation.

[11. Effect Size Measuresfor Two Dependent Groups.

There is some controversy about how to compute effect sizes when the two groups are
dependent, e.g., when you have matched groups or repeated measures. These designs
are also called correlated designs. Let's ook at atypica repeated measures design.

A Correlated (or Repeated Measures) Design

Qu Qe
O x O=

Participants are randomly assigned to one
of two conditions, experimentd (E.) or
control (C)). A pretest isaiven to all



participants at time 1 (O.1). The treatment

isadministered at "X". Measurement at
time 2 (Og,) is posttreatment for the

experimental group. The control group is
measured a second time at (Ocy) without

an intervening treatment.. Thetime period
between O ; and O., isthe samefor both

groups.

This research design can be analyzed in a number of ways including by gain scores, a
2x 2 ANOVA with measurement time as a repeated measure, or by an ANCOVA
using the pretest scores as the covariate. All three of these analyses make use of the
fact that the pretest scores are correlated with the posttest scores, thus making the
significance tests more sensitive to any differences that might occur (relative to an
analysis that did not make use of the correlation between the pretest and posttest
Scores).

An effect size analysis compares the mean of the experimental group with the mean of
the control group. The experimental group mean will be the posttreatment scores, Og..
But any of the other three means might be used as the control group mean. Y ou could
look at the ES by comparing Og, with its own pretreatment score, Og;, with the
pretreatment score of the control group, Ocy, or with the second testing of the
untreated control group, Oc,. Wilson, Becker, and Tinker (1995) computed effect size
estimates, Cohen's d, by comparing the experimental group's posttest scores (Ogy)
with the second testing of the untreated control group (Oc,). We choose Oc, because
measures taken at the sametime would be less likely to be subject to history artifacts,
and because any regression to the mean from time 1 to time 2 would tend to make that
test more conservative.

Suppose that you decide to compute Cohen's d by comparing the experimental group's
pretest scores (Ogz) with their own pretest scores (Og;), how should the pooled
standard deviation be computed? There are two possibilities, you might use the
original standard deviations for the two means, or you might use the paired t-test
value to compute Cohen's d. Because the paired t-test value takes into account the
correlation between the two scores the paired t-test will be larger than a between
groups t-test. Thus, the ES computed using the paired t-test value will aways be
larger than the ES computed using a between groups t-test value, or the original
standard deviations of the scores. Rosenthal (1991) recommended using the paired t-
test valuein computing the ES. A set of meta-analysis computer programs by Mullen
and Rosenthal (1985) use the paired t-test value in its computations. However,
Dunlop, Cortina, Vaslow, & Burke (1996) convincingly argue that the original
standard deviations (or the between group t-test value) should be used to compute ES
for correlated designs. They argue that if the pooled standard deviation is corrected
for the amount of correlation between the measures, then the ES estimate will be an
overestimate of the actual ES. As shown in Table 2 of Dunlop et al., the overestimate
is dependent upon the magnitude of the correlation between between the two scores.
For example, when the correlation between the scoresis at least .8, thenthe ES
estimate is more than twice the magnitude of the ES computed using the origina
standard deviations of the measures.




The same problem occurs if you use a one-degree of freedom F value that is based on
arepeated measures to compute an ES value.

In summary, when you have correlated designs you should use the original standard
deviations to compute the ES rather than the paired t-test value or the within subject's
F value.

V. Meta Analysis

Overview

A meta-analysis is asummary of previous research that uses quantitative methods to
compare outcomes across awide range of studies. Traditional statistics such ast tests
or F tests are inappropriate for such comparisons because the values of those
statistics are partialy afunction of the sample size. Studies with equivaent
differences between treatment and control conditions can have widely varying t and

F statisticsif the studies have different sample sizes. Meta analyses use some
estimate of effect size because effect size estimates are not influenced by sample
sizes. Of the effect size estimates that were discussed earlier in this page, the most
common estimate found in current meta analyses is Cohen's d.

In this section we look at ameta analysis of treatment efficacy for posttraumatic stress
disorder (Van Etten & Taylor, 1998). For those of you interested in the efficacy of
other psychological and behavioral treatments | recommend the influential paper by
Lipsey and Wilson (1993).

The Resear ch Base

The metaanalysis is based on 61 trials from 39 studies of chronic PTSD.
Comparisons are made for Drug treatments, Psychological Treatments and Controls.

Drug treatments include: selective serotonin reuptake inhibitors (SSRI; new
antidepressants such as Prozac and Paxil), monoamine oxidase inhibitors (MAOI,
antidepressants such as Parnate and Marplan), tricyclic antidepressants (TCA,;
antidepressants such as Toffranil), benzodiazepines (BDZ; minor tranquilizers such as
Vaium), and carbamazepine (Carbmz; anticonvul sants such as Tegretol).

The psychotherapiesinclude: behavioral treatments (primarily different forms of
exposure therapies), eye movement desensitization and reprocessing (EMDR),
relaxation therapy, hypnosis, and psychodynamic therapy.

The control conditions include: pill placebo (used in the drug treatment studies), wait

list controls, supportive psychotherapy, and no saccades (a control for eye movements
in EMDR studies).

Data Reduction Procedures



Effect sizes were computed as Cohen's d where a positive effect size represents
improvement and a negative effect size represents a "worsening of symptoms.”

Ninety-percent confidence intervals were computed. Comparisons were made base
on those confidence intervals rather than on statistical tests (e.g., t test) of the mean
effect size. If the mean of one group was not included within the 90% confidence
interval of the other group then the two groups differed significantly at p < .10.

Comparisons across conditions (e.g., drug treatments vs. psychotherapies) were made
by computing a weighted mean for each group were the individual trial means were
weighted by the number of casesfor thetrial. This procedure gives more weight to
trials with larger ns, presumably the means for those studies are more robust.

Treatment Comparisons

Self Report for Total

For illustrative purposes |ets look at the Self Report Severity of PTSD

measures of the Total Severity of PTSD Symptoms from Symptoms

Table 2 (Van Etten & Taylor, 1998). 90%
Condition M Cl

Overall treatments. The overall effect size for
psychotherapy treatments (M = 1.17: 90% Cl = 0.99 - 1.35) TCA 054 034-

is significantly greater than both the overall drug effect size 0.74
(M = 0.69; 90% CI = 0.55 - 0.83) and the overall control Carbmz  0.93
effect size (M = 0.43; 90% Cl = 0.33 - 0.53). Thedrug MAOI 061 0.38 -
treatments are more effective than the controls conditions. : 0.84
1.02-
Within drug treatments. Within the drug treatments SSRI ' SSR 138 174
is more effective than any of the other drug treatments. BDZ 0.49
Within psychother apies. Within the psychotherapies Drug Tx 0.69 0.55 -
behavior modification and EMDR are equally effective. 0.83
EMDR is more effective than any of the other 0.80 -
) ) A : Behav Tx 1.27
psychotherapies. Behavior modification is more effective X 174
than relaxation therapy. EMDR  11.24 01_9499.
Withi n_ControI . Within the contr<_)I <_:onditionsthe Rdaxat'n 0.45
alternativesthe pill placebo and wait list controls produce H is 094
larger effects than the no saccade condition. ypno§|s -
Dynamic 0.90
Acrosstreatment modall_tl_es. EMDR is more effective Psych Tx 1.17 0.99 -
than each of the drug conditions except the SSRI drugs. 1.35
SSRI and EMDR are equally effective. Behavior Pill 0.29 -
modification is more effective than TCAs, MAOIs and Placebo 051 0.73
BDZs, it isequally effective as the SSRIs and Carbmxs. 0.28 -
WLC 0.44 O 60
Behavior Modification and EMDR are more effective than 0 61
any of the control conditions. Supp Psyc 0.34 "

0.67



It is also interesting to note that the drop out ratesfordrug  Nosacc  0.22

therapies (M = 31.9; 90% CI = 25.4 - 38.4) are more than
twice the rate for psychotherapies (M = 14.0; 90% CI = h - -
10.8-17.2).

Fail SafeN

One of the problems with metaanalysis is that you can only
analyze the studies that have been published. Thereisthe — _
file drawer problem, that is, how many studiesthat did not Condition |Fail SafeN

find significant effects have not been published? If those TCA 41
studiesin the file drawer had been published then the effect  [carpmz 23
sizes for those treatments would be smaller. MAOI 66

SSRI 95

Thefail safe N isthe number of nonsignificant studies that
would be necessary to reduce the effect sizeto an BDZ 10
nonsignificant value, defined in this study as an effect size

of 0.05. Thefall safe Nsare showninthetableat theright.  Benay Tx 220

Thefail safe Nsfor Behavior therapies, EMDR, and SSRI EMDR 139
arevery large. It is unlikely that there are that many well Relaxat'n 8

constructed studies sitting in file drawers. On the other Hypnosis 18
hand, thefail safe N'sfor BDZ, Carbmz, relaxation Dynamic 17

therapy, hypnosis, and psychodynamic therapies are so
small that one should be cautious about accepting the
validity of the effect sizes for those treatments.

V. Effect Size Measuresin Analysisof Variance

Measures of effect sizein ANOVA are measures of the degree of association between
and effect (e.g., amain effect, an interaction, alinear contrast) and the dependent
variable. They can be thought of as the correlation between an effect and the
dependent variable. If the value of the measure of association is squared it can be
interpreted as the proportion of variance in the dependent variable that is attributable
to each effect. Four of the commonly used measures of effect sizein AVOVA are:

Eta squared, h?

partial Etasquared, h,”
omega squared, W

the Intraclass correlation, r

Eta squared and partial Eta squared are estimates of the degree of association for the
sample. Omega squared and the intraclass correlation are estimates of the degree of



association in the population. SPSS for Windows displays the partial Eta squared
when you check the "display effect size" optionin GLM.

See the following SPSS lecture notes for additional information on these ANOVA-
based measures of effect size: Effect size measures in Analysis of Variance
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