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Rotation-invariant optical recognition of
three-dimensional objects

José J. Esteve-Taboada, Javier Garcı́a, and Carlos Ferreira

An automatic method for rotation-invariant three-dimensional ~3-D! object recognition is proposed. The
method is based on the use of 3-D information contained in the deformed fringe pattern obtained when
a grating is projected onto an object’s surface. The proposed method was optically implemented by
means of a two-cycle joint transform correlator. The rotation invariance is achieved by means of
encoding with the fringe pattern a single component of the circular-harmonic expansion derived from the
target. Thus the method is invariant for rotations around the line of sight. The whole experimental
setup can be constructed with simple equipment. Experimental results show the utility of the proposed
method. © 2000 Optical Society of America

OCIS codes: 100.4550, 100.6890, 100.5760.
1. Introduction

Most of the existing methods for pattern recognition
through optical correlation have been developed for
bidimensional ~2-D! objects. The most frequently
used optical correlators have been the VanderLugt
optical correlator1 and the joint transform correlator
~JTC!.2 These systems are not invariant to any pa-
ameter except lateral shifts of the input object,
hich allows targets at different locations within an

mage to be processed simultaneously. Other in-
ariant properties could be obtained by use of har-
onic decompositions, such as circular harmonics

CH! for rotation invariance,3 Mellin radial harmon-
ics or logarithmic radial harmonics for 2-D scale
invariance,4,5 logarithmic harmonics for one-
dimensional scale invariance,6 or even deformation
harmonics for other distortion properties.7 In these

ethods the input object is decomposed into a set of
rthogonal harmonic functions ~except for logarith-
ic radial harmonics!, and the reference function is

hosen as a single expansion order. This approach
rovides invariant pattern recognition at the cost of a
ower discrimination than that obtained with the con-
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ventional methods, because here the reference func-
tion is only a single term out of the full harmonic
decomposition.

Nevertheless, in spite of the usefulness of 2-D pat-
tern recognition, there are applications in which the
object information is not contained in just one 2-D
projection but in its entire three-dimensional ~3-D!
shape.8,9 Thus a full 3-D treatment is required. In
the past few years much research has been devoted to
the task of optical recognition of 3-D objects. A first
possibility is to use optical or digital processing over
a range image.10,11 However, the main drawback of
this setup is the need for a range camera, which is not
readily available. A different approach uses a JTC
architecture combined with electronic processing of
the images obtained from several cameras.12,13 This
is a complex setup and requires a considerable
amount of digital calculation. Other techniques are
based on holography as a method for recording 3-D
information.14–16 They are based on correlating the
planar holograms of the 3-D functions. A practical
difficulty with these procedures is that a hologram
from a rough object is determined by the microscopic
structure of the object surface, producing a low cor-
relation for two similar 3-D objects that have a dif-
ferent microscopic structure.

Recently, a real-time optical technique for the rec-
ognition of 3-D objects was proposed.17 The process
relies on using Fourier transform profilometry
~FTP!18 for introducing the 3-D information into the
system. FTP is based on projecting a grating onto
an object surface and capturing a 2-D image of the
scene with a CCD camera. The obtained 2-D image
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is a deformed grating pattern that carries informa-
tion on the depth and the shape of the object. Since
the deformed fringe pattern obtained with the fringe
projection technique carries information about the
complete shape of the object, the analysis of such
patterns is the basis of the method for recognizing
3-D objects.

In this paper we propose a system that permits
optical rotation-invariant 3-D object recognition. It
combines the FTP technique, CH decomposition, and
a real-time recognition setup based on the JTC ar-
chitecture.

In Section 2 we review the main aspects of the FTP
method and the 3-D JTC introduced in Ref. 17 that
are relevant for our purposes. In Section 3 we pro-
vide the necessary details of CH decomposition. In
Section 4 a description of the method is presented.
In Section 5 optical experiments show the perfor-
mance of the method introduced here. Finally, in
Section 6, the main conclusions are outlined.

2. Fourier Transform Profilometry Method and
Three-Dimensional Object Recognition

The FTP method for obtaining the 3-D shape of an
object is based on projecting a grating on its surface
and capturing a 2-D image with a camera.18 If the
axes of the projector and the camera are not coinci-
dent, a distorted fringe pattern that encodes the 3-D
object information is obtained. In our experiment
we employ the geometry shown in Fig. 1, in which the
optical axes of the projector and the camera lie in the
same plane and are parallel. Let us consider a ref-
erence plane R, which is a fictitious plane that serves
as a reference from which the object height h~x, y! is
measured. The slide projector forms the conjugate
image of the grating G on plane R. The reference
plane is imaged onto sensor plane S by the camera
lens. Following Ref. 17, for a general object with
varying h~x, y! the deformed grating image, grabbed
by the camera, expressed in terms of its Fourier com-
ponents is given by

s~x, y! 5 r~x, y! (
n52`

`

qn~x, y!exp~2pinf0 x!, (1)

Fig. 1. Optical arrangement for projecting the grating and grab-
bing the 2-D images.
1

where

qn~x, y! 5 An exp@inf~x, y!#, (2)

f0 being the fundamental frequency of the observed
grating image, r~x, y! the reflectivity distribution on
the object surface @r~x, y! is zero outside the object
extent# and f~x, y! 5 2pf0CD, where CD is defined in
Fig. 1. Each of the diffraction orders of the deformed
grating has a spatial carrier frequency nf0, is modu-
lated in phase through nf~x, y!, and has an overall
mplitude modulation of r~x, y!.
The phase f~x, y! contains the information about

he 3-D shape, since the connection between f~x, y!
nd the height of the object h~x, y! can be written as

f~x, y! 5
22pf0 dh~x, y!

L 2 h~x, y!
. (3)

In particular, if L .. h~x, y! it is clear that the phase
s just proportional to the height of the object.

This phase function can be digitally obtained fol-
owing the method depicted in Fig. 2. Let us assume
3-D input object described by its height h~x, y! @see

Fig. 2~a!#. Consider that a regular grating pattern is
projected onto this 3-D object and a that 2-D image is
taken with a camera. A distorted grating pattern
that carries information about the 3-D shape of the
object is obtained @see Fig. 2~b!#. This 2-D image has
the amplitude given by Eqs. ~1! and ~2!. The 2-D

ourier transform ~FT! of the function s~x, y! may be
written as

s̃~u, v! 5 F (
n52`

`

Qn~u 2 nf0, v!G ^ ^@r~x, y!#, (4)

where the symbol R denotes the convolution opera-
tion and Qn~u, v! represents the FT of qn~x, y!.

Assuming that r~x, y! and f~x, y! vary slowly com-
pared with the frequency f0 of the grating pattern, all
the spectra Qn~u 2 nf0, v! are separated from one
other according the carrier frequency f0 @see Fig. 2~c!#.

hus, using a mask, one can easily filter these spectra
nd select only the spectrum with n 5 1. To sim-
lify, we take as the origin of coordinates the position
f the first diffraction order, obtaining @see Fig. 2~d!#

s̃9~u, v! 5 Q1~u, v! ^ ^@r~x, y!#. (5)

The object height information can be obtained as an
encoded phase modulation with an inverse FT of Eq.
~5!:

^21@s̃9~u, v!# 5 A1 r~x, y!exp@if~x, y!#. (6)

This expression describes a complex image. As an
example, Fig. 2~e! depicts this image separating am-
plitude and phase information for the object shown in
Fig. 2~a!. As stated above, the phase contains the
object height information, whereas the amplitude is
just the reflectivity of the object. Therefore we have
encoded the 3-D object in this complex image. In the
following the function derived as explained above and
given by Eq. ~6! will be denoted PEHF ~phase-
0 November 2000 y Vol. 39, No. 32 y APPLIED OPTICS 5999
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encoded height function!. Since the phase calcula-
tion by computer gives principal values ranging from
2p to p, the phase distribution is wrapped into this
range and consequently has discontinuities with 2p-
phase jumps for variations more than 2p. These

iscontinuities could be corrected with any of the
onventional unwrapping techniques ~see, for in-
tance, Refs. 19 and 20!.
The 3-D object recognition can be obtained by
eans of encoding the 3-D input objects into PEHF’s

nd correlating them. Esteve-Taboada et al. imple-
ented this method in Ref. 17, using a modified JTC

etup. The outline of the method is as follows: The
oint input plane is prepared with the scene to be
nalyzed and the target, both obtained by means of
rojecting fringes onto the 3-D objects and grabbing
he result as 2-D images. After performing a FT, in
he first diffraction order we have the joint spectrum
f the PEHF’s corresponding to the objects in the
nput plane. Taking the intensity of this first order
nd retransforming, we obtain the correlation be-
ween the PEHF’s that correspond to the input ob-

Fig. 2. Scheme of the procedure for obtaining
000 APPLIED OPTICS y Vol. 39, No. 32 y 10 November 2000
ects. This permits 3-D object recognition by means
f correlating PEHF’s.

3. Circular-Harmonic Decomposition

The CH expansion is used for rotation-invariant pat-
tern recognition.3 An input object expressed in po-
lar coordinates f ~r, u! can be analyzed into a set of
orthogonal functions as

f ~r, u! 5 (
M52`

`

fM~r!exp~iMu!, (7)

where

fM~r! 5
1

2p *
0

2p

f ~r, u!exp~2iMu!du, (8)

M being the expansion order.
As is well known, a filter matched to only one term

of the CH expansion provides rotation-invariant pat-

object-height information by fringe projection.
the
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tern recognition. A target rotated by an angle a can
be expressed as

f ~r, u 1 a! 5 (
M52`

`

fM~r!exp~iMa!exp~iMu!. (9)

With a single harmonic g~r, u! 5 fM~r!exp~iMu! out
of the CH expansion of f ~r, u! as a reference function,
the correlation with the rotated target at the origin of
the correlation plane is given by

CM~a! 5 2p exp~iMa! *
0

`

u fM~r!u2rdr. (10)

Thus if we use only one component of the CH ex-
pansion as reference function, as the phase factor
exp~iMa! is removed when we take the intensity of
the correlation plane, the result is independent of the
angular orientation of the target, and rotation invari-
ance is achieved. In contrast, the simultaneous use
of several harmonics destroys the correlation peak as
a result of the different values of the phase factors.

Considering that the CH expansion involves a co-
ordinate transformation of the target into polar coor-
dinates, the functional dependence of the target
varies with the origin of the polar coordinate system.
This origin is known as the CH expansion center.
The choice of an adequate expansion center will en-
sure good performance of the filter. There are sev-
eral methods to select this CH expansion center.21–23

In our experiment we used the method proposed in

Fig. 3. Experimental setup including the acquisition part and the
JTC process.

Fig. 4. Three-dimensional profile of the test objects.
1

Ref. 23, which ensures good discrimination capability
of the filter.

Once the expansion center has been chosen, the CH
component, g~r, u! 5 fM~r!exp~iMu!, is sampled in
Cartesian coordinates. For its later use we will refer
to the CH component in Cartesian coordinates as
gc~x, y!.

4. Description of the Method

The proposed method of rotation-invariant recogni-
tion is based on the theory introduced in Ref. 17 and
on the well-known property of the CH expansion to
obtain rotation-invariant pattern recognition. The
theory developed in Ref. 17 is based on using a JTC.
In a conventional JTC it is necessary to place the
scene to be analyzed and the target side by side in the
input plane. In the method proposed here the joint
input image is composed of the deformed fringe pat-
terns of the objects to be tested and of a CH compo-
nent that acts as a reference function that carries
part of the target’s 3-D information. This reference
function is the CH component of the PEHF obtained
from the target. Thus, using the 3-D JTC intro-
duced in Ref. 17, we will obtain the correlation be-
tween the PEHF’s that correspond to the objects in
the input scene and the CH component of the target’s
PEHF.

It is important to note that a CH component is
complex ~except for the zero expansion order!, that is,
has phase as well as amplitude information. Thus
one cannot use a simple transparency at the input
plane. One possibility is to treat the real and the
imaginary parts of a CH function as two separate
positive reference objects in a JTC setup.24 Another
approach consists of encoding phase and amplitude
through a computer-generated hologram with Loh-
mann’s detour phase method.25,26

In our proposal we encode the complex CH compo-
nent information, performing digitally the interfer-
ence of this CH component with the plane wave A 3
xp~2i2pyyp!, where p has been chosen to be equal to

the period of the grating projected onto the objects.
Assuming that we have chosen the CH component of
order M, gc~x, y!, the interference pattern is

ugc~x, y! 1 A exp~2i2pyyp!u2 5 ugc~x, y!u2 1 A2

1 2Augc~x, y!u cos@w~x, y! 2 2pyyp#

5 ugc~x, y!u2 1 A2 1 g*c~x, y!A exp~2i2pyyp!

1 gc~x, y!A exp~i2pyyp!, (11)

where w~x, y! is the phase of gc~x, y!. It is clear that
he pattern consists of fringes of period p and a local

phase difference given by w~x, y!. For obtaining an
interference with a good contrast we have taken an
amplitude A of the plane wave that equals the max-
imum of the absolute value of the complex CH com-
ponent. The interference function so obtained has a
nonzero background level, but this will not be impor-
tant in our case, since we will filter the Fourier plane
and will consider only the first diffraction order.
Furthermore, this filtering will remove all terms in
0 November 2000 y Vol. 39, No. 32 y APPLIED OPTICS 6001
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Eq. ~11! except for the final one, which contains the
CH component.

In summary, in the first diffraction order of the FT
of the input plane we obtain the superposition of the
FT of the PEHF’s of the input objects and the FT of
the CH that acts as the reference function. Grab-
bing the intensity and performing a new FT, we fi-
nally obtain the correlation between the PEHF’s and
the CH.

5. Optical Experiments

The usefulness of the proposed method was tested by
optical experiments. The actual setup is the one
shown on Fig. 3. A slide projector is used to image a
Ronchi grating of 8 linesymm onto the objects’ sur-
face. The objects are two 3-D pieces placed on a
black uniform plane that serves as a reference from
which object heights are compared. One of the
pieces is the target, whereas the other serves to test
the discrimination capability of the system. The de-
formed grating patterns are recorded by a Pulnix
Model TM-765 CCD camera. By performing the pro-
cess shown in Fig. 2 by computer we can obtain the
phase functions that correspond to the object’s height

Fig. 5. Whole experimental proc
002 APPLIED OPTICS y Vol. 39, No. 32 y 10 November 2000
information. Figure 4 shows a perspective view of
one 3-D input scene obtained with this procedure.
In this figure we indicate which is the 3-D object that
acts as the target. The footprint of the objects is 4
cm 3 3.5 cm, and the maximum object height is 2 cm.

ote that the 3-D reconstruction was performed only
or graphic purposes.

In an initial stage previous to the correlation we
btain the PEHF from the target ~following the pro-
ess shown in Fig. 2!, and from this function we cal-
ulate the CH component. For the target we chose a
H component of order M 5 4. As stated above, the
H expansion center is selected by the method pro-
osed in Ref. 23.
We prepared two scenes. The first one is used to

est the rotation-invariant feature of the system. To
repare it, we projected fringes onto two targets, one
otated 45° with respect to the other, and we took a
-D image with the CCD camera. We calculated the

5 4 CH component of the PEHF corresponding to
he target. We encoded with fringes this CH com-
onent with the suitable grating period, and the re-
ult was added to the image of the targets. The joint
nput scene, which is fed into the spatial light mod-

sing the two-cycle modified JTC.
ess u
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ulator ~SLM!, is shown in the upper left-hand image
of Fig. 5. This image is stored in a frame grabber
memory as a 800 3 600 pixel image and is sent to the
SLM at the plane ~x0, y0! of the optical setup ~see Fig.
!. The SLM is a liquid-crystal screen obtained from
Sony Model VPL-S500 video projector. L1 is a 300-

mm-focal-length achromatic doublet.
With a second Pulnix CCD camera, without a lens,

the intensity of the first order at plane ~x1, y1! is
btained. This image is sent to the SLM again.
herefore, as is demonstrated in Ref. 17, in this new
ycle of the modified JTC we have finally, at plane
x1, y1!, correlation terms in three different positions.

In the optical axis ~zero order! we obtain the addition
f the autocorrelation terms, in the upper part of the
mage we obtain the correlation between the PEHF’s
f the input objects and the CH component of the
arget’s PEHF, and in the lower part we obtain the
ame distribution except for a mirror reflection.
his output plane is captured again with a CCD cam-
ra, so the intensity of this distribution is recorded.
he whole experimental process using the two-cycle
odified JTC is presented in Fig. 5. Figure 6 shows

he experimentally obtained intensity output plane
hen the input scene is the one shown in the upper

Fig. 6. Experimental optical correlation for the scene shown in
the upper left-hand image of Fig. 5. This image shows only the
upper part of the JTC output and the zero order. A horizontal
profile along the position marked with the narrow white lines is
shown.
1

eft-hand image of Fig. 5. This figure shows only the
pper part of the JTC output and the zero order. In
ddition, a horizontal profile over the position
arked with the narrow white lines is shown. This

orrelation output takes into account the information
bout the similarity of the 3-D shape of the objects.
e can observe two high correlation peaks, owing to

he targets that appear in this first scene.
The second scene is used to test the discrimination

apability of the system. We projected fringes onto
he target ~rotated this time 90° with respect to the
bject on the left-hand side in the previous scene! and
n another object, which, although it has the same
-D contour as the target, has a different 3-D shape.
e added to this image the same fringe-modulated
H component as in the previous scene. The result-

ng image is shown in Fig. 7. Performing the same
rocess as with the previous scene, we obtain the
orrelation output. This experimental output plane,
aptured with a CCD camera, is shown in Fig. 8. We
an observe a high correlation peak, owing to the
arget that appears in this second scene. The corre-
ation peak corresponding to the other object, which
hould appear on the left-hand side, has a negligible
ntensity. Obviously this correlation output allows
or excellent discrimination, which permits recogni-
ion of the 3-D target.

It is worth noting that, if the discrimination were
ot so high, further enhancement of the experimental
orrelation peaks would be possible ~see, for example,
mage-processing algorithms or nonlinear processing
pplied to the Fourier domain in Refs. 27 and 28,
espectively!.

Finally, note that, if the camera and the projector
re far from the object, i.e., L .. h~x, y!, the phase

f~x, y! is directly proportional to the height of the

Fig. 7. Input scene used to test the discrimination capability of
the system. It is composed of the target ~rotated this time 90°
with respect to the object on the left in the upper left-hand image
of Fig. 5! and of another object that, while having the same 2-D
contour as the target, has a different 3-D shape.
0 November 2000 y Vol. 39, No. 32 y APPLIED OPTICS 6003
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object @see Eq. ~3!#; then the experimental setup
sketched in Fig. 3 is also invariant to shifts along the
direction given by h~x, y! @see Ref. ~17!#. This allows
for detection that is invariant under displacements
on the three axes and under rotations of the target.

6. Conclusions

We have presented a method for achieving rotation-
invariant 3-D object recognition. The method is
based on using the 3-D information contained in the
deformed fringe pattern obtained when a grating is
projected onto the object’s surface. When this de-
formed fringe pattern is analyzed, the first order of its
Fourier series expansion contains the object’s height
information encoded on the phase. Therefore taking
the intensity of the first diffraction order permits the
realization of a two-cycle modified JTC recognition
process, in which the input objects are the distorted
patterns that contain the 3-D shape of the objects
with a phase-encoded height.

The proposed method has been optically imple-
mented with CH decomposition, thus achieving the
rotation-invariant property. We are now studying
other decomposition sets to obtain other invariant
properties. From linear correlation our system in-
herits the invariance to translations in a plane per-
pendicular to the line of sight; moreover, as stated
above, under certain conditions our setup is also in-

Fig. 8. Experimental optical correlation for the scene shown in
Fig. 7. This image shows only the upper part of the JTC output
and the zero order. A horizontal profile along the position marked
with the narrow white lines is shown.
004 APPLIED OPTICS y Vol. 39, No. 32 y 10 November 2000
variant to shifts along the direction given by the
height of the object.

Experimental results verify the derived theory and
show the utility of the method introduced here. The
whole experimental setup can be constructed with
simple equipment, and, except for the grabbing of the
images and the a priori computation of the CH com-
ponent, there is no need for electronic or digital pro-
cessing. As a consequence, the system is simple and
robust. Moreover, once the CH component derived
from the target has been calculated, the system can
operate at nearly video rates, and both the reference
function and the input scene can be rapidly changed
to scan different filters or input objects. The robust-
ness and the simplicity of the optical setup are in
contrast with other procedures of 3-D object recogni-
tion.

In principle our system presents some limitations,
mainly derived from FTP, such as limited inspected
volume, given by the depth of focus of both the pro-
jector and the camera, and the long distance require-
ment for obtaining detection invariance along the line
of sight. These disadvantages can be reduced with,
for example, an interference system for generating
the grating and a telecentric camera lens.

Possible applications of our system are in auto-
matic vision, such as classification, testing, and
tracking of 3-D objects. The system described in this
paper in its present form is specially designed for
dealing with small objects ~typically of a few centi-
meters!. Nevertheless, it is easy to extend it to large
objects.

José J. Esteve-Taboada acknowledges a grant from
the Conselleria de Cultura, Educació i Ciència ~Gen-
ralitat Valenciana!. This study was supported by
panish Ministerio de Educación y Cultura project

PB96-1134-C02-02.
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