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Optical pattern recognition under variations of illumination is an important issue. The sliced orthog-
onal nonlinear generalized �SONG� correlation has been proposed as an optical pattern recognition tool
to discriminate with high efficiency between objects. But, at the same time, the SONG correlation is
very sensitive to gray-scale image variations. In a previous work, we expanded the definition of the
SONG correlation to the Weighted SONG �WSONG� correlation to modify the discrimination capability
in a controlled way. Here, we propose to use the WSONG when pattern recognition is obtained by means
of optical correlation under nonuniform illumination. The calculation of the WSONG correlation re-
quires the summation of many linear correlations between binary images. To implement it optically, we
use a time sequential joint transform correlator. © 2002 Optical Society of America

OCIS codes: 070.5010, 100.5010, 070.4550, 100.4550.
1. Introduction

Pattern recognition consists of the detection and
identification of a known pattern or target in an un-
known input scene that may or may not contain the
target, and the determination of the spatial location
of any such target. Traditional digital pattern rec-
ognition techniques require massive computation
and can be relatively slow. Optical techniques can
provide inherent parallelism, ultrahigh processing
speed, noninterfering communication and massive
interconnection capability, and sometimes offers a
significantly better alternative to the digital pattern
recognition approach.1,2

Most optical pattern recognition techniques involve
either the use of a matched filter based correlator or
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of a joint transform correlator �JTC�.3,4 A matched
filter based correlator uses Fourier domain complex
filter synthesis, whereas a JTC utilizes spatial do-
main filter synthesis. It is difficult to implement the
matched filter based correlator for real-time applica-
tions because a complex filter must be synthesized,
and the filter alignment along the optical axis is crit-
ical. On the other hand, a JTC is inherently suitable
for real-time matching and tracking operations be-
cause no complex filter is needed.5 The JTC has
gone through many improvements and has shown its
usefulness for pattern recognition and target detec-
tion.6 Some of those improvements are based on in-
creasing the discrimination capability by applying
various mathematical functions, such as threshold-
ing, coding, or nonlinear functions in the power
spectrum domain.7–10 Moreover, some nonlinear
correlation based on the addition of binary slices of
the power spectra of the input scene and of the
reference object have been implemented optically
using a JTC.11,12 Such nonlinear correlations pro-
vide higher discrimination capabilities than other
JTC techniques.

Those correlations are based on calculating the lin-
ear correlations between binary versions of the ref-
erence object and of the target. If the binarization is
a threshold decomposition, we will obtain the mor-
phological correlation �MC�,11,13 whereas if we use a
slicing process we implement the sliced orthogonal
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nonlinear generalized �SONG� correlation.12 The
threshold decomposition is understood as a binariza-
tion process of a N gray level image into N � 1 slices
that takes value 1 if the gray-level image is higher or
equal to a certain threshold, whereas the slicing pro-
cess gives value 1 if the gray level of the image is
equal to a certain value. These correlations have
advantages and disadvantages because of their high
discrimination capability and their low tolerance to
some common distortion sources, such as additive
noise and variable illumination. There are previous
works based on proposing different image binariza-
tion techniques for correlation. In Ref. 14 the au-
thors show different post-processing operations to
reduce the computational burden of correlation-
based methods.

Changes of illumination modify the gray-level dis-
tribution of the images, especially if the images are
captured live from the outside world. Alam and Ka-
rim15 have studied the correlation performance of
classical, binary, and fringe adjusted JTCs under
varying illumination of the input scene. Other pat-
tern recognition methods using the JTC have studied
the influence of the illumination, and techniques in-
variant to such changes have been proposed.16,17

However, the proposed illumination model is a uni-
form illumination over the input scene, so the object
alteration consists of multiplying its gray-level dis-
tribution by a constant factor. In most real-world
applications, the illumination conditions are not uni-
form. We propose an illumination model based on
multiplicative and additive nonuniform noise.

As we have pointed out in previous papers, a weak
point of the SONG correlation12,18 is the strong de-

pendence on the specific gray levels of the objects.
We recently showed the optimality of the SONG cor-
relation in a maximum-likelihood sense for images
degraded with substitutive noise.19 Moreover, we
have also considered an extension of the SONG cor-
relation to a weighted sliced orthogonal nonlinear
generalized �WSONG� correlation to obtain detection
under small changes of illumination.20 Now, taking
the noise model that we used previously,20 we intro-
duce a time sequential JTC to implement optically
the WSONG correlation. Experimental results are
given.

2. Weighted Sliced Orthogonal Nonlinear Generalized
Correlation

The SONG correlation and decomposition was de-
scribed in Refs. 12 and 18. Nevertheless, for com-
pleteness, we repeat fundamental expressions in the
following: A two-dimensional image with discrete
gray levels can be decomposed into a sum of disjoint
elementary images ei� f �x, y�� defined as

ei� f � x, y�� � �1 f � x, y� � i
0 f � x, y� � i . (1)

The SONG decomposition of f �x, y� is

f � x, y� � �
i�0

N�1

iei� f � x, y��, (2)

where N is the number of gray levels.
The orthogonal property of the SONG decomposi-

tion implies that

�ei� f � x, y��, ej� f � x, y��	 � 
ij�ei� f � x, y���2. (3)

Fig. 1. Diagram of the conversion from the weight matrix into a weight vector.
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The Kronecker delta function 
ij has the value one
when i � j, and the value zero when i � j, where i and
j are integers. So, the squared L2 norm of ei� f �x, y��
at the origin �0, 0� is the number of pixels of f �x, y�
that have a given gray value i.

The classical linear correlation �R� between two
functions, g�x, y� and f �x, y�, can be expressed in
terms of those elementary binary images18

g� x, y� � f � x, y� � �
i�0

N�1

�
j�0

N�1

ijei� g� x, y��

� ej� f � x, y��. (4)

The SONG correlation can be expressed in terms of
a matrix.18 In this matrix representation the SONG
correlation is defined as the sum of multiple linear
correlations between different binary slices of the two
functions, g�x, y� and f �x, y�, where the matrix ele-
ments are weighted by the weight coefficients Wij

�g,f� x, y� � �
i�0

N�1

�
j�0

N�1

Wijei� g� x, y�� � ej� f � x, y��. (5)

The SONG correlation matrix is

�g,f� x, y� � �
i�0

N�1

�
j�0

N�1

Rgf
ij� x, y�

� 
�
R0,0 R0,1 · · · R0,N�1

R1,0 R1,1 · · · R1,N�1

···
···

· · ·
···

RN�1,0 RN�1,1 · · · RN�1,N�1
� , (6)

Fig. 2. Classical joint transform correlator.

Fig. 3. Block diagram of the opto-electronic WSONG correlation.

Fig. 4. �a� Joint input scene containing the input scene �top� and
the reference object �bottom� for the shadow effect illumination.
�b� Joint input scene containing the input scene �top� with the
nonuniform degraded image and the reference object �bottom�.
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where Rij�x, y� � Wijei�g�x, y�� R ej� f �x, y�� and the
symbol 
 represent the sum of all of the matrix
terms.

In early work on the SONG correlation12,18 the
above expression was simplified by setting Wij � 
ij,
so giving the same importance to all of the gray levels,
and reducing the SONG correlation to the trace of the
SONG matrix

�gf
P� x, y� � �

i�0

N�1

ei� g� x, y�� � ei� f � x, y��. (7)

In this expression, only the gray levels correspond-
ing to image levels having the same value are corre-
lated together after having their pixel values set
equal to unity. So the correlation is a sum of corre-
lations between the corresponding binarized gray lev-
els. This is the SONG correlation as used in our
previous papers.12,18

Effects of the weights in the SONG correlation be-
tween gray-level images. From Eq. �7�, the main
weak point of this correlation is that a change in
illumination will change the gray-level distribution
and the correlation result. So the limitation of our
scheme is the sensitivity to small intensity or gray-
level changes that are present in real-world images.
To avoid this situation, we consider the importance of
weights in the SONG matrix.

We have recently shown that pattern-recognition
performance is maintained using a WSONG correla-
tion20 when the objects are slightly degraded. The
idea is to perform not only the correlations that define

the principal diagonal but others as well. The non-
principal diagonals represent the linear correlations
between the two slices of the reference and the non-
uniform illuminated target from different gray levels.
Those diagonals represent the contribution of those
pixels with a gray-level displacement from its origi-
nal value.

Let us assume that the degradation consists of slow

Fig. 5. Joint power spectra �JPS�� example for the WSONG correlation.

Fig. 6. Experimental output plane containing the optical linear
correlation of the scene shown in Fig. 4�a�: �a� Output correlation
plane covering an area around the correlation peaks, �b� 3-D plots.
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changes in the gray-level distribution of the reference
object due to small illumination changes. If g�x, y�
represents a degraded reference object and f �x, y� the
nondegraded object, for recognition or comparison
problems the summation of the Rij�xo, yo� matrix
terms is related to the number of pixels with i-gray
level in g�xo, yo� that have moved to the j level on
image f �xo, yo� at the same position.

The values of the weight coefficients for the various
diagonals represent the contribution of these value-
shifted pixels to the total amount of correct pixels in
the correlation. But for recognition purposes, the
value of this contribution must be a nonincreasing
function of the pixel value shift. For the sake of
simplicity we define a vector of weight coefficients
W � �W0, W1, . . . , WN�1�, whose indices are numbers
that correspond to the distances of the respective
diagonals to the principal diagonal. Figure 1 shows
the relationship between the weight-correlation ma-
trix and the weight vector. The weight vector is cho-
sen to have the same values for the diagonals that are
equidistant from the principal diagonal.

3. Optical Implementation of the WSONG Correlation

A. Nonuniform Illumination Model

Changes of illumination are a common and natural
phenomenon. Images are obtained during the en-
tire day at different moments. So, many shadow
effects or specular reflections can appear in the im-
ages. Several studies about pattern recognition un-
der illumination changes considered only the
multiplication of the input image by a constant fac-
tor.14,16,21 However, when the illumination varies
over the image, the internal gray level input-image
distribution may change in a nonuniform way. For
this reason, other filters have been designed to rec-
ognize objects that are heavily distorted by varying
illumination.9,22

In this paper, we define a gray-scale degradation or
illumination-variation model. The illumination
variations that we consider are spatially correlated
and their range is limited. With this model we try to
be as close as possible to real illumination conditions,
taking into account sources of illumination variations
not considered in other models. The function g�x, y�
represents a degraded version of the object f �x, y�

g� x, y� � �� x, y� f � x, y�, (8)

with

�� x, y� � 1 � A�� x, y�lx,ly (9)

So, we are considering multiplicative and correlated
noise. The parameter A is the amplitude of the in-
tensity variations, ��x, y�lx,ly � �1, �1� is a random
Gaussian distribution function with correlation
lengths lx and ly. For simplicity we used l � lx � ly �
5 in our experiments. To correlate the noise we used
a mean low pass filtering.

B. Time Sequential Joint Transform Correlator for
Nonlinear Binary Correlations

A classical JTC is shown in Fig. 2, where the refer-
ence and the input scene are introduced in the input
plane by use of a spatial light modulator �SLM�, such
as a liquid-crystal television display. From Eq. �5�
and Eq. �6�, the WSONG correlation is defined as the
sum of the amplitudes of the linear correlations be-
tween many binary slices of the input scene and of the
target, weighted by the weight vector. This ampli-
tude summation is carried out by the JTC by use of
using the same system as for the MC and the SONG
correlation.11,12 The optical implementation of
those nonlinear correlations are based on a time-
sequential JTC. The block diagram is shown in Fig.
3. Each pair of elementary binary joint input slices
�one slice from the reference object and one from the

Fig. 7. Experimental output plane containing the optical SONG
correlation of the scene shown in Fig. 4�a�: �a� Output correlation
plane covering an area around the correlation peaks, �b� 3-D plots.

Fig. 8. Experimental output plane containing the optical
WSONG correlation of the scene shown in Fig. 4�a�: �a� Output
correlation plane covering an area around the correlation peaks,
�b� 3-D plots.
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input scene� are located next to each other in the
input plane. For each pair, the joint power spec-
trum �JPS� is performed. The JPSs are multiplied
by the weight vector and then added. The expres-
sion for the final JPS� is

JPS��u, v� � �
i�0

N�1

�
j�0

N�1

JPSij�u, v�

� �
i�0

N�1

�
j�0

N�1

Wij�FT(�ei� g� x, y��

� ej� f � x, y���)�2, (10)

where FT� � means the Fourier transform. This dis-
tribution is input again to the SLM and a second
Fourier transformation gives the WSONG correla-
tion.

If the weight vector is W � �1, 0, 0, 0 . . . 0�, we are
optically implementing the SONG correlation.12,18

In this case only N � 1 linear correlations are per-
formed optically, that is, only the principal diagonal
�D0� terms are taken into account. This operation is
extremely selective because only the pixels whose
gray levels are in the same position for the input
scene and for the reference object are counted. But
if, for instance, we use a weight vector W � �1, 1, 0,
0 . . . 0�, we have to implement D1 and D�1 diagonal
correlations in addition to the main D0 diagonal cor-
relations. This WSONG correlation is more robust
to gray-level variations caused by changes of illumi-
nation.

We used two different kinds of nonuniform illumi-
nation conditions. The joint input scenes are shown
in Fig. 4. The objects have 9 gray levels, �i, j �
�0, 32, 64, 96, 128, 160, 192, 224, 255��. The input
scenes are located in the upper area and the reference
object in the lower area. The input scene of Fig. 4�a�
contains a reference object that is located on the left-
hand side, and a degraded version of the reference
object located on the right-hand side. To implement
the WSONG correlation taking the contribution of
the diagonals D0, D1, and D�1, we define, in Fig. 4�a�,
the degraded object by adding gray-level 32 to the
upper part of the reference object and subtracting
gray-level 32 from the lower part. So, we simulate
shadows in the reference object. It is true that sub-
tracting and adding a particular gray level is some-
what heuristic, however, with this simple specific
example we show that the WSONG correlation using
the W � �1, 1, 0, . . . , 0� vector is the same for the two
objects.

The other case of nonuniform illumination is
shown in Fig. 4�b�. The reference object is located on
the right-hand side and the degraded object is on the
left-hand side. In this case we have used the non-
uniform illumination variation defined in Eq. �8�.
We detect both objects using the WSONG correlation
with W � �1, 1, 0, . . . , 0�.

4. Optical Experimental Results

The SLM used for the optical experiments is a 800 �
600 pixel LCTV from SONY. The CCD camera is a

Sensys camera by Photometrics with 12 bit resolu-
tion. This camera allows 4096 gray levels. This is
convenient because we are adding the contribution of
many JPSs. Unfortunately, at the end there is a
conversion to 8 bits due to the SLM. This only af-
fects when we display the total distribution JPS� on
the SLM. Figure 5 shows a JPS� when an opaque
spot is inserted at the center of the power spectrum to
protect the detector from blooming and from other
saturation effects.23

We now compare the discrimination capability of
the WSONG, of the SONG, and of the common linear
correlation for the two kinds of illumination condi-

Fig. 9. Experimental output plane containing the optical linear
correlation of the scene shown in Fig. 4�b�: �a� Output correlation
plane covering an area around the correlation peaks, �b� 3-D plots.

Fig. 10. Experimental output plane containing the optical SONG
correlation of the scene shown in Fig. 4�b�: �a� Output correlation
plane covering an area around the correlation peaks, �b� 3-D plots.
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tions. Figure 6 shows the result for the common
linear correlation for the input scene of Fig. 4�a�.
The optical results are plotted only for the regions of
interest of the correlation plane. We have also plot-
ted the three-dimensional �3-D� profile around the
zone of interest. Figure 7 and Fig. 8, respectively,
show the results for the SONG correlation and for the
WSONG correlation. The common linear correla-
tion detects the degraded object because it is brighter
than the reference object, and the linear correlation is
proportional to intensity. The SONG correlation de-
tects the reference object with high discrimination.12

The WSONG correlation detects the two objects with
the same value. This is not surprising because we
are adding D0, D1, and D�1. Those diagonals con-
tain the gray-level variation between �32 and �32.

For the illumination variation or gray-level degra-
dation shown in Fig. 4�b�, the results of Fig. 9, 10, and
11 correspond respectively to the common linear cor-
relation, the SONG correlation, and the WSONG cor-
relation. Note that once again neither the linear nor
the SONG correlation detects both objects at the
same time, whereas the WSONG correlation gives
almost the same correlation peak intensity for the
two objects with different illumination. Then, we
achieved tolerance for the recognition of objects un-
der different illumination conditions.

5. Conclusion

We have optically implemented the WSONG correla-
tion for the detection of nonuniform illuminated ob-
jects as a valid alternative of tolerance to the high
selectivity of the optical SONG correlation. The
idea of using more than one diagonal of the SONG
correlation matrix for the total amount of correlation
is relevant if we need to detect under conditions pre-

senting a nonuniform illumination variation. To ob-
tain the summation of the amplitude of all the linear
correlations, we have used an optical time sequential
joint transform correlator. The summation opera-
tion is performed in the joint power spectrum level.
We have compared the performances of the WSONG
correlation with the common SONG correlation in-
troduced in our previous works and the common lin-
ear correlation. The possibility to define this
nonlinear correlation in terms of the common linear
correlation between binary images motivate us to
use, in the future, fast spatial light modulators like
Ferroelectric SLM, which may work in binary regime.
In this paper we use common twisted nematic SLM
and a 12-bit camera. However, the results can be
also implemented by use of a conventional 8-bit cam-
era. One of the main limitations of the algorithm is
to decide how many gray levels can be defined in the
image to perform the minimum number of correla-
tions. This further study is under development by
us at this moment.
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BFM2001�3004.
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